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Introduction

Being the largest continental area on Earth, Eurasia is a hub of more than 2,018 languages
from very diverse language families and sub-families, including Afro-Asiatic (Semitic),
Austroasiatic, Caucasian, Chukchi-Kamchatkan, Dravidian, Eskimo–Aleut, Indo-European,
Japonic, Koreanic, Mongolic, Nivkh, Sino-Tibetan, Tai-Kradai, Turkic, Tungusic, Uralic, and
Yeniseian. At the same time, various language communities in Eurasia are under-represented,
minoritized, endangered and systematically politically oppressed. Many languages, including
Kurdish, Gilaki, Santali, Kashmiri, Laz, and Abkhaz, suffer from a lack of linguistic resources
and thus are immediately at risk of digital extinction. Others, such as Shabaki, Talysh, Domari,
Korbet, and Bawm, are under-researched in general and run the risk of vanishing completely in
the absence of increased support.

Aligned with the pressing need to cultivate language technology for indigenous, endangered,
and under-resourced languages across Eurasia, the EURALI workshop is dedicated to
catalyzing the development of resources and tools. Our objective is to enhance visibility and
foster research for these languages on a global scale. We view the current rapid advancements
in language and speech technology, particularly the remarkable progress in large language
models, as a unique opportunity for these languages. Moreover, by fostering collaboration
among researchers, language experts, and linguists engaged with endangered languages
within these communities, our aim is to forge language technology solutions that contribute to
the preservation of these languages and elevate their prominence within the realm of language
processing.

This year, the EURALI workshop returns for its second edition, set against the vibrant backdrop
of LREC-COLING 2024. It offers a thrilling opportunity for our community to reconnect and
synergize efforts. However, the presence of numerous concurrent workshops has had a modest
impact on our submission numbers compared to EURALI’s debut at LREC 2022. The eight
selected submissions nonetheless encompass a wide array of aspects and challenges within
language technology for Eurasian languages as a whole, with a particular focus on Mambai,
Standard Tibetan, Persian, Cantonese, and Khroskyabs.

We extend our gratitude to colleagues who submitted their work to the workshop, the organizers
of LREC-COLING 2024, and our dedicated and diligent reviewers; your contributions and
support have been vital in making the second EURALI workshop a resounding success.

Workshop Chairs
Atul Kr. Ojha, Sina Ahmadi, Silvie Cinková, Theodorus Fransen, Chao-Hong Liu and John P.
McCrae
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