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Abstract

Most existing fact-checking systems are unable
to explain their decisions by providing relevant
rationales (justifications) for their predictions.
It highlights a lack of transparency that poses
significant risks, such as the prevalence of unex-
pected biases, which may increase political po-
larization due to limitations in impartiality. To
address this critical gap, we introduce Sentence-
Level Factual Reasoning (SELFAR)1, aimed at
improving explainable fact-checking. SELFAR
relies on fact extraction and verification by pre-
dicting the news source reliability and factuality
(veracity) of news articles or claims at the sen-
tence level, generating post-hoc explanations
using SHAP/LIME and zero-shot prompts. Our
experiments show that unreliable news stories
predominantly consist of subjective statements,
in contrast to reliable ones. Consequently, pre-
dicting unreliable news articles at the sentence
level by analyzing impartiality and subjectivity
is a promising approach for fact extraction and
improving explainable fact-checking. Further-
more, LIME outperforms SHAP in explaining
predictions on reliability. Additionally, while
zero-shot prompts provide highly readable ex-
planations and achieve an accuracy of 0.71 in
predicting factuality, their tendency to halluci-
nate remains a challenge. Lastly, this paper
also presents the first study on explainable fact-
checking in the Portuguese language.

1 Introduction

While journalism is tied to ethical standards, includ-
ing truth and fairness, it often strays from impartial
facts (Mastrine, 2022). As a result, low credibil-
ity news may be produced and spread on modern
media ecosystem. Nowadays, fact-checking organi-
zations have manually provided lists of unreliable
articles and media sources, however it is a very
time-consuming task, needs to be updated faster
and relies on specific expertise (Baly et al., 2018a).

1The SELFAR datasets, models and code are publicly avail-
able: https://github.com/franciellevargas/SELFAR

Towards addressing this issue, fact-checking sys-
tems have classified claims of unknown veracity
(factuality), identifying evidences and predicting
whether they support or refute the claims (Glockner
et al., 2023; Guo et al., 2022). Nevertheless, as low
credibility news or claims may comprise multiple
sentences containing facts, media bias, and fake
information, fact-checking at scale should be able
to accurately predict both news source reliability
and factuality at a fine-grained level. Table 1 shows
an example of low credibility news segmented into
sentences and classified according to its reliability
(biased/unbiased) and factuality (fake and fact).

Furthermore, the veracity of claims can be ver-
ified using metadata (Augenstein et al., 2019),
Wikipedia (Thorne et al., 2018), social networks
(Hardalov et al., 2022), scientific assertions (Wad-
den et al., 2020), manually checked-claims from
social media provided by fact-checking organiza-
tions (Wang, 2017; Couto et al., 2021), the language
used in claims (Sheikh Ali et al., 2021), LLMs (Lee
et al., 2021; Zhang and Gao, 2023), generating jus-
tifications for verdicts on claims (Atanasova et al.,
2020a). For example, the FEVER (Thorne et al.,
2018), SciFact (Wadden et al., 2020), LIAR (Wang,
2017) and Check-COVID (Wang et al., 2023) are
widely used datasets for this setting.

In recent years, there has been significant
progress in the area of fact-checking e.g., new
comprehensive datasets (Yang et al., 2018; Wang,
2017; Hanselowski et al., 2019; Reis et al., 2020),
high performance of deep learning models (Ribeiro
et al., 2022), different domains aside from political
(Naderi and Hirst, 2018; Kotonya and Toni, 2020b;
Arana-Catania et al., 2022; Chamoun et al., 2023;
Vladika and Matthes, 2024). However, while justify-
ing the verification of a claim’s veracity is the most
important part of the manual process, most existing
fact-checking systems are unable to explain their
decisions, which could assist human fact-checkers
and help mitigate the lack of transparency (Baly
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N. Sentence-level news article Label
S1 President Jair Bolsonaro touch a sore point of Europeans when he pointed out that the increased use of fossil

fuels is a serious environmental setback, in his opening speech at the UN General Assembly, Tuesday (20).
Biased

S2 “The St. Francisco River transposition was completed during my government”, said Bolsonaro at the UN. Fake
S3 “Brazil was a pioneer in the implementation of 5G in Latin America”, Bolsonaro said at the UN. Fact
S4 Bolsonaro signed measures favouring to environmental protection during the 4 years of the Brazilian government. Fake
S5 The Bolsonaro also requested for reform of the UN Security Council. Fact
S6 However, there is a huge difference between speaking at the UN and being heard at the UN. Biased

Table 1: Example of low credibility news segmented into sentences extracted from the FactNews (Vargas et al., 2023)
and FACTCK.BR (Moreno and Bressan, 2019) datasets. Note that the low credibility news may comprise a mix of
complex content such as media bias (unreliable) (S1, and S6), fake (S2 e S4), and facts (S3 and S5).

et al., 2018b). Therefore, automated fact-checking
should also be capable to provide justifications in
the form of post-hoc explanations for model outputs
or by incorporating explanation methods directly
into these models (Kotonya and Toni, 2020a).

Explainable Artificial Intelligence (XAI) meth-
ods provide the causes of a single prediction, a set of
predictions, or all predictions of a model by identi-
fying parts of the input, model, or training data that
are most influential on the model outcome (Balkir
et al., 2022). Hence, transparency and explainability
are related to the notion of “explanations” (Guidotti
et al., 2018). In particular, XAI methods are com-
monly categorized into two aspects: (i) whether
they provide local or global explanations, and (ii)
whether they are self-explaining or post-hoc explain-
ing (Guidotti et al., 2018). Local explanations are
provided for individual instances, while global ex-
planations apply to the model’s behavior across any
input (Balkir et al., 2022). Self-explaining meth-
ods rely on the internal structure of the prediction
model, making these methods often specific to the
model type. Conversely, post-hoc explaining (also
know as model-agnostic) methods do not rely on
knowledge of the to-be-explained model, but rather
only input-output pairs (Balkir et al., 2022).

The most commonly used model-agnostic ex-
plainable methods are LIME (Local Interpretable
Model-Agnostic Explanations) (Ribeiro et al., 2016)
and SHAP (SHapley Additive exPlanations) (Lund-
berg and Lee, 2017). The LIME provides local
explanations for predictions by perturbing the in-
put data and observing the resulting changes in the
model’s predictions. On the other hand, the SHAP
measures the contribution of each feature to the pre-
diction by considering all possible combinations
of features. Unlike LIME, SHAP can be used to
generate both local and global explanations. Lastly,
recent approaches to automated fact verification
have also taken advantage of the high performance

achieved through In-Context Learning (ICL) 2 to
generate post-hoc explanations for veracity predic-
tion (Zeng and Gao, 2023, 2024).

Here, we introduce the Sentence-Level Factual
Reasoning (SELFAR) aims to improve explainable
fact-checking. It covers the entire fact-checking
pipeline, generating post-hoc explanations for each
task. Specifically, SELFAR predicts news source
reliability and factuality of claims or news articles
at the sentence-level for fact extraction and veri-
fication, respectively. It then generates post-hoc
explanations using SHAP and LIME for fact ex-
traction and zero-shot prompts for fact verification.
Based on our findings, the sentence-level predic-
tion of unreliable news by analyzing impartiality
and subjectivity is promising for fact extraction and
improving explainable fat-checking. Additionally,
LIME is better than SHAP in explaining predictions
on reliability. Finally, although zero-shot prompts
provided high readable explanations, and achieved
an accuracy of 0.71 in predicting veracity, their
tendency to generate hallucinations remains a chal-
lenge.

Our contributions are summarized as follows:

• We study an under-explored and relevant prob-
lem: explainable automated fact-checking.

• We introduce the SELFAR, a sentence-level
factual reasoning that relies on fact extraction
and verification by predicting news source reli-
ability and factuality of a news article or claim
at the sentence-level, generating post-hoc ex-
planations using SHAP/LIME and zero-shot
prompts. The datasets, models and code are
available, which may boost future research.

• We propose the first study and baselines for
explainable fact-checking in Portuguese.

2In-context learning refers to generative model’s ability
to understand and generate responses based on information
provided in the context of the conversation or task at hand
(Brown et al., 2020).
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2 Related Work

2.1 Explainable Fact-Checking

Explainability in fact-checking systems refers to
the ability of models to provide a rationale for their
decisions. Regarding the explainable fact-checking
pipeline, Kotonya and Toni (2020a) suggest a set
of tasks, as shown in Figure 1. Note that the ex-
plainable fact-checking pipeline includes both fact
extraction and fact verification tasks, along with the
generation of suitable explanations related to the
system’s inputs.

Figure 1: Explainable fact-checking pipeline.

Most existing explainable fact-checking methods
produce explanations that consist of the most rel-
evant portions of the system input (Kotonya and
Toni, 2020a). Specifically, there are (i) attention-
based explanations, which rely on the form of some
type of visualization of neural attention weights,
for example, using LSTM and DNN-based methods
with attention mechanisms to extract explanations
(Thorne et al., 2019; Popat et al., 2017; Thorne et al.,
2019); (ii) explanation as rule discovery, that uses
rules-based approaches and knowledge graphs to
provide explanations (Gad-Elrab et al., 2019; Ah-
madi et al., 2019); (iii) explanation as summariza-
tion, that formulate the automatic generation of ex-
planations as a text summarization problem: extrac-
tive text summarization (Atanasova et al., 2020a), or
both extractive and abstractive text summarization
(Kotonya and Toni, 2020b); (iv) adversarial claims
justification, that generates adversarial claims (e.g.
method that uses a GPT-2 based model) for robust
fact-checking (Thorne et al., 2019; Niewinski et al.,
2019; Atanasova et al., 2020b); and (v) retrieved
evidence as justifications that consists of the task of
generating justifications based on robust evidence
retrieved from data sources (Zeng and Gao, 2024;
Wang et al., 2023) or based on prompt engineering
enabled by in-context learning (Brown et al., 2020)
using zero-shot prompting (Zeng and Gao, 2024;
Wang et al., 2023; Zeng and Gao, 2024) or few-shot
prompting (Zarharan et al., 2024).

2.2 News Credibility Verification
Estimating the reliability of a news source is rele-
vant not only when fact-checking a claim (Popat
et al., 2016); however, it also contributes signifi-
cantly to tackling article-level tasks such as fake
news detection (De Sarkar et al., 2018; Yuan et al.,
2020; Reis et al., 2019; Pan et al., 2018; Vargas et al.,
2022; Dong et al., 2015). News credibility verifica-
tion methods have primarily focused on measuring
the reliability of news reporting (Pérez-Rosas et al.,
2018; Hardalov et al., 2016), the entire media outlet
(Baly et al., 2018a; Horne et al., 2018; Baly et al.,
2019), and content and user accounts on social me-
dia platforms (Castillo et al., 2011; Mukherjee and
Weikum, 2015; Iftene et al., 2020) to mitigate vari-
ous types of harmful strategies. For instance, Yuan
et al. (2020) proposed a jointly news credibility
and fake news detection structure-aware multi-head
attention network (SMAN), which combines the
news content, publishing, and reposting relations of
publishers and users. Similarly, Long et al. (2017)
proposed a new approach to validate the credibility
of news articles by analysing a multi-perspective
speaker profiles. Iftene et al. (2020) implemented a
real-time application based on networks to identify
both fake users and fake news over countries and
continents in Twitter. Bhattarai et al. (2022) pro-
posed an explainable framework using the Tsetlin3

that learns linguistic features to distinguish between
fake and true news and provides a global interpre-
tation of fake news. In this paper, we estimate the
reliability of news sources for fact extraction.

2.3 Fact Verification with Language Models
Large Language Models (LLMs) have been used to
provide evidence for fact-checking. For instance,
Lee et al. (2021) explored the few-shot capability
to assess a claim’s veracity based on the perplexity
of evidence-conditioned claim generation. Zhang
and Gao (2023) proposed a prompt engineering-
based method for fact verification that leverages
LLMs to separate a claim into sub-claims and then
verify each of them through multiple progressive
question-answering. Additionally, the reasoning
capabilities of LLMs have also been used to address
misinformation. For example, Press et al. (2023);
Jiang et al. (2023) concluded that LLMs’ reasoning
capabilities, combined with external knowledge, are
promising for a wide range of NLP tasks, including
fact extraction and fact verification tasks.

3A Tsetlin machine is an AI algorithm based on proposi-
tional logic.
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3 The Proposed Approach

3.1 Sentence-Level Factual Reasoning

Building on the explainable fact-checking pipeline
proposed by Guo et al. (2022), this paper introduces
a new method called SELFAR to enhance explain-
able fact-checking. SELFAR encompasses three
main tasks: Fact Extraction (FE), Fact Verification
(FV), and Explanation Generation (EG), as shown
in Figure 2, and described in detail as follows.

Fact Extraction (FE): According to Guo et al.
(2022), fact extraction relies on predicting the most
relevant claims to be checked. Therefore, we pro-
pose an approach for sentence-level news source
reliability estimation using a fine-tuned mBERT
model. In the context of misinformation, unreliable
news and media outlets are targets of a substantial
amount of misleading content, often presented as
evidence in the form of hyper-partisan or subjective
language (Kotonya and Toni, 2020a). Hence, the
main hypothesis is that accurately estimating source
reliability can be achieved by analyzing the subjec-
tivity and impartiality of text at the sentence level.
In particular, our model classifies each sentence into
two categories: reliable and unreliable. Reliable
sentences are presented impartially and focus on
objective facts. Conversely, unreliable sentences
are presented with partiality and therefore focus on
subjective interpretations. Table 1 shows examples
of biased (unreliable) sentences.

Fact Verification (FV): According to Guo et al.
(2022), fact verification relies on finding appropri-
ate evidence and predicting whether that evidence
supports or refutes the claim given as input. Since
the required evidence can often be unrefined or
unavailable, either due to gaps in the knowledge
sources (Alhindi et al., 2018), we propose a model
for sentence-level factuality prediction using LLMs.
This model predicts whether a sentence is fact or
fake using retrieved evidence from LLMs, which
are trained on a large number of diverse data repos-
itories. It checks whether the evidence of veracity
for the sentence is refuted or supported. As example
of sentences classified according to their veracity,
Table 1 shows examples of fake content and facts.

Explanation Generation (EG): According to
Kotonya and Toni (2020a), explainable fact-
checking must include the task of extracting an ex-
planation for the prediction. Instead of generating
explanations solely for fact verification, we propose
the post-hoc explanation generation for both fact
extraction and fact verification tasks.

Explanation generation for fact extraction: We
used LIME (Ribeiro et al., 2016) and SHAP (Lund-
berg and Lee, 2017) methods to generate post-hoc
explanations for fact extraction. These methods
produce explanations based on a vector of tokens,
where the coefficients represent the most relevant
features for predicting a class. In particular, we
measure the performance of LIME and SHAP in
generating post-hoc explanations for sentence-level
news source reliability estimation. Figure 3 shows
examples of explanations generated by LIME and
SHAP. Note that for each sentence given as input
to these methods, they assign a value for a set of
tokens. The red bars show the value assigned to
the most relevant features to predict the class unre-
liable, and the blue bars show the value assigned to
the relevant features to predict the class reliable.

Explanation generation for fact verification: We
proposed a set of zero-shot prompts using ChatGPT
4.0 (OpenAI et al., 2024) to generate post-hoc ex-
planations for factuality (veracity) prediction at the
sentence level. Zero-shot prompting is a technique
in which specific examples for that task are not
required. Instead, the model generalizes from exam-
ples of other related tasks. Table 2 shows post-hoc
explanations generated by the zero-shot prompts.

4 Experimental Setup

4.1 Model Architecture and Settings

We propose an approach for fact extraction using
a fine-tuned mBERT model, a second approach
for fact verification using retrieved evidence from
LLMs, and two approaches for post-hoc explana-
tion generation using LIME/SHAP and zero-shot
prompts. We describe these approaches as follows.

Fine-Tuned mBERT: We used the fine-tuned
mBERT model proposed by Vargas et al. (2023). In
essence, this model classifies news article sentences
as reliable or unreliable. It was trained on the Fact-
News dataset (Vargas et al., 2023), which comprises
6,191 annotated sentences in Portuguese.

Retrieved-Evidence from LLM: Due to the suc-
cess of ICL across NLP benchmarks, we proposed
a set of zero-shot prompts and manually assessed
them using ChatGPT 4.0 to recover evidence. The
proposed prompts are shown in Table 2. Moreover,
to predict factuality, we considered a set of spans
described in Table 4 provided as recovered evidence.
For this task, we utilized the checked claims from
fact-checking organizations in the FACTCK.BR
dataset (Moreno and Bressan, 2019) in Portuguese.
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Figure 2: The Sentence-Level Factual Reasoning (SELFAR) for explainable fact-checking.

Figure 3: Explanations generated at sentence-level by LIME and SHAP for the unreliable class.

Claims Zero-Shot Prompts Sentences Explanations Type

Fake Is it {[}fake | lie{]} that sentence? Show evidences
Vaccines cause autism. Yes, it is fake that vaccines cause autism. This idea is

based on a fraudulent 1998 study led by Andrew Wakefield
that suggested a link between the MMR vaccine (measles,
mumps, and rubella) and autism.

Supported

Brazil places tanks on bor-
der with Venezuela.

As of my latest update, there haven’t been reports con-
firming that Brazil has placed tanks on its border with
Venezuela

Refused

True Is it {[}fact | true{]} that sentence? Show evidences
40% of crimes against
women occur at home.

Yes, it is true that around 40% of crimes against women
in Brazil occur at home. According to recent data from the
IBGE and other sources that monitor feminicides, most
of these crimes occur in domestic settings, which reflects
the impact of intra-family violence. This pattern of do-
mestic violence reinforces the need for public policies
focused on protecting women in their own homes (Correio
Braziliense).

Supported

Brazil spends R$3 per per-
son per day on everything
from vaccinations to trans-
plants in the SUS.

The specific amount can vary depending on the year and
the data source, but it’s clear that the figure of R$3 per
person per day is likely inaccurate

Refused

Table 2: Explanations (justifications) generated at sentence-level by ChatGPT using zero-shot prompts.

LIME and SHAP Post-hoc Explanations: We
proposed a post-hoc explanation method using
SHAP and LIME for fact extraction. We randomly
selected 510 sentences from the FactNews dataset,
equally labeled as unreliable and reliable. Then, we
asked a linguist, who is an NLP expert, to annotate
rationales for the sentences classified as unreliable.
An example of the annotated rationales is shown
in bold in Table 1. Note that the rationales were
annotated by an expert and consist of segments that
justify the classification of sentences as unreliable.

Zero-Shot Prompt Post-hoc Explanations: We
proposed a set of zero-shot prompts using ChatGPT
4.0 to generate explanations for fact verification. We
randomly extracted an average of 400 claims from
the FACTCK.BR dataset, equally classified as fake
and true. Then, we segmented them into sentences,
totaling 510 sentences. The proposed prompts and
their generated explanations are shown in Table 2.
It should be noted that we used the same number of
instances (510 sentences) to evaluate both proposed
explainability methods.
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5 Evaluation and Results

5.1 Evaluation of Models
We evaluated our models using F1-score, as shown
in Table 3. The results are available on GitHub4.

FE FV SELFAR
class F1 F1 F1
0 0.85 0.61 0.60
1 0.82 0.81 0.85
Avg 0.85 0.71 0.72

Table 3: Evaluation for FE, FV and SELFAR. Note that
as shown in Figure 2, For FE, the classes are reliable (0)
and unreliable (1). Conversely, for FV and SELFAR, the
classes are fact/true (0) and fake (1).

For the FE evaluation, we reported the prediction
results obtained from the fine-tuned mBERT model.
We also conducted a ROC error analysis, as shown
in Figure 4. Note that the FE model achieved a
high F1-Score of 0.85 and an AUC of 0.92, which
corroborates our hypothesis that analyzing subjec-
tivity and impartiality in text at the sentence level is
promising for predicting news source reliability.

Figure 4: ROC curves for fine-tuned mBERT model.

For the FV evaluation, we assessed the ability
to predict whether a sentence is fake or fact/true
using recovered evidence from a set of zero-shot
prompts shown in Table 2. Specifically, we classi-
fied as supported recovered evidence included any
of the spans described in Table 4. Otherwise, it was
classified as refused (see examples in Table 2).

For the FV and SELFAR evaluations, we used
510 sentences extracted from the FACTCK.BR.
Specifically for SELFAR, we first applied the FE
model, which predicts whether a sentence is reliable
or unreliable. We then selected only the sentences
classified as reliable and used them as input for the
FV model. Finally, we computed the F1-Score for
factuality prediction using our retrieved-evidence
from LLMs method. As shown in Table 3, the FV
model performs poorly in predicting true claims,
indicating that the prompts designed for fake claims
may be more effective for predicting veracity.

4https://github.com/franciellevargas/SELFAR

Fake True
Spans <Yes>; <Yes, it is a lie>; <Yes,

it’s fake/false>; <Yes, that/this
statement is a lie>; <There is
no evidence>; <There is no
reliable evidence or records>;
<Yes, that seems to be a
lie/fake>; <It can be consid-
ered fake>; <It is not true
that>; <Yes, the statement
<sentence>is fake/lie>; <Yes,
the statement <sentence>is
fake>.

<Yes>; <Yes, it is true that>;
<Yes, that/this statement is
true/fact>; <Yes, there is ev-
idence>; <It is consistent with
the available data>; <The ev-
idence suggests>; <The evi-
dence points to true>; <It is
true that>; <Yes, the statement
<sentence>is true/fact>;<The
available evidence confirms>.

Table 4: Spans used to predict factuality by retrieved-
evidence from LLM using zero-shot prompts.

Finally, we observed that ChatGPT can report
inaccurate or false information. For example, in the
prompt, Is it true that Rodrigo Maia (a Brazilian
politician) was not born in Brazil?, the verdict was,
“No, Rodrigo Maia was born in Brazil”. However,
Rodrigo Maia was actually born in Chile5. Simi-
larly, in the prompt, Is it true that the law regulating
the profession of translator and interpreter of Brazil-
ian Sign Language (Libras) was created by Maria
do Rosário?, the verdict was, “This law was pro-
posed by Otávio Leite”. However, the fact is that
the Brazilian politician Maria do Rosário is the one
who created this law6.

5.2 Evaluation of Explanations

5.2.1 Metrics
We evaluated the EG methods using faithfulness,
plausibility and readability. Theses metrics focus
on different aspects of the quality of these explana-
tions. For instance, faithfulness measures whether
the explanation accurately captures the real relation-
ships between the input features and the model’s
output. On the other hand, plausibility measures
whether the explanation is understandable and in-
tuitive from a human perspective, particularly for
domain experts. Finally, readability measures how
easily a human can understand the explanations.

Plausibility: We report the IOU (Intersection-
Over-Union) F1-score, and as token-level Precision,
Recall, and F1-score metrics (DeYoung et al., 2020)
to measure plausibility. These scores are computed
at the token level, comparing the model’s rationales
against tokenized human-annotated ones.

IOU F1-score is proposed on a token level ratio-
nales (DeYoung et al., 2020), in which the IOU is

5https://lupa.uol.com.br/jornalismo/2019/03/
25/verificamos-maia-chile-brasileiro

6https://lupa.uol.com.br/jornalismo/2019/01/
02/verificamos-bolsonaro-libras/
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given by overlap of tokens in two sets divided by
the size of their union, as shown in Equation 1.

IOU-F1 =
1

N

N∑

i=1

Greater(IOUi, 0.5)

where IOUi =
Mi ∩Hi

Mi ∪Hi

(1)

where Mi and Hi represent the rationale set of
the i-th instance provided by the model and human
respectively; N is the number of instances.

Token-level F1-score is defined in Equation 2,
which is also computed on a token level by the over-
lap of the rationales tokens predicted by the models
with the human-annotated ones. To measure the
Token-level F1 score, we measured the Token-level
Precision (Pi) and Recall (Ri) and also reported
both metrics.

Token-F1 =
1

N

N∑

i=1

(2× Pi ×Ri

Pi +Ri
)

where Pi =
Mi ∩Hi

Mi
and Ri =

Mi ∩Hi

Hi

(2)

Faithfulness: We report two metrics: compre-
hensiveness and sufficiency (DeYoung et al., 2020)
to measure faithfulness.

Comprehensiveness measures whether the tokens
necessary for making a prediction were selected.
To calculate rationale comprehensiveness, for each
instance xi, we construct a contrasting example
x̃i, which is xi without the predicted rationales ri7.
Let m(xi)j be the original prediction provided by a
model m for the predicted class j for the instance xi.
We then define m(xi\ri)j as the predicted probabil-
ity of x̃i by the model m for class j. The compre-
hensiveness score is shown in Equation 3. A high
comprehensiveness value implies that the rationales
are influential in the prediction.

Comp =
1

N

N∑

i=1

(m(xi)j −m(xi\ri)j)
(3)

Sufficiency measures the degree to which the pre-
dicted rationales are adequate for a model to make a
prediction. The sufficiency score is shown in Equa-
tion 4. Where m(ri)j is defined as the prediction
probability of giving only the predicted rationales ri
to a model m for class j. A low sufficiency implies
the rationales are sufficient to make a prediction.

Suff =
1

N

N∑

i=1

(m(xi)j −m(ri)j)
(4)

Readability: We applied Flesch Reading Ease
(Flesch, 1948) and Szigriszt-Pazos Index (Pazos,
1993), both of which are applicable to Portuguese,
to evaluate zero-shot prompt post-hoc explanations.

7We select the top k tokens from the rationales to remove,
where k is defined as the average length of the token sets
predicted by each explainability model.

5.2.2 Results
Tables 5 and 6 present the evaluation results of ex-
planations generated by LIME, SHAP, and zero-
shot prompt methods from the perspectives of plau-
sibility and faithfulness for LIME and SHAP, and
readability for the zero-shot prompts. Our eval-
uation revealed that for class 0 (the reliable sen-
tences), both SHAP and LIME yielded poor results.
One possible explanation is that the words used to
identify unreliable sentences, which are predomi-
nantly subjective, have a much greater impact on
predicting unreliable sentences compared to those
used to identify reliable sentences. Additionally, the
zero-shot prompt post-hoc explanations achieved
high readability. We also observed that the prompts
proposed for fake claims generated more readable
explanations compared to those for true claims.

Quantitative Analysis: When examining unreli-
able sentences, the rationales highlight the tokens
that contribute to media bias. Removing these to-
kens from the sentence would make the remaining
text appear less unreliable, thus altering the classifi-
cation probability. This effect does not occur with
reliable sentences, so we cannot observe similar ef-
fects when computing comprehensiveness and suffi-
ciency metrics for this class. In Table 5, We observe
that LIME performs better on faithfulness metrics,
while SHAP excels in plausibility metrics. How-
ever, the number of tokens returned as rationales by
each method differs significantly. LIME, by default,
returns a maximum of 10 tokens, whereas SHAP
returns more. The plausibility metrics are com-
puted by comparing these tokens against human-
annotated rationales, which are often more com-
plex and contextually rich, such as entire phrases.
Consequently, the intersection between LIME’s to-
kens and human-annotated rationales is generally
smaller than SHAP’s, leading to lower metric scores
for LIME. Despite this, the token-level precision is
higher for LIME because this metric is calculated
as the intersection divided by the total number of
tokens retrieved by the method (SHAP or LIME).
Since LIME retrieves fewer tokens than SHAP, it
achieves a higher precision. However, LIME’s re-
call performance is significantly worse. When ex-
amining the performance of both methods on faith-
fulness metrics, the situation is reversed, with LIME
showing superior results for both comprehensive-
ness and sufficiency metrics. One possible explana-
tion is that the words selected by LIME have a more
significant impact on the model’s prediction. Since
LIME selects fewer words than SHAP, it may focus
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Methods Plausibility Faithfulness
IOU F1 ↑ Token Precision ↑ Token Recall ↑ Token F1 ↑ Comp. ↑ Suff. ↓

BERT-LIME 0.1098 0.4378 0.3913 0.3698 0.2961 -0.0546
BERT-SHAP 0.1529 0.4312 0.5111 0.4285 0.2868 -0.0491

Table 5: Evaluation for explanations generated by LIME and SHAP explainability methods.

Method
Readability

Flesch Reading Ease Szigriszt Pazos Index

Zero Shot Prompts
True Fake True Fake
0.77 0.84 -1519.48 -1361.47

Table 6: Evaluation for zero-shot prompts post-hoc explanations.

more on the most critical words for the prediction,
thus improving the faithfulness metrics. This obser-
vation aligns with the qualitative analysis conducted
by a specialist and described below. In Figure 5,
we present the top 20 most important words pre-
dicted by LIME and SHAP. This includes 10 words
most important for predicting the unreliable class
(red bars) and 10 most important for predicting the
reliable class (blue bars). This analysis is based
on all 510 selected sentences. We observed that the
vocabulary on the right side of the graphs, represent-
ing unreliable words, tends to be more subjective
and includes more adjectives. This observation also
aligns with the qualitative analysis conducted by a
specialist, which is described as follows.

Figure 5: Most relevant features provided by LIME
and SHAP to predict each class (reliable/unreliable) for
sentence-level news source reliability estimation.

Qualitative Analysis: We also conducted a quali-
tative analysis with a linguist, comparing LIME and
SHAP scores with human-annotated rationales for
the most impactful tokens in determining whether
a sentence is unreliable. Regarding the agreement
between the LIME and the human rationals, abstract
verbs that involve subjective interpretation, where
the author projects an action or feeling onto the
subject (e.g., “attack”, “deceive”), were frequently

identified as indicative of media bias. Another crit-
ical feature of unreliable sentences was the pres-
ence of adjectives (e.g., “prudent”, “useful”) and
adverbs (e.g., “negatively”). Regarding disagree-
ments between LIME and human-annotated ratio-
nales, LIME often identified articles and preposi-
tions as indicators of bias. In many cases, specific
nouns (e.g., “history”) were also flagged, although
their potential for bias depends on the context in
which they are used. Finally, SHAP identified a
higher number of articles, prepositions, and pos-
sessive pronouns as indicators of bias compared to
LIME. However, these terms alone do not necessar-
ily influence the degree of bias in the sentences. Re-
garding the agreement between SHAP and human-
annotated rationales, we observed the same types
of terms as with LIME. However, SHAP tended to
identify a larger number of nouns and proper nouns
as being linked to bias. Thus, there seems to be
a greater cohesion between the LIME method and
human-annotated rationales for this specific task.

6 Conclusions

This paper introduces a new method to improve ex-
plainable fact-checking. The SELFAR predicts reli-
ability and the factuality of news articles or claims at
the sentence level, generating post-hoc explanations
using LIME/SHAP and zero-shot prompts. Our ex-
periments showed that unreliable news stories are
comprised mostly of subjective words, in contrast
to reliable ones. Thus, predicting unreliable news
stories by analyzing text impartiality and subjectiv-
ity is promising for fact extraction and improving
explainable fact-checking. In addition, LIME out-
performs SHAP in explaining reliability predictions.
Lastly, while zero-shot prompts provide highly read-
able explanations and achieve an accuracy of 0.71
in predicting factuality, their tendency to hallucinate
presents a challenge. We also present baselines for
explainable fact-checking in Portuguese.
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Limitations

Although the proposed method for explainable
fact-checking has addressed relevant gaps in pro-
viding more accurate and transparent automated
fact-checking, the method for retrieving evidence
from LLMs for factuality (veracity) prediction may
present limitations due to the potential for LLMs to
hallucinate. Therefore, as future work, we aim to
mitigate this limitation by extracting evidence from
multiple and diversified data sources.
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