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Abstract

With the advent of social media networks and
the vast amount of information circulating
through them, automatic fact verification is an
essential component to prevent the spread of
misinformation. It is even more useful to have
fact verification systems that provide explana-
tions along with their classifications to ensure
accurate predictions. To address both of these
requirements, we implement AMREx, an Ab-
stract Meaning Representation (AMR)-based
veracity prediction and explanation system for
fact verification using a combination of Smatch,
an AMR evaluation metric to measure meaning
containment and textual similarity, and demon-
strate its effectiveness in producing partially
explainable justifications using two commu-
nity standard fact verification datasets, FEVER
and AVeriTeC. AMREx surpasses the AVeriTec
baseline accuracy showing the effectiveness of
our approach for real-world claim verification.
It follows an interpretable pipeline and returns
an explainable AMR node mapping to clarify
the system’s veracity predictions when appli-
cable. We further demonstrate that AMREx
output can be used to prompt LLMs to generate
natural-language explanations using the AMR
mappings as a guide to lessen the probability
of hallucinations.

1 Introduction

With the vast amount of information circulating on
social media and the constantly changing Claims
about various topics, automatic fact verification
has become crucial for preventing the spread of
misinformation. To address this need, automatic
fact-checking task (Vlachos and Riedel, 2014) and
several shared tasks have been introduced to en-
courage NLP researchers to develop systems that
gather Evidence (Fact extraction) for a given Claim
and classify it (Fact verification) as to its pre-
dicted veracity. Examples include FEVER (Thorne
et al., 2018b, 2019) and the current AVeriTec task
(Schlichtkrull et al., 2023, 2024), which employ the

labels Supports, Refutes, NotEnoughInfo (NEI)
or ConflictingEvidence/CherryPicking.

Natural Language Inference (NLI) systems,
which assess whether a premise semantically en-
tails a given hypothesis (Bowman et al., 2015),
have been used for fact verification, yielding
demonstrably strong results in the FEVER shared
task. However, there has been limited focus on
the explainability of these implementations. Re-
cent studies (Gururangan et al., 2018; McCoy et al.,
2019) have highlighted NLI models’ tendency to
rely on spurious cues for entailment classification
making it important to provide clear explanations
alongside fact verification predictions.

We design and implement a new, determinis-
tic NLI system based on Abstract Meaning Repre-
sentation (AMR), dubbed AMREx, and test it on
the FEVER and AveriTeC fact-checking datasets.
AMR is a rooted, directed, acyclic graph with nodes
representing concepts and edges denoting the re-
lations (Banarescu et al., 2013). This representa-
tion captures semantic relationships among entities
that can be difficult to identify in a syntactic repre-
sentation (Ma et al., 2023). We apply an existing
AMR evaluation metric (Cai and Knight, 2013), to
map Claims (e.g., X was produced Y) to relevant
Evidence (e.g., X is a film produced by Y). We in-
corporate this mapping into our AMREx system to
yield partially explainable fact verification.

We assume Evidence collection has already been
completed, as our focus is on the potential for ex-
plainability of our fact-checking results, indepen-
dent of the degree of correctness with respect to
a ground truth. This, in fact, is the key contribu-
tion of this paper: We demonstrate that explain-
ability is valuable regardless of performance levels.
If performance is high, explainability supports an
exploration of the factors contributing to the algo-
rithm’s success. If performance is low, it serves as
a diagnostic tool to understand what went wrong.

Fig. 1 illustrates our explainable output using
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Claim: Veeram was produced by Vijaya

Productions.

Evidence: Veeram (Valour) is a 2014 Indian Tamil

action film directed by Siva and produced by
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Figure 1: Explainable fact verification pipeline. Lower Left: AMR graph for the Claim, Lower Middle: AMR graph
for the Evidence, Lower Right: The AMR graph mapping to explain the model’s prediction as “Supports”

AMR graph mapping. We quantify the degree to
which the Claim AMR is contained in the Evi-
dence AMR and present the mappings identified in
this process to demonstrate whether the Claim is
embedded within the Evidence. For example, the
Claim Veeram was produced by Vijay Productions
and Evidence Veeram (Valour) is a 2014 Indian
Tamil action film directed by Siva and produced by
Vijaya Productions are represented as AMRs and
processed through the Smatch algorithm. This iden-
tifies similar substructures between them, showing
that both texts mention a production (rooted by
produce-01 predicate) with similar attributes and
refer to the same film (through substructures rooted
by work-of-art and film in the Claim and Ev-
idence AMRs). AMREx uses this high-level no-
tion of meaning containment, along with a textual
similarity score, to produce the veracity prediction
“Supports”.

Section 2 reviews existing NLI implementations
and explainable representations used in fact veri-
fication. Section 3 provides a detailed description
of AMREx system and the experiments conducted.
Section 4 presents an analysis and discussion of the
results, with conclusions in Section 5.

2 Related Work

Below we explore existing studies related to NLI
for fact verification, Explainable representation of

fact verification, and AMR.

2.1 NLI for Fact Verification

NLI models have been employed for fact verifica-
tion by assessing whether a given premise p log-
ically infers hypothesis h (Bowman et al., 2015;
Zeng and Zubiaga, 2024). These models usually
classify Claim veracity using labels: Supports,
Refutes and NEI. Thorne et al. (2018b) has de-
veloped a large-scale fact verification dataset with
balanced label distribution across various domains.
In this study, we adopt a 3-way (FEVER) and 4-
way (AVeriTec) classification for fact verification.

With the development of fact verification
datasets, fine-tuned language models (e.g., BERT,
XLNet) have been applied to verify facts, improv-
ing generalizability without the need for manually
crafted rules (Chernyavskiy and Ilvovsky, 2019;
Nie et al., 2019; Portelli et al., 2020; Zhong et al.,
2020). These BERT-based models use the Claim
and potential Evidence as inputs and determine the
final labels. Recently, Pan et al. (2023) fine-tuned a
small dataset to enhance the performance of BERT-
based models, aiming to develop domain-specific
models and improving generalizability. We tran-
scend this work by employing semantic similarity
in the embedding space between Claim and Evi-
dence, along with structural similarity.

Using pre-trained models, graph neural networks
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(GNNs) have been employed to enhance reasoning
for fact verification (Zhong et al., 2020; Zhou et al.,
2019). These models represent Evidence as nodes
within a graph, enabling information exchange be-
tween nodes, thereby improving reasoning capabili-
ties to determine the final label. Zhong et al. (2020)
use Semantic Role Labeling (SRL), assigning se-
mantic roles to both Claim and Evidence sentences
for graph construction. Building on the concept
of deeper reasoning for fact verification, we apply
AMR to assess sentence similarities through the
lens of sentence structure.

Large Language Models (LLMs) have been uti-
lized for fact verification by augmenting verifica-
tion sources. LLMs enable more realistic fact verifi-
cation by considering the date of Claims and using
only the information available prior to the Claim
(Chen et al., 2024). LLMs generate Claim-focused
summaries, which are then used as inputs for clas-
sifiers to determine the veracity of Claims (Zhao
et al., 2024). Although LLMs have demonstrated
improved performance in fact verification, they still
rely on classifiers that operate based on the outputs
of a black box model.

2.2 Explainable Representations on Fact
Verification

Creating explainable justifications for fact verifica-
tion predictions is an essential aspect of the task as
it highlights the reasons behind a veracity predic-
tion and presents it comprehensibly and faithfully.
Several attempts have been made to create such
explanations using varying techniques such as in-
terpretable knowledge graph-based rules, attention
weights, and natural-language explanations using
extractive and abstractive summarization, etc.

Ahmadi et al. (2019) implement an interpretable
veracity prediction pipeline using Knowledge
Graphs (KG) and probabilistic answer set program-
ming that handles the uncertainties in rules created
based on KGs and facts mined from the web. The
resulting explanations are not in natural language
but still possess a degree of interpretability. Lu and
Li (2020) implement a graph-based fact verification
model with attention-based explanations that high-
light evidential words and users when detecting
fake news in tweets. Natural logic theorem proving
(Krishna et al., 2022) produces structured expla-
nations using an alignment-based method similar
to AMREx, but it operates at the sentential level,
whereas AMREx uses semantic representations to

create alignments. AMREx focuses on relation-
ships among textual entities through node mapping.
Similarly, Vedula and Parthasarathy (2021) com-
bine structural knowledge with text embeddings
to generate natural language explanations, akin to
AMREx. However, their approach introduces a
black-box relationship between the prediction pro-
cess and explanation generation.

Recent developments in language models have
paved the way for natural-language explanation
generations where both extractive and abstractive
summarization are utilized for creating explana-
tions. Atanasova et al. (2020a) train a joint model
for explanation generation and veracity classifica-
tion where the extractive explanations are created
by selecting the most relevant ruling comments out
of a collection of them for a given Claim while
Kotonya and Toni (2020) further extends this tech-
nique to create abstractive summaries for health-
related Claims. Even though Large Language Mod-
els (LLMs) possess impressive generation capabili-
ties Kim et al. (2024) show that zero-shot prompt-
ing of LLMs returns erroneous explanations due to
hallucinations and focuses on generating faithful
explanations using a multi-agent refinement feed-
back system. To address these shortcomings of
LLMs, AMREx uses a linguistic approach to cre-
ate a mapping of AMR graphs that explains our
model’s veracity predictions. We also show the
potential of the mapping to be used as a prompt to
generate natural-language explanations.

2.3 Abstract Meaning Representation (AMR)

AMR is a rooted, directed, and acyclic semantic
representation that captures the meaning of a text
through concepts and the relations that connect
them (Banarescu et al., 2013). It has been used for
various NLP applications such as text summariza-
tion, argument similarity detection, aspect-based
sentiment classification, and natural language infer-
ence (Dohare et al., 2017; Opitz et al., 2021; Ma
et al., 2023; Opitz et al., 2023), due to its ability to
capture key relationships among entities and gen-
eralize meaning regardless of syntax. In AMREx,
we focus on measuring the similarity between two
AMRs using the Smatch score (Cai and Knight,
2013), which is designed to identify structural sim-
ilarities of AMRs, effectively comparing concept
relations between pairs of texts.
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3 Experiment

This section presents the details behind datasets
used in our experiments, along with the experimen-
tal steps carried out to build AMREx model.

3.1 Datasets
We use two fact-checking datasets to test the ef-
fectiveness of our model in verifying the veracity
of Claims, as described below. For both datasets,
we assume the gold Evidence for each Claim has
been collected and thus focus only on verifying the
Claim’s veracity.

3.1.1 FEVER dataset
The FEVER dataset (Thorne et al., 2018a) consists
of more than 1.8k Claims generated by altering
sentences from Wikipedia. These Claims are clas-
sified into three classes: Supports (“S”), Refutes
(“R”) and NotEnoughInfo (“N”). The dataset in-
cludes relevant Evidence from Wikipedia articles
for Claims in the first two classes. Some Claims re-
quire multi-hop inference/reasoning to verify their
veracity.

3.1.2 AVeriTeC dataset
AVeriTeC (Schlichtkrull et al., 2024) is a newly
released dataset containing 4568 real-world
Claims. This dataset addresses several issues
associated with previous datasets, such as in-
clusion of Evidence published after the Claim
and artificially generated Claims. The Claims
fall into four categories: Supported (“S”),
Refuted (“R”), NotEnoughEvidence (“N”) and
ConflictingEvidence/Cherrypicking (“C”),
where ConflictingEvidence/Cherrypicking
represents Claims that have both supporting and
refuting Evidence. Unlike previous datasets,
AVeriTeC employs a question-answering approach
to build the reasoning process for fact verification,
encouraging researchers to formulate questions
that support Evidence extraction and to find their
answers on the web.

3.2 AMREx Model
We present the design of the AMREx for verifica-
tion of Claim veracity. The underlying model is
an NLI model based on a combination of an AMR
evaluation metric and cosine similarity on SBERT
(Reimers and Gurevych, 2019) embeddings that
predicts entailment for a single (Claim, Evidence)
pair. These predictions are then aggregated per
claim to predict the veracity. The last stage of the
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Figure 2: AMREx model: The model aggregates all the
entailment predictions from the NLI model for a claim
and returns the final veracity prediction

model is customized to suit the different dataset
formats. (See Fig. 2 for overall AMREx pipeline).

3.2.1 NLI model
Although semantic entailment does not always
correspond to a strict subsumption relationship
between sentences, we adopt a simplifying as-
sumption that entailment aligns with subsumption.
Specifically, our NLI model is based on the hy-
pothesis that if SentenceA (sA) semantically en-
tails SentenceB (sB), then the meaning of sB is
contained inside that of sA. This simplification al-
lows our implementation to be built upon structured
semantic concepts. Mapping this to AMR graph
representations where gA and gB are the respective
representations for sA and sB , we hypothesize that
gB is a subset of gA. To assess how much of gB’s
meaning is contained in gA, we use the Smatch
(Cai and Knight, 2013) precision score between
gA and gB , combined with the cosine similarity of
SBERT embeddings of sA and sB (as shown in Eq.
1) to calculate the entailment score (f(sA, sB)) be-
tween sA and sB . Note that the Smatch precision
score is asymmetrical. So, sA is considered the
premise and sB , the hypothesis. We then apply
a threshold function (See Eq. 2) to the resulting
score to classify sA as either entailing (+1) or not
entailing (-1) sB , as shown in Eq. 3 (See Fig. 3).

f(sA, sB) = λ ∗ SmatchP (gA, gB)+

(1− λ) ∗ CosineSBERT (sA, sB)
(1)

th1(f(sA, sB)) =

®
+1, f(sA, sB) ≥ 0.6

−1, f(sA, sB) < 0.6
(2)

NLI(sA, sB) = th1

(
f(sA, sB)

)
(3)

However, as the two datasets use slightly differ-
ent labeling schemes (FEVER uses a 3-way classifi-
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Dataset S R N C Total
# sentences

FEVER 3281 3270 3284 - 9835
AVeriTec 649 1166 115 226 2156

Table 1: Label distribution of FEVER and AVeriTec
datasets: Supports (S), Refutes (R), Not Enough Evi-
dence (N), Conflicting Evidence (C).

cation format, while AVeriTeC uses a 4-way classi-
fication format) and a Claim may involve multiple
pieces of Evidence in the entailment process, the
fact verification approach needs to be customized
for each dataset. This customization will be de-
scribed in Sections 3.2.2 and 3.2.3. As observed
in this implementation, minor variations in verdict
labels may exist across different datasets, we be-
lieve these differences are not substantial, as all la-
bels pertain to assessing the truth value of a claim.
Therefore, the threshold function can be readily
adjusted to accommodate new verdict labels.

gA
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gB

Smatch
precision score

Cosine
valueCalculated

score
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embedding

SA SB

AMR parser

Smatch metric
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cosine value
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SBERT

Threshold
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Figure 3: NLI model pipeline. SA refers to SentenceA
and SB refers to SentneceB. gA refers to AMR graphA
from SA and gB refers to AMR graphB from SB

3.2.2 Fact verification for FEVER
The FEVER dataset categorizes Claims and Ev-
idence into three classes (Supports, Refutes,
NotEnoughInfo. Each Claim may have one or
more pieces of Evidence, while those labeled
NEI lack any Evidence. To address the lack of
Evidence for the NEI class, we use the modi-
fied FEVER dataset provided by Atanasova et al.
(2020b), which includes Evidence for NEI class.

Given a pair (Ci, Eij) where Ci is a Claim and
Eij is its jth Evidence, we use the NLI pipeline
shown in Fig. 3 to compute the entailment between
them. Here, Ci is treated as the hypothesis and Eij

as the premise. If Eij entails Ci, it returns +1. If
not, it returns -1, as outlined in Eq. 3. AMREx then
averages the results across all Evidence for Ci from
the NLI model, to determine the overall entailment
(e), and classify that into one of the three classes
using a threshold classifier to return the veracity of
Ci, as shown in Eq. 4 and 5. When deciding the
thresholds for the labels, “Supports” and “Refutes”
are given the positive and negative extremes, re-
spectively, whereas “Not enough Info” is assigned
the middle range. This is based on the assumption
that evidence with insufficient information will ex-
hibit lower structural and textual similarity scores
without extreme contradictions. The exact thresh-
old values were determined experimentally.

th2FV (e) =





“S”, e ≥ 0.1

“N”, −0.1 < e < 0.1

“R”, e ≤ −0.1

(4)

V eracityCi = th2FV

( 1

n

n∑

j=1

NLI(Ci, Eij)
)

(5)
3.2.3 Fact verification for AVeriTeC
The AVeriTeC dataset requires a Claim extraction
system to first create questions to aid in finding
Evidence related to a Claim, and then locate rel-
evant documents and sentences to answer those
questions, which are considered Evidence for the
Claim. Since we assume the correct questions and
answers are already provided for each Claim, we
calculate the overall entailment between a Claim
and Evidence using Eq. 5. However, we apply
a customized threshold function for the AVeriTec
dataset as it includes four veracity labels (Eq. 6).
Additionally, the dataset features three types of Evi-
dence: Boolean, Abstractive, and Extractive. Since
Boolean Evidence (Yes/No answers) is incompati-
ble with both AMRs and our entailment pipeline,
we focus on abstractive and extractive Evidence
in the experiment to fully measure our pipeline’s
ability to represent sentential Evidence. Table 1
shows the label distribution of both datasets.

th2AV (e) =





“S”, e ≥ 0.5

“C”, 0.1 < e < 0.5

“N”, −0.1 ≤ e ≤ 0.1

“C”, −0.5 < e < −0.1

“R”, e ≤ −0.5

(6)
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Model lambda S R N C Macro
F1 Acc.

FEVER baseline _ _ _ _ _ _ 0.88
AMRExFEV ERacc,f1 0 0.52 0.39 0.41 _ 0.44 0.44
AVeriTec baseline _ 0.48 0.74 0.59 0.15 0.49 0.49
AMRExAV eriTecacc 0.9 0.10 0.67 0.04 0.02 0.21 0.50
AMRExAV eriTecf1 0 0.25 0.61 0.06 0.11 0.26 0.43

Table 2: Accuracy and Macro F1 scores of veracity prediction for each veracity label. Only accuracy is reported in
FEVER baseline.

4 Results and Analyses

We experiment with λ values in the [0,1] range for
Eq. 1 on both FEVER and AVeriTec datasets to find
the best combination of AMR graph intersection
and textual similarity measurement. The results
for both datasets are in Table 2. We selected the
best-performing models based on both the high-
est accuracy and macro F1 score, leading to two
AMREx implementations for each dataset.

For the FEVER dataset, the best accuracy and
macro F1 score are achieved when λ = 0, suggest-
ing that the Smatch precision score has minimal
impact on predicting the veracity of (Claim, Evi-
dence) pairs. The label-wise performance shows
that AMRExFEV ERacc,f1 is more effective at
identifying supporting (Claim, Evidence) pairs but
struggles with refuting instances.

However, the AVeriTec dataset exhibits different
behavior, with λ = 0.9 yielding the best accuracy
and λ = 0 producing the best macro F1 score.
AMRExAV eriTecacc also manages to surpass the
AVeriTec accuracy baseline. AMRExAV eriTecf1

performs comparably to the AVeriTec baseline in
recognizing refutable (Claim, Evidence) pairs and
those with conflicting evidence. However, with
greater emphasis on the Smatch precision score
when λ = 0.9, AMRExAV eriTecf1 improves in
identifying refutable (Claim, Evidence) pairs, al-
beit at the cost of performance on other label in-
stances.

Through an error analysis, we identify several
cases where AMREx fails to accurately predict the
veracity and we explore their potential causes. Con-
sider the following supporting (Claim, Evidence)
pair from the FEVER dataset, Claim: “Wish Upon
was released in the 21st century.”, Evidence: “It
is set to be released in theaters on July 14, 2017,
by Broad Green Pictures and Orion Pictures” (See
Fig. 4 for corresponding AMRs in Penman notation
(Goodman, 2020)). AMREx returns the following

mapping for this instance with a Smatch precision
score of 0.53 and a textual similarity score of 0.38.
a0(release-01) –> b2(release-01)
a1(music) –> b1(it)
a2(name) –> b10(name)
a3(Wish) –> b11(Orion)
a4(Upon) –> b12(Pictures)
a5(date-entity) –> b14(date-entity)

AMR Corresponding to the Claim:
(a0/release -01

:ARG1 (a1/music
:name (a2/name

:op1 (a3/Wish)
:op2 (a4/Upon )))

:time (a5/date -entity
:century 21))

AMR Corresponding to the Evidence:
(b0/set -08

:ARG1 (b1/it)
:ARG2 (b2/release -01

:ARG0 (b3/and
:op1 (b4/company

:name (b5/name
:op1 (b6/Broad)
:op2 (b7/Green)
:op3 (b8/Pictures )))

:op2 (b9/company
:name (b10/name

:op1 (b11/Orion)
:op2 (b12/Pictures ))))

:ARG1 i
:location (b13/theater)
:time (b14/date -entity

:day 14
:month 7
:year 2017)))

Figure 4: Abstract Meaning Representations (AMRs)
for Claim: “Wish Upon was released in the 21st century.”
and Evidence: “It is set to be released in theaters on July
14, 2017, by Broad Green Pictures and Orion Pictures”

The AMR node mapping correctly identifies that
both texts are related to a release event (with the
a0 node mapping to the b2 node), connects “mu-
sic” in Claim AMR to “it” in Evidence AMR, and
recognizes that both texts mention a date-entity.
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However, it fails to map “the 21st-century” in the
Claim with the date in the Evidence AMR. The
Smatch precision score indicates a higher level of
meaning entailment compared to the textual simi-
larity score, but it is not high enough to meet the
entailment threshold with any λ value, leading AM-
REx to incorrectly predict “Refutes”. This reveals
a limitation of the Smatch algorithm in inferring
that the year 2017 falls within the 21st century, as
it is a concept mapping algorithm. We note that
SBERT contextual embeddings also fail to capture
this detail and give an even lower similarity assess-
ment.

Another example reveals that high structural sim-
ilarity between AMRs, despite a few factual differ-
ences, can result in incorrect meaning containment
assessments. Consider the Claim: “Marnie is a
romantic film.” and the Evidence: “Marnie is a
1964 American psychological thriller film directed
by Alfred Hitchcock.” with the gold veracity label
“Refutes” (See Fig. 5 for AMRs). The resulting
AMR node mappings are as follows:
a0(film) –> b0(film)
a1(romantic-03) –> b1(direct-01)
a2(name) –> b11(name)
a3(Marnie) –> b12(Marnie)

AMR Corresponding to the Claim:
(a0/film

:ARG0 -of (a1/romantic -03)
:name (a2/name

:op1 (a3/Marnie )))

AMR Corresponding to the Evidence:
(b0/film

:ARG1 -of (b1/direct -01
:ARG0 (b2/person

:name (b3/name
:op1 (b4/Alfred)
:op2 (b5/Hitchcock ))))

:mod (b6/thriller
:mod (b7/psychological ))

:mod (b8/country
:name (b9/name

:op1 (b10/America )))
:name (b11/name

:op1 (b12/Marnie ))
:time (b13/date -entity

:year 1964))

Figure 5: Abstract Meaning Representations (AMRs)
for Claim: “Marnie is a romantic film.” and Evidence:
“Marnie is a 1964 American psychological thriller film
directed by Alfred Hitchcock.”

In the Claim AMR, “Marnie” being a “roman-
tic film” is represented by the romantic-03 node,
while in the Evidence, it being a “Psychologi-

cal thriller” is represented by a modifier to the
root film. Due to this structural discrepancy,
the Smatch algorithm fails to distinguish between
the two genres and instead maps romantic-03 to
direct-01 with a similar structure that still cor-
rectly creates a mismatch, but for the wrong rea-
son. However, most concepts in the Claim AMR
match those in the Evidence AMR, leading to a
high Smatch precision score of 0.75. The textual
similarity score also returns a 0.70. Hence, any λ
combination of the two scores surpasses the entail-
ment threshold, yielding a “Supports” prediction.

These examples reveal that the AMR and tex-
tual similarity-based approach of AMREx strug-
gles with instances involving implied meaning or
those with high structural similarity but factual dif-
ferences, indicating areas that need improvement.

4.1 Explainability of the Model

The model’s explainability stems from two key as-
pects. First, the deterministic nature of the model’s
calculations allows us to trace how a particular
prediction was calculated. This provides a compre-
hensive explanation of the entire system pipeline
and tracks the process at each step. Second, the
visual mapping between the AMRs of Claims and
Evidence, as shown in Fig. 1, helps clarify why the
model returns a particular prediction for a (Claim,
Evidence) pair in terms of structural similarity.
This explanation is partial and post hoc, relying
only on AMR node mappings for generation. How-
ever, it is integrated into the system, as AMR rep-
resentations influence both the veracity prediction
and explanation generation. An example illustrat-
ing AMREx’s explanations is discussed below.

Consider Claim “Rabies is a ride at Six Parks.”
and the Evidence, “Rabies is a viral disease that
causes inflammation of the brain in humans and
other mammals.” The corresponding AMRs for
Claim and Evidence are shown in Fig. 6. When
these two AMRs are processed through the Smatch
algorithm, the resulting AMR node mapping is as
follows:
a0(ride-01) –> b0(disease)
a1(disease) –> b8(disease)
a2(name) –> b9(name)
a3(Rabies) –> b10(Rabies)
a4(amusement-park) –> b2(inflame-01)
a5(name) –> b4(and)
a6(Parks) –> b6(mammal)

As the mapping reveals, the only shared meaning
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AMR Corresponding to the Claim:
(a0/ride -01

:ARG1 (a1/disease
:name (a2/name

:op1 (a3/Rabies )))
:location (a4/amusement -park

:name (a5/name
:op1 6
:op2 (a6/Parks ))))

AMR Corresponding to the Evidence:
(b0/disease

:ARG0 -of (b1/cause -01
:ARG1 (b2/inflame -01

:ARG1 (b3/brain)
:part -of (b4/and

:op1 (b5/human)
:op2 (b6/mammal

:mod (b7/other )))))
:domain (b8/disease

:name (b9/name
:op1 (b10/Rabies )))

:mod (b11/virus))

Figure 6: Abstract Meaning Representations (AMRs)
for Claim: “Rabies is a ride at Six Parks.” and Evidence:
“Rabies is a viral disease that causes inflammation of the
brain in humans and other mammals.”

between these two AMRs is that both sentences
are related to a disease called Rabies (with the
a1-a3 nodes mapping to the b8-b10 nodes). This
leads to a low Smatch precision score of 0.46 and
a textual similarity score of 0.59. When combined
with any λ value, this results in a low entailment
value, causing the threshold function to predict
non-entailment (-1). Hence, the second threshold
function will return “Refutes” as the veracity of
this (Claim, Evidence) pair.

This process, together with the AMR node map-
ping, demonstrates the model’s overall logic and
final prediction. We further demonstrate the effec-
tiveness of the AMR node mapping in generating
natural-language explanations by using it to prompt
ChatGPT to generate justifications. An excerpt of
the generated explanation for the (Claim, Evidence)
pair above is shown in Fig. 7. Hence, we argue that
AMREx’s explainable output can serve as a guide
for generating natural-language explanations for
veracity detection, helping to reduce hallucinations
in LLM models.

5 Conclusion

We implement AMREx, an Abstract Meaning
Representation-based veracity prediction and ex-
planation system for fact verification, and show
its effectiveness in producing explainable justifica-

AMR Graph Mapping Analysis:
...
Key Mappings:

a0(ride-01)-b0(disease): The concept
"ride" in the claim is mapped to "disease" in the
evidence, which indicates a mismatch. The claim is
about a ride, whereas the evidence is about a disease.

a1(disease)-b8(disease): Both the claim
and the evidence refer to "Rabies" as a disease. How-
ever, in the claim, it’s tied to a "ride" rather than a
health context.

a2(name)-b9(name): The name "Rabies"
is consistently mapped in both the claim and the
evidence.

a3(Rabies)-b10(Rabies): The specific
instance "Rabies" is correctly identified in both the
claim and the evidence.

a4(amusement-park)-b2(inflame-01):The
location "amusement park" in the claim is mapped to
"inflammation" in the evidence, which again indicates a
significant mismatch in context.

a5(name)-b4(and),a6(Parks)-b6(mammal):
The reference to "Six Parks" in the claim is incorrectly
mapped to a reference to "mammals" in the evidence.

Explanation:

Mismatch in Core Concepts: The claim describes
"Rabies" as a "ride" at an "amusement park," whereas
the evidence discusses "Rabies" as a "viral disease."
The AMR mappings reveal that the central concepts
of "ride" and "amusement park" in the claim do not
align with the "disease" and "medical context" in the
evidence.
...
Classification: Given that the evidence contradicts the
central concept of the claim by presenting a different
context (medical vs. amusement), this pair should be
classified as REFUTES. The evidence does not support
the claim that "Rabies is a ride at Six Parks" and instead
presents a fact that contradicts this claim.

Figure 7: Natural Language explanation generated by
ChatGPT based on the AMREx’s AMR node mapping
output.

tions using two fact verification datasets. Although
its performance is lower compared to the baselines,
its partially explainable output could still be used
as a diagnostic tool to perform error analyses on
the veracity prediction system to understand the
areas to improve. We further demonstrate that AM-
REx output can guide LLMs to generate natural-
language explanations using the AMR mappings.

Limitations

In its current form, AMREx performs best across
all classes when its score is less influenced by the
structural similarity assessment. This makes the
AMR node mappings less useful as explanations,
despite achieving the highest performance. There-
fore, further exploration is needed to adjust the
structural similarity assessment to better suit the
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veracity detection task. Since AMREx relies heav-
ily on AMRs, it is crucial to use a high-performing
AMR parser when converting the sentences to
AMRs. Therefore, the overall performance of the
system depends on the accuracy of the AMR parser.
Furthermore, the AMR mapping algorithm is more
effective when applied to text instances with a high
degree of structural similarity, which may not al-
ways be the case with real-world data. The AMR
node mappings provide a partial, post hoc expla-
nation of the system, while the interpretability of
the entire system fully encompasses the prediction
process. An evaluation of the explainable aspect
of AMREx model in comparison to current struc-
tural explainable fact verification systems is also
necessary. We expect to address these limitations
in future modifications to the system.

Ethical Statement

We utilize ChatGPT responses as a demonstration
of the effectiveness of AMREx in creating natural-
language explanations for veracity predictions. We
acknowledge that there is a possibility for ChatGPT
to generate hallucinated, or toxic content. However,
one of the key objectives of our study is to develop
an explainable system whose output can guide the
reduction of hallucinations in LLM-generated out-
puts, including ChatGPT. We believe this approach
contributes to the generation of content that is both
faithful and safe. Additionally, we manually check
the ChatGPT-generated content in this study for
hallucinated or toxic content and can confirm that
the presented examples are free of such issues.
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