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Abstract
This paper presents UHH’s approach developed
for the AVeriTeC shared task. The goal of the
challenge is to verify given real-world claims
with evidences from the Web. In this shared
task, we investigate a Retrieval-Augmented
Generation (RAG) model, which mainly con-
tains retrieval, generation, and augmentation
components. We start with the selection of
the top 10k evidences via BM25 scores, and
continue with two approaches to retrieve the
most similar evidences: (1) to retrieve top 10
evidences through vector similarity, generate
questions for them, and rerank them or (2) to
generate questions for the claim and retrieve the
most similar evidence, again, through vector
similarity. After retrieving the top evidences,
a Large Language Model (LLM) is prompted
using the claim along with either all evidences
or individual evidence to predict the label. Our
system submission, UHH, using the first ap-
proach and individual evidence prompts, ranks
6th out of 23 systems.

1 Introduction

Fact-checking is a process to (automatically) as-
sess the truthfulness of a claim, which is an im-
portant task for some domains, e.g. journalism
(Guo et al., 2022; Thorne et al., 2018; Thorne and
Vlachos, 2018; Vlachos and Riedel, 2014). The
AVeriTeC shared task1(Schlichtkrull et al., 2023)
aims at dealing with the challenge of verifying real-
world claims with pieces of evidence from the Web,
as shown in Figure 1.

Recently, Retrieval-Augmented Generation
(RAG) provides a remedy for some issues of Large
Language Models (LLMs), e.g. hallucination,
while increasing the performance of especially
knowledge-intensive tasks, including fact-checking
(Gao et al., 2024). Motivated by this, we investi-
gate how to effectively leverage such a method in
this shared task.

1https://fever.ai/task.html

Real-world Claim
Evidences from the Web

1) NEW DELHI: India's imports from China decline
d by 27.63 per cent during April-August ...

2) Value of imports from China stood at $4.98 billio
n in August ...
...
n) During the first half of September, exports have 
recorded a growth ...
...

India’s imports from China increased by
 27% in April-August 2020

Label
Refuted

Figure 1: An example claim and several example evi-
dences for this claim provided by organizers.

Our submission’s pipeline is as follows; evi-
dences (in the form of short texts like sentences2)
per claim provided by task organizers are ranked
using BM25 (Robertson and Zaragoza, 2009) and
the top 10k evidences are selected. For retrieving
the most relevant evidences, we consider two ap-
proaches: (1) Retrieve-Question: retrieving the
most similar 10 evidences using vector similar-
ity and generating questions for these evidences.
Then, evidences are reranked again based on vector
similarity with evidences in the form of question-
answer.; (2) Question-Retrieve: generating ques-
tions for a claim, inspired from Chen et al. (2022),
where they see an improvement for the retrieval
with decomposed questions. We retrieve the single-
best evidence per a question using vector similar-
ity. The two approaches perform competitively in
the development set. In the last step, we prompt
LLM with the retrieved evidences to predict the
label. We experiment to prompt with either all
evidences or one evidence at a time. In our ex-
periments, prompting with individual evidence can
reach higher scores. Note that our pipeline resem-
bles the steps conducted in the organizer’s base-
line (Schlichtkrull et al., 2023), especially in the
Retrieve-Question approach, for more details see
Section 4.

The contributions of this paper as follows:

• We investigate the use of RAG in the fact-
2Thus, we use evidence and sentence, interchangeably.
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Figure 2: Inputs are the claim and evidences for this claim provided by task organizers. Top 10k evidences are
selected with BM25 scores. Top question-sentence pairs are retrieved with Approach-1 (Retrieve-Question) or
Approach-2 (Question-Retrieve). An output label is generated with LLM, prompted with either all pairs or individual
pair.

checking task with real-world claims and evi-
dences from the Web.

• We increase the baseline AVeriTeC score by
more than three times, from 0.11 to 0.45, rank-
ing 6th among 23 systems.

Considering the fact that our method is highly
similar to the baseline, we also provide a list of
main differences and/or improvements:

• We use top-10 evidences instead of top-3;

• We select 10K sentences with BM25 instead
of 100 in baseline;

• Our Approach 2 is different than their
pipeline;

• For veracity prediction, we rely on RAG-
based predictions, i.e. incorporate evidence(s)
into the prompt, while they use a finetuned
BERT-large model.

Our code3 is publicly available. The remainder
of the paper is structured as follows. We continue
with the background, and then the methodology
is explained in detail. In subsequent sections, we
present the experimental setup and discuss the re-
sults. And finally, conclusions, future work, and
limitations are discussed.

2 Background

Retrieval-Augmented Generation LLMs have
shown good performance on many tasks with their
emergent abilities, e.g. in-context learning (Zhao
et al., 2023). Yet, they still have some issues, e.g.

3https://github.com/uhh-hcds/UHH-at-AVeriTeC

hallucination. To resolve such issues, RAG inte-
grates external information into LLMs (Fan et al.,
2024; Gao et al., 2024; Li et al., 2024). Recently,
many techniques have been developed for RAG in
many aspects, for example, RaLLe (Hoshi et al.,
2023) provides a framework for the evaluation of
RAG approaches. Additionally, RAG has been ap-
plied to many tasks, e.g. question answering, fact
checking, etc. We refer the readers to surveys, e.g.
by Fan et al. (2024); Gao et al. (2024), for more
information.

Fact-Checking It is a challenging task to auto-
mate a fact-checking process (Guo et al., 2022;
Thorne and Vlachos, 2018), with different is-
sues, for example, Chen et al. (2022) discuss the
challenges of complex political claims. Many
datasets have been developed for this task, e.g.
the FEVER (Thorne et al., 2018) dataset from
Wikipedia sources. In the AVeriTeC shared task,
the dataset contains real-world claims, as shown in
Figure 1, annotated with question-answer pairs.

3 Methodology

Overview The pipeline used in our solution is
shown in Figure 2. Evidences per claim provided
by task organizers are first ranked using BM25
(Robertson and Zaragoza, 2009). The highest-
ranked 10k evidences to an input claim are selected.
We have experimented two approaches to select the
most similar evidences: (1) retrieving top 10 ev-
idences first and then generating questions from
evidences (Retrieve-Question), or (2) generating
questions for a claim and retrieving the most similar
evidence per question (Question-Retrieve). After
the most similar evidences to a claim are retrieved,
they are used to prompt LLM together with a claim.
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From the sentence below, please
formulate 1 question that could be
answered with this question. This
question and answer should help to do
the fact checking for the claim that
is also given. Which question would be
asked to get this asnwer given that we
need to know whether the claim is true?
Examples:
claim: ...
answer: ...
question: ...
...

Figure 3: Prompt for Retrieve-Question Approach

Based on an LLM response, one of the labels,
Supported, Refuted, Not Enough Evidence,
Conflicting Evidence/Cherrypicking, is as-
signed.

3.1 Selecting Evidences via BM25

The task organizers provide a document collection
in the form of short text for each claim. First, we
make all sentences unique by keeping url refer-
ences, to reduce the computation time and keep
provenance. We apply BM25 to rank these evi-
dences per claim. Then, the top 10K closest evi-
dences to a given claim are selected.

3.2 Approach-1: Retrieve-Question

In this approach, vector representations for a claim
and 10k sentences are created. Vector similarities
between each sentence and claim are computed.
The most similar 10 sentences to a claim are re-
trieved. Next, we generate a question using LLM
for each of these top 10 sentences with the prompt,
which is shown in Figure 3.

The vector representations for question + an-
swer and claim are created. Evidences are reranked
based on similarity of claim and each evidence in
the form of question and answer. We experiment
with {3,5,7,10} evidences for the next step.

3.3 Approach-2: Question-Retrieve

First, 3 questions are generated for each claim us-
ing the prompt in Figure 4. For each question, the
most similar sentence is selected using the simi-
larity between vectors of 10K sentences and the
question and claim vector.

From the sentence below, please
formulate up to 3 questions to help
to do the fact-checking. What do we
need to know to check whether the
claim is true? "Decompose" the claim
into subquestions. Generate as few
questions as possible.
Example:
claim: ...
questions: ...
...

Figure 4: Prompt for Question-Retrieve Approach

3.4 LLM Strategies
In the typical RAG (Gao et al., 2024), all selected
documents and claims are combined into a prompt.
We experiment two ways, either as in the common
RAG or to utilize one retrieved document at a time
and then based on individual predictions, assign
one label, inspired from the baseline (Schlichtkrull
et al., 2023). The prompt4 that we use in our exper-
iments for the first alternative is shown in Figure 5.

<s>[INST]
Classify the claim into “Supported”,
“Refuted”, “Not Enough Evidence”, or
“Conflicting Evidence/Cherrypicking"
based on list of evidences.
No Explanation, No Note! Your respond
should be in JSON format containing
ˋ“label”ˋ key-value pair without any
further information. For instance,
ˋˋˋjson
{
“label”: “Supported”
}
ˋˋˋ
User Claim: ...
Evidences: [...]
Class: [/INST]

Figure 5: Prompt for a label with all evidences

The prompt for the second option also includes
a prediction of a score, as shown in Figure 6.
The score prediction is only used to assign a la-
bel Not Enough Evidence. If LLM has no pre-

4We use as a reference: https://www.pinecone.io/
learn/mixtral-8x7b/
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diction of Refuted or Supported (or it generates
something different or more), and the score is
smaller than or equal to 0.5, then Not Enough
Evidence is assigned. Therefore, a smaller score
is used for the Not Enough Evidence label. We
have two strategies to assign a final label from
individual evidence labels. In the first one, sim-
ilar to the baseline, if all labels from evidences
are the same, this label is assigned, otherwise
Conflicting Evidence/Cherrypicking. In the
other one, again if there is only one label, the
predicted label will be assigned; if there are
only two different labels from evidences, then the
majority is assigned. Otherwise, Conflicting
Evidence/Cherrypicking is assigned.

LLM might generate different texts than only the
label output, in these cases, we assign Refuted, as
it is the most common label in the training set5.

4 Experimental Setup

4.1 Data, Evaluation, and Baseline

Data The task organizers provide real-world
claim files for training, development, and testing
that contain 3068, 500, 2215 samples, respectively.
They also provide document collections for each
claim from the Web, and we leverage these given
document collections.

Evaluation Evaluation is done by organizers and
based on the agreement between predicted evi-
dences and gold ones with the scoring function of
METEOR (Banerjee and Lavie, 2005), computing
for question-only pairs (Q) or question and answer
pairs (Q+A). If this evidence score is higher than a
cutoff value of 0.25, then veracity predictions are
evaluated, referred to as Veracity@25 or AVeriTeC
score, in this paper. For more information, we refer
to the paper by Schlichtkrull et al. (2023).

Baseline The pipeline in the baseline, provided
by organizers, starts with collecting evidences from
the Web by searching via Google Search API
for each claim. Our Retrieve-Question approach
pipeline is similar to their pipeline. For example,
the next step in the AVeriTeC approach is to filter
top 100 sentences using BM25, and then to gen-
erate a question for each sentence using BLOOM
(Workshop et al., 2023). The question-answer pairs

5For the best model with unique sentences (with veracity
score, 0.40) in Table 1, we assigned Refuted for 1573 evi-
dences over 5000 evidences, while for test submission 6767
over 22150 evidences were assigned Refuted.

<s>[INST]
Classify the claim into “Supported” or
“Refuted” based on list of evidences.
Produce a score for the class label.
No Explanation, No Note! Your respond
should be in JSON format containing
ˋ“label”ˋ key-value pair without any
further information. For instance,
ˋˋˋjson
{
“label”: “Supported”
“score”: 0.7
}
ˋˋˋ
User Claim: ...
Evidence: ...
Class: [/INST]

Figure 6: Prompt for a label with individual evidence

are reranked with a fine-tuned BERT-large model
(Devlin et al., 2019). The number of top evidences
and models differ in our experiments. For final
step of the veracity prediction, AVeriTeC leverages
a fine-tuned BERT-large model for an individual
question-answer pair prediction with a label of sup-
porting, refuting, or irrelevant. If all labels are
Supported or Refuted, the respective one is as-
signed, else if there are both labels, Conflicting
Evidence/CherryPicking is assigned. If no label
is assigned based on these two conditions, then Not
Enough Evidence is assigned. Our LLM strategy
with individual prompt (Figure 6) along with the
first strategy is similar to their veracity prediction.

4.2 Implementation Details

For the computation of vectors, we use the model
Alibaba-NLP/gte-base-en-v1.56 (Li et al.,
2023; Zhang et al., 2024), which is avail-
able in Hugging Face (Wolf et al., 2020),
using sentence-transformers (Reimers and
Gurevych, 2019). We choose this model from Hug-
ging Face’s MTEB leaderboard7 by using the “Re-
trieval” task and the “FEVER” data, as we consider
this task and data are relevant to the shared task.
This model was ranked 2nd in the leaderboard8;

6https://huggingface.co/Alibaba-NLP/
gte-base-en-v1.5

7https://huggingface.co/spaces/mteb/
leaderboard

8checked on a date - 08.07.2024
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LLM Retrieval
Approach

LLM
prompt top-n unique

sentences Q Q+A Veracity@0.25

Mixtral-8x7B-Instruct-v0.1
(quantized 4bit)

Question-Retrieve 1 3 ✔ 0.37 0.24 0.19

Mixtral-8x7B-Instruct-v0.1
(quantized 4bit)

Retrieve-Question 1 3 ✔ 0.40 0.24 0.19

Mixtral-8x7B-Instruct-v0.1
(quantized 4bit)

Retrieve-Question 1 5 ✔ 0.44 0.27 0.23

Mixtral-8x7B-Instruct-v0.1
(quantized 4bit)

Retrieve-Question 1 7 ✔ 0.46 0.28 0.27

Mixtral-8x7B-Instruct-v0.1
(quantized 4bit)

Retrieve-Question 1 10 ✔ 0.48 0.30 0.30

Mixtral-8x7B-Instruct-v0.1
(quantized 4bit)

Retrieve-Question 2-1 10 ✔ 0.48 0.30 0.19

Mixtral-8x7B-Instruct-v0.1
(quantized 4bit)

Retrieve-Question 2-2 10 ✔ 0.48 0.30 0.40

Mixtral-8x7B-Instruct-v0.1
(quantized 4bit)

Retrieve-Question 2-2 10 ✘ 0.49 0.31 0.42

Meta-Llama-3.1-8B-Instruct
(quantized 4bit)

Retrieve-Question 2-2 10 ✔ 0.48 0.30 0.26

GPT-4o-mini Retrieve-Question 2-2 10 ✔ 0.48 0.30 0.38

Baseline 0.24 0.19 0.09

Table 1: Results of different approaches on the development for Q, Q+A, Veracity@0.25 scores are shown. Baseline
is provided by task organizers. LLM: name of LLM model, used in the generation step. Retrieval Approach:
either Retrieve-Question (first retrieve sentences with vector similarity, generate questions for sentences, and rerank
with vector similarity, including questions) or Question-Retrieve (generate questions for a claim and retrieve a
sentence based on vector similarity, including questions). LLM prompt: either all evidences at once (1) or one
by one (2) - (2-1, 2-2) used strategy 1 or 2 for a final label assignment. top-n: number of evidences used for the
prompt. unique sentence: either to make sentences unique before BM25 or not.

however, we preferred it over the first-ranked model
due to a lower dimension size of 768.

For question generation, we experiment with
GPT-4o-mini LLM from OpenAI. For the LLM in
the generation step, we have experimented with
mistralai/Mixtral-8x7B-Instruct-v0.1,
Meta-Llama-3.1-8B-Instruct9 with 4-bit
quantized, also available in Hugging Face and
GPT-4o-mini. For BM25, we use the rank-25
library10, as used in the baseline system, and we
use the NLTK library (Bird et al., 2009) to tokenize
claims and evidences.

5 Results

We report Q, Q+A, and Veracity@0.25 scores in
Table 1, for the development set. According to the
results, the veracity scores for Question-Retrieve

9https://huggingface.co/mistralai/
Mixtral-8x7B-Instruct-v0.1, https://
huggingface.co/meta-llama/Llama-3.1-8B-Instruct
with pipeline parameters top_k=50 and repeti-
tion_penalty=1.204819277108434 by referencing Hoshi et al.
(2023), and do_sample=False and max_new_tokens=32

10https://pypi.org/project/rank-bm25/

and Retrieve-Question for the top 3 are the same,
however, we continue with Retrieve-Question
since the Q score is slightly higher. Although
the difference is not that much, we continue with
the higher one. Leveraging the top 10 evidences
reaches best among top {3, 5, 7, 10} evidences.
Prompting LLM with all evidences (LLM prompt
1 – Figure 5), is better than prompting individually
with labeling strategy 1 (LLM prompt 2-1 – Figure
6), however, strategy - 2 (LLM prompt 2-2 – Figure
6) reaches higher score. As explained in Section
3.1, we make sentences unique to reduce the com-
putation time, yet for the development set we have
also experimented without applying this, as marked
with a cross in the “unique sentence” field in Table
1 and observed an improvement. However, since
the number of evidences is larger in the test set, we
rather prefer to compute with unique sentences for
efficiency. We also experiment with two different
LLMs, namely Meta-Llama-3.1-8B-Instruct
and GPT-4o-mini with the same prompt,
the latter one is competitive with the
Mixtral-8x7B-Instruct-v0.1.
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Figure 7: The frequencies of the predicted labels for different model configurations and gold labels on the
development set are shown. Q-R/R-Q: Question-Retrieve or Retrieve-Question approach. Other configurations are
the same as in Table 1.

Rank Participant Team Q Q+A AVeriTeC

1 TUDA_MAI 0.45 0.34 0.63
2 HUMANE 0.48 0.35 0.57
3 CTU AIC 0.46 0.32 0.50
4 Dunamu-ml 0.49 0.35 0.50
5 Papelo 0.44 0.30 0.48
6 UHH 0.48 0.32 0.45

20 Baseline 0.24 0.20 0.11

Table 2: Results of baseline and models ranked above our system, UHH, on the test computed and provided by task
organizers for Q, Q+A, AVeriTeC scores are displayed.

Table 2 shows the test set results provided by
task organizers. We display the systems results that
ranked above us and the baseline scores, however
in total there are 23 results in the leaderboard11.
Our approach improves the baseline score and is
ranked 6th. Our Q score is in the top 3 and the
AVeriTeC score is more than quadrupled as com-
pared to baseline.

11https://eval.ai/web/challenges/
challenge-page/2285/leaderboard/5655

5.1 Analysis

To analyze the results, we first built a class distribu-
tion of the predicted results with all our approaches
and compared them with the gold standard label
distribution. From Figure 7, we can see that the
Refuted class has the highest frequency, making it
the most common label. In contrast, all models tend
to predict Supported or Not Enough Evidence
labels more frequently than Refuted, leading to
a significant mismatch between the models’ pre-
dictions and the gold standard. For Conflicting
Evidence/Cherrypicking, all models predict it
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Claim ID -
Claim

Individual
Predictions Evidences Final

Prediction Gold Label

217 -
Nigeria’s current

population exceeds 200
million.

Refuted
Q: What is Nigeria’s current estimated population?

A: With a population of roughly 200 million people, Nigeria’s

Supported Supported

Supported
Q: What is the current population estimate for Nigeria?

A: Nigeria’s population is projected to reach 262.9 and 401.3 million people in 2030 and 2050, respectively.

Refuted
Q: What is the current estimated population of Nigeria?

A: The population of Nigeria is currently estimated at 198 million, with an annual

Supported
Q: What is Nigeria’s estimated population in comparison to 200 million?

A: With over 220 million people, Nigeria is the most populated country in Africa
and the sixth in the world.

Refuted
Q: What is the estimated population of Nigeria?

A: Nigeria has a population of 180 million people (seventh largest
in the world) and an economy worth more than $500 billion (21st in the world).

Refuted
Q: Is Nigeria currently the most populous country in Africa?

A: Nigeria is the most populous country in Africa and the eighth most populous
country in the world, with approximately 162 million people.

Supported
Q: What was Nigeria’s population in 2021?

A: - The population of Nigeria in 2021 was 213,401,323, a 2.44% increase from 2020.

Supported
Q: What was Nigeria’s population in 2022?

A: - The population of Nigeria in 2022 was 218,541,212, a 2.41% increase from 2021.

Supported
Q: What was Nigeria’s population in 2020?

A: Nigeria had a population of 206.14 million people (2020) with an annual
population growth rate of 2.5%.

Supported
Q: What was Nigeria’s population as of 2008?

A: Nigeria is a West African country with about 152 million people (as of 2008). It is by far

327 -
Carlos Gimenez

approved a 67% pay
raise for himself and

increased his
own pension.

Refuted
Q: Did Carlos Gimenez approve a pay raise for himself?

A: The amount of money that employees are voluntarily putting into their own pension
funds has more than doubled and 70% of employees say they’ve paid off debt.

Refuted Supported

Refuted
Q: Did Carlos Gimenez approve a pay raise for himself and increase his pension?

A: to accrue benefits under the defined benefit pension arrangements, net
of his own contributions.

Refuted
Q: What changes did Carlos Gimenez make to his pay and pension?
A: subsequently increased the monthly pension rate above what had

Refuted
Q: Did Carlos Gimenez approve a pay raise for himself and increase his pension?

A: Gimenez gets a pension of about $120,000 a year from the city of Miami,
and has caught heat from labor for opposing the salary hikes for county employees.

Refuted
Q: What changes to retirement age and pension plans were approved under Carlos Gimenez?

A: retirement age will gradually increase to 67 by the year 2027, and

Refuted
Q: What was Carlos Gimenez’s salary before the pay raise?

A: By jacking his own salary up $100,000 for the last two years to $250,000,
he significantly improves that average.

Refuted
Q: What significant changes did Carlos Gimenez implement regarding pay

and pensions upon taking office?
A: huge boost when Carlos Gimenez came into the office

Supported
Q: What percentage of pay increase did Carlos Gimenez approve for himself?

A: Read related: Termed out Mayor Carlos Gimenez gives self undeserved 70% pay raise

Supported
Q: Did Carlos Gimenez authorize a pay raise for himself while making budget cuts in Miami-Dade?

A: In his time in office, Giménez gave himself a 67% pay raise, and kept a taxpayer funded
Mercedes while cutting $400 million in Miami-Dade jobs and investment.

Refuted
Q: What actions did Carlos Gimenez take regarding pay raises and pensions during his tenure as mayor?

A: Remember, former Mayor Carlos Alvarez gave big raises to his inner circle also before he
was recalled so that Gimenez — or Carlos II, as some have taken to call him — could be elected.

421 -
The CDC

recommended wearing
only certain beard

styles to help
prevent the spread
of coronoavirus.

Supported
Q: Did the CDC recommend wearing only certain

beard styles to help prevent the spread of coronavirus?
A: The CDC recommends shaving beards to protect against the virus

Refuted Refuted

Refuted
Q: What does the CDC say about beard styles in relation to preventing the spread of coronavirus?

A: The CDC did not, and does not, recommend that men shave their beards to protect
against the SARS-CoV-2 virus.

Refuted

Q: What does the CDC recommend regarding beard styles in relation to preventing
the spread of coronavirus?

A: To recap, CDC beard advice is not to shave your beard. Coronavirus prevention is best done by
washing your hands and practicing social distancing while wearing a cloth face covering.

Refuted
Q: Did the CDC recommend specific beard styles for preventing the spread of coronavirus?

A: It’s advice about which beards block respirators.
The CDC has not said anything about shaving beards for this Coronavirus.

Refuted
Q: Is the CDC recommending specific beard styles to prevent the spread of coronavirus?

A: And while facial hair could interfere with respirator masks,
the CDC has not recommended people shave their beards to ward off the virus.

Refuted
Q: What does the CDC say about beard styles and their impact on preventing the spread of coronavirus?
A: A headline claims that the CDC recommends men shave their beards to protect against coronavirus.

Refuted

Q: Did the CDC issue guidelines regarding facial hair styles for preventing the spread of coronavirus?
A: Social media users sharing a CDC infographic showing various styles of

facial hair have suggested that the agency is instructing people
to shave beards and mustaches to prevent the coronavirus.

Refuted

Q: What does the CDC say about facial hair styles in relation to the use of respirators?
A: While the Centers for Disease Control and Prevention (CDC) recommends against

certain facial hair stylings for workers who wear tight-fitting respirators, it has not recommended
shaving as a precaution to prevent COVID-19.

Refuted

Q: What guidelines has the CDC provided regarding personal hygiene related to the spread of coronavirus?
A: The CDC has touted basic personal hygiene like avoiding touching

your face and washing your hands since the coronavirus outbreak started, and
the same type of cleanliness can be applied to beards.

Supported
Q: What does the CDC recommend regarding beard styles for effective mask use?

A: The CDC says to shave your beard into one of a few acceptable
styles so you can ensure a snug fit for a mask, if needed.

Table 3: Some examples on the development set, where we leverage the majority choices based on Retrieve-Question
approach along with LLM 2-2, top-10 evidences from unique sentences, and with Mixtral model.
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less frequently, aligning with its lower occurrence
in the gold standard but still under-predicting it
relative to the gold standard’s distribution.

Our major concern of the pipeline is “majority
voting”. One of the hypothesis is that many of the
lower-level evidences are unrelated to the claim,
making it easier for the LLM to determine that this
claim is Refuted. In this case, majority voting is
also likely to be Refuted. To check this, we man-
ually analyze some samples with a majority and
demonstrate the examples of different cases in Ta-
ble 3. For example, the claim “Nigeria’s current
population exceeds 200 million” has Refuted label
predictions at the top of the list, however, due to
the majority vote, the correct label Supported is
selected. If we counted only top 5 evidence into
account, the final answer could be either Refuted
(majority vote) or Conflicting (both labels are
presented, no evident winner). Regarding the sec-
ond example, we can see that the claim was refuted
due to the majority of the retrieved evidence be-
ing classified as refuted. However, the majority
vote in this case led to an incorrect classification.
Regarding the third example, we can see the ma-
jority class Refuted is coherent with the correct
answer, even though the top 1 evidence is classified
as Supported.

From these examples, we can see that the higher-
ranked evidences’ labels are not coherent with
the golden labels always, the top-10 retrieved ev-
idences provide either correct or incorrect labels
regardless the lower-ranked arguments.

6 Conclusion

We have described our UHH system that is submit-
ted to the AVeriTeC shared task. We have explored
the use of RAG in this task and have used different
LLMs in different steps, with a different number of
evidences - top {3, 5, 7, 10}. Top 10 evidences us-
ing Mixtral-8x7B-Instruct-v0.1 (quantized 4-
bit) model by prompting individual evidence (strat-
egy 2-2) in the Retrieve-Question approach are
ranked 6th in the shared task. In future work, we
would like to investigate using a vector database.
We have used the evidences as provided by organiz-
ers, and we also plan to experiment with different
granularity of texts from these evidences.

Limitations

For the creation of unique sentences before BM25
ranking, we used the “set” operation that might

change the order of sentences and this might af-
fect the reproducibility regarding the same order
of sentences. Additionally, we leverage LLMs,
and it could produce different responses every time
that might affect the results if reproducing the ap-
proach from scratch. However, we have saved the
predictions that are used for the task submission.
Thus, these predictions can be used to reproduce
the results. It is important to note that the compu-
tation time for the LLM when predicting a label
using strategy 2 is longer than that for strategy 1,
as strategy 2 involves prompting individually for
each piece of evidence.
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