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Abstract

In this work, we explore idiomatic lan-
guage processing with Large Language Mod-
els (LLMs). We introduce the Idiomatic lan-
guage Test Suite IdioTS, a new dataset of dif-
ficult examples specifically designed by lan-
guage experts to assess the capabilities of
LLMs to process figurative language at sen-
tence level. We propose a comprehensive evalu-
ation methodology based on an idiom detection
task, where LLMs are prompted with detect-
ing an idiomatic expression in a given English
sentence. We present a thorough automatic and
manual evaluation of the results and an exten-
sive error analysis.

1 Introduction

The continuous improvements in LLM perfor-
mance raise the hypothesis that their exposure to
vast amounts of pre-training data may give them
the capability to accurately process the meaning
of natural language utterances. We conducted a
thorough analysis of the behaviour of three small-
sized, instruction-tuned LLMs, tasked with figura-
tive uses of language. The goal of this work is to
provide a comprehensive evaluation methodology
centred around a new test suite, IdioTS,1 designed
to assess the capabilities of LLMs to distinguish
between figurative and literal meanings of Poten-
tially Idiomatic Expressions (PIEs). The adopted
definition of PIE is the one provided by Haagsma
et al. (2020): expressions that can have an idiomatic
meaning, regardless of whether they actually have
that meaning in a given context.

2 Related work

The question about to what extent LLMs can in-
terpret non-literal phrases remains open (Jhamtani

1The resource is published under an open licence
(CC BY-SA-NC 4.0) and can be accessed at this URL:
https://ixa.si.ehu.es/node/14017

et al., 2021). The creation of numerous figurative
language datasets as a fundamental resource for
evaluation underscores the importance of this issue
in Natural Language Processing (NLP). To the best
of our knowledge, these are some of the most sig-
nificant existing datasets on figurative language.
The MAGPIE corpus, created by Haagsma et al.
(2020), is a large sense-annotated corpus of PIEs
created from a highly curated list of idioms. This
dataset has been employed in numerous studies
(Tan and Jiang, 2021; Madabushi et al., 2021;
Dankers et al., 2022), exploring figurative language
processing from the most diverse perspectives.
The Fig-QA dataset was developed by Liu et al.
(2022) to test the ability of LLMs to reason about
figurative language. The findings of the conducted
experiments underscored that LLMs still fall short
of human performance, particularly in zero- or few-
shot settings.
The IMPLI dataset (Stowe et al., 2022) is a human
annotated dataset consisting of paired sentences
spanning idioms and metaphors, designed for natu-
ral language inference (NLI). The task consists in
predicting whether the meaning of one text frag-
ment (premise) entails another (hypothesis). Exper-
iment findings indicate that, even when pre-training
data includes figurative sentences, idiomatic lan-
guage remains a challenge for pre-trained language
models.
The ID10M multilingual dataset developed by
Tedeschi et al. (2022) was proposed as part of a
complete framework for idiom identification in sev-
eral languages. The conducted experiments demon-
strate that a model fine-tuned on this dataset is able
to correctly predict the majority of idiomatic PIEs,
but struggles with literal PIEs, tending to attribute
them an idiomatic meaning.
The FLUTE dataset, introduced by Chakrabarty
et al. (2022), is a dataset of textual explanations
of figurative expressions. The results of the ex-
periments conducted with models fine-tuned on
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FLUTE showed how such dataset can contribute
to developing models that understand figurative
language through textual explanations.

3 Dataset creation process

We introduce a new evaluation dataset specifi-
cally crafted for idiom detection in English. The
rationale behind the creation of a new resource
from scratch, rather than building on a pre-existing
dataset, is grounded in the need to avoid data con-
tamination by providing data that we can guarantee
the assessed models have not seen before. In this
section, we describe all the steps involved in the
creation process of the Idiomatic language Test
Suite IdioTS.

3.1 Idioms list creation
Drawing inspiration from Haagsma et al. (2020),
we manually built a highly curated list of id-
ioms extracted from diverse online platforms, such
as Amigos Ingleses,2 The idioms,3 and EF En-
glish idioms.4 We selected the idioms with a
view to producing a sufficiently comprehensive
list in terms of diversity of syntactic structures.
We included not only phrases with a completely
fixed morpho-syntactic structure (“Nothing to write
home about”), but also constructions with a high
morpho-syntactic variability (“To blow your own
trumpet”). The idioms within the resource en-
compass verb-object constructions (“Hold your
horses”), a wide range of structures with the verb
“to be” followed by a prepositional phrase (“To be
on the ball”, “To be up your street”), adjective-noun
combinations (“Cold turkey”), more or less com-
plex prepositional phrases (“By the skin of your
teeth”, “Out of the blue”), binomial pairs consist-
ing of two nouns linked by a conjunction (“Bits
and bobs”), and appositional compounds (“Easy-
peasy”), among others. The idioms included in
our list pertain to a colloquial text style and are
frequent in spoken everyday language.

As a following step, we meticulously reviewed
the idioms list to ensure a high degree of homo-
geneity. For syntactically flexible and semi-fixed
expressions, adjustments were made by placing the
main verb in the infinitive tense and in the active
form. Personal pronouns and determiners were
replaced with indefinite pronouns (e.g. “It serves

2https://www.amigosingleses.com/
3https://www.theidioms.com/
4https://www.ef.com/wwen/english-resources/english-

idioms/

you right” became “To serve someone right”). Id-
ioms with a fixed morpho-syntactic structure were
preserved in their original form (e.g. “Don’t quote
me”, “Hold your horses”), as this is the sole form in
which they appear in authentic usages. The result-
ing database consists of 93 idioms, each associated
with a unique alphanumeric identifier and the origi-
nal source from which it was extracted.

3.2 Idiomatic sentence crafting
Even though for the majority of the idioms an ex-
ample sentence was provided in the original source,
we decided to craft entirely new sentences in order
to minimise the risk of data contamination.

As crowdsourcing has become increasingly pop-
ular for language resource development in NLP
applications (Drutsa et al., 2021), and is consid-
ered a valid method to outsource data generation
by mitigating potential researcher bias, we organ-
ised a small-scale crowdsourcing on a voluntary
basis. To ensure the quality of the generated sen-
tences, we established the essential requirements
collaborators had to fulfil: native English speakers,
predominantly of British origins, with a demon-
strated high linguistic proficiency attaining at least
a C1 level.

Collaborators were eight language professionals
with a linguistic background (English teachers, lin-
guists, translators, and NLP experts). They were
provided with a spreadsheet containing just the id-
ioms and an empty cell to fill with a sentence, with-
out any additional context. They were instructed
to select a few idioms of their choice and to craft
a sentence per chosen idiom. They were asked to
produce sentences representative of natural, spon-
taneous language use, provided it resonated authen-
tically with their native speaker experience. An id-
iom with its corresponding sentence was included
as an example. Through this initiative we obtained
the 164 idiomatic sentences corresponding to the
positive class of our dataset.

3.3 Distractor sentence crafting
At this point, the dataset needed to be augmented
with instances of the negative class, i.e. plausible,
grammatically and syntactically correct sentences
containing a set of words that might belong to an
idiomatic expression, but in fact are employed in a
less common, literal way. These are meant to be the
most challenging portion of our dataset. Whereas
the interpretation of the meaning of distractor sen-
tences would pose minimal difficulty for a human
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reader, our intuition was that a LLM would en-
counter issues with this particular type of sentences.
The complex task of generating this kind of sen-
tences was undertaken internally to ensure both
their quality and correctness, while also providing
a subtle suggestion of idiomaticity. We employed
various approaches. Whenever possible, a new sen-
tence was crafted by selecting the complete set
of words composing the idiom and placing it un-
changed in a different semantic context that, from
a human perspective, unequivocally determined its
literal meaning. This happened, for instance, with
the idiom idi07 “Bob’s your uncle” (1):

(1) What a surprise! I didn’t know Bob’s your
uncle.

For other idioms, like idi25 “It’s like talking to
a brick wall”, not the entire expression but only
certain elements — the verb “to talk” and the noun
phrase “brick wall” — were extracted and placed
in a different context that changed their meaning to
literal (2):

(2) Let’s talk about how a brick wall can add
charm and character to any space.

In other cases, the applied strategy was to use
some of the words composing the idiom with a
different syntactic or even morphological role, like
it happened for the idiom idi82 “To make a living”
(3):

(3) I bought a new lamp and lots of plants to
make our living room warmer and more
cosy.

One final employed method involved proposing
an expression with a certain character overlapping
and assonance with the idiom, for example “speed
and span” and “spick and span” (4):

(4) It is difficult to measure the speed and span
of the dissemination of the virus.

3.4 Sentence proofreading and final layout

As far as possible, efforts were made to avoid hav-
ing more than one PIE in a single sentence. This
strategy aimed to simplify the comprehension and
execution of the task for the models as well as the
collection and analysis of the model’s responses
for the researchers.

Additionally, a concerted effort was made to mit-
igate gender bias within our newly developed re-
source. Whenever possible, gender-specific terms

were either eliminated or neutralised, a large num-
ber of sentences were reformulated adopting a gen-
der neutral first person plural (“we”/“us”), second
person singular or plural (“you”), or third person
plural (“they”). Since the gender neutralisation
is not always possible due to grammatical or syn-
tactical constraints, meticulous attention was de-
voted to ensuring a representation of feminine and
masculine gender terms as balanced as possible
throughout the dataset.

Finally, each sentence was assigned a unique al-
phanumeric identifier containing information about
the related idiom and a suffix indicating whether it
is an idiomatic or a distractor sentence.

The final Idiomatic language Test Suite IdioTS
is composed by a total of 250 sentences, 164 of
which are idiomatic and 86 distractor sentences.

4 Experiment definition

Our experimental focus was pointed at evaluating
the ability of the selected LLMs to detect an id-
iomatic expression in a given sentence. This exper-
iment falls within the context of “idiom detection”
and involved a binary sentence classification task,
being the two classes to predict “idiomatic” (pos-
itive class) and “non-idiomatic” (negative class).
The goal was to assess whether LLMs are able to
accurately capture the meaning of a PIE, distin-
guishing between figurative and literal meaning
based on the formulation of the sentence.

Assuming that the pre-training data for these
models contained the specific PIEs far more fre-
quently with idiomatic than with literal meaning,
the models may be inclined to attribute a figura-
tive meaning to the expression based on probability
distribution.

4.1 Assessed LLMs

Ensuring a fair comparability among models is
an unresolved challenge, due to the many internal
aspects of a model that remain undisclosed. Never-
theless, for the scope of this study, we attempted to
minimise differences, focusing on three LLMs that
have the following characteristics in common: they
have a transformer-based architecture and approxi-
mately 7 billion parameters in size, they are open
source and fine-tuned for dialogue. The prefer-
ence for open-source over proprietary models was
motivated by transparency and reproducibility rea-
sons, along with cost implications. The choice of
the smallest model within a specific model family
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was motivated by the possibility to conduct experi-
ments in a resource-efficient way, by using a local
machine without a GPU. The choice of instruction
fine-tuned, conversational models was based on the
idea of simulating a real-world scenario where a
user employs a chatbot application to solve a task
or find an answer to a question.

In accordance with these considerations, we in-
cluded the following models in our assessment:

• Llama-2-7b-chat (Touvron et al., 2023).

• Mistral-7b-Instruct (Jiang et al., 2024).

• Vicuna-7b (Zheng et al., 2023).

Regarding configuration, we maintained default
values for most hyper-parameters, such as top-k:
40 and top-p: 0.95, as we observed that altering
these values in the development phase did not sig-
nificantly impact the output. However, we had to
extend the default token limit to 800 to accom-
modate the long prompt and the verbose model
responses, and prevent errors related to exceeding
the maximum token length. We also set the tem-
perature to 0 in order to make the model output
deterministic and the experiment reproducible.

4.2 Prompt engineering

At a broad level, the key of successful prompts lies
in incorporating all necessary information while
avoiding excessively complex instructions. For our
experiment, we employed the following question as
the central component of the prompt: “Is there an
idiom in the sentence?”, followed by the sentence
to analyse.

Conversational LLMs typically accept prompts
structured in two parts: the system prompt, a
generic instruction about the models behaviour in
interactions, and the user prompt, containing the
specific question or request. In development, we
accurately chose the optimal prompt structure for
our experiment, which is exemplified in Appendix
A, Figure 1 and contains all the elements listed in
the following lines.

Defining the persona. This technique consists
in assigning the model a specific role by includ-
ing a short description in the prompt. In our case,
we adopted this formulation: “You are a profes-
sional linguist specialising in figurative language”.
Introducing the concept of “figurative language”
we intended to guide the model to focus on this

specific linguistic phenomenon. However, we ac-
knowledge the potential risk of introducing some
level of researcher bias.

Describing the task. This was expressed through
this wording: “Your task is to analyse English sen-
tences that may contain an idiom, also known as an
idiomatic expression”. To ensure accurate language
identification, we specified the language name. Ad-
ditionally, we employed two distinct forms to refer
to idiomatic expressions, aiming to provide the
most precise task description.

Zero-shot prompting. We added no examples to
the prompt. Through this approach we intended to
test the model’s ability to perform the task based
on the task description alone.

Including a definition of “idiom”. Due to the
lack of an unique agreed-upon definition of idiom,
we saw the need to include a concise definition,
in an effort to narrow down the potential varia-
tions in model outputs: “A phrase, expression, or
group of words that has a meaning different from
the individual meanings of the words themselves,
and employed to convey ideas in a non-literal or
metaphorical manner”.

Requiring an answer in JSON format. In order
to mitigate the issue of overgeneration related to
conversational LLMs, an explicit instruction was
added to guide the model to provide an answer
in a JSON format, specifying the fields and the
information to include in each field of the JSON
file. This approach forced the model to provide all
and only the required information, structured in a
way that facilitated the collection and analysis of
the output. The wording for this instruction was the
following: “The response should be in strict JSON
format including four fields”, where we specified
header and content for each field as follows:

• ‘hasIdiom’: Is there an idiom in the sentence?
Give a true/false answer.

• ‘idiom’: Should include which is the idiom
contained in the sentence.

• ‘meaning’: Should explain the meaning of the
identified idiom.

• ‘explanation’: Should include a concise elabo-
ration.

From a technical point of view, we used the
llama-cpp-python binding5 that supports inference
for many LLMs models and played a crucial role in

5https://github.com/abetlen/llama-cpp-python
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converting the standardised prompt into a specific
input format compatible with each of the models
during the inference process. As an example, in
Appendix A, Figure 2 we show the input format
generated for Llama2, where the tags delimiting
system and user prompt were replaced with the
standard ones accepted by this particular model.

5 Findings

We established two different levels of evaluation
for the experiment. The first level consists of a
completely automatic evaluation, whereas the sec-
ond level is complemented with a thorough manual
evaluation and error analysis.

5.1 First level of evaluation

At the first level, we employed the following auto-
matic metrics to assess the capability of a model to
detect an idiom in a given English sentence: Accu-
racy, Misclassification Rate (MR), Recall, Speci-
ficity, Precision, and Balanced Accuracy.

These metrics offer a general overview of the
behaviour of the models and facilitate comparisons.

In Table 1 we present the aggregated results. At
a broad level, all three models fall within the same
range of results, as they show close scores in terms
of Accuracy and Misclassification Rate.

Llama2 Mistral Vicuna
Accuracy ↑ 0.656 0.660 0.676
MR ↓ 0.344 0.340 0.324
Recall ↑ 1.0 0.896 0.988
Specificity ↑ 0.0 0.209 0.081
Precision ↑ 0.656 0.680 0.672
Balanced Accuracy ↑ 0.5 0.553 0.535

Table 1: Automatic metrics calculated for the three mod-
els. Numbers in bold indicate which model achieved
the best result for each metric. For Misclassification
Rate, lower values are indicative of better performance,
as denoted by the downward arrow.

When we observe further metrics, such as Recall
and Specificity, we immediately notice a partic-
ular behaviour for Llama2. The model shows a
Recall of a hundred percent, meaning that it cor-
rectly classified all the idiomatic sentences, and
a Specificity of 0.0, meaning that it did not cor-
rectly classify any of the distractor sentences. In
fact, Llama2 only provided positive answers. This
behaviour is known as acquiescence or agreement
bias and consists in the model trying to always
provide an answer that is compliant or satisfies the

user request. As demonstrated by our experiment,
this can have counterproductive effects, leading the
model to provide inaccurate responses.

Specificity, also known as True Negative Rate,
is especially significant in our study, since it ex-
presses the number of distractor sentences that were
correctly classified. Given our initial assumption
about distractor sentences being especially chal-
lenging, a high score for this metric reflects a good
performance within the scope of the proposed task.
Mistral not only exhibits the best Specificity score,
but also a considerable lead over the other models,
clearly demonstrating its superiority in this specific
aspect. Furthermore, it achieves the best score for
Precision, even though the difference compared to
the other models is less pronounced.

Even though Vicuna obtained slightly better
scores than Mistral and Llama2 in terms of Ac-
curacy and MR, we can observe that Mistral strikes
the best score in terms of Balanced Accuracy. In
our scenario, where the positive class in the dataset
is double the size of the negative class, Balanced
Accuracy is a more robust metric, and it provides
a more reliable measure of classification perfor-
mance in the face of imbalanced data.

Analysis of misclassifications All incorrect clas-
sifications for Llama2 are of the type false posi-
tive. Regarding Mistral and Vicuna, the two mod-
els share a similar distribution of misclassifications,
being false positive the predominant type for both.
This indicates that the most common behaviour pat-
tern across models was incorrectly attributing id-
iomaticity to a sentence that is not idiomatic. Con-
versely, both models exhibit fewer misclassifica-
tions of the false negative type, suggesting that they
were generally effective in identifying the presence
of an idiomatic expression in a sentence.

These observations align with findings from
Tedeschi et al. (2022), and with our initial intu-
ition that, given the pre-training data likely con-
tains the given PIEs with idiomatic meaning more
frequently than with a literal meaning, the mod-
els tend to classify these expressions as idiomatic
rather than literal based on probability distribution.

5.2 Second level of evaluation

In our study, for each sentence classified as id-
iomatic, the models were asked to additionally
specify the detected idiomatic expression. We ob-
served that in a certain number of cases the mod-
els, despite correctly classifying a sentence as id-
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iomatic, did not detect the correct idiom and rather
identified some other part of the sentence as id-
iomatic, such as a phrasal verb, a collocation, or a
single word. This observation underscores that gen-
eral metrics are insufficient to conclusively demon-
strate the capability of a LLM to detect an idiom
in a sentence and motivated us to perform an addi-
tional verification step to validate the accuracy of
true positive classifications. We calculated True
Positive Consistency as the proportion of true pos-
itive predictions where the correct idiomatic ex-
pression was accurately identified as well. This
additional score allowed us to validate whether the
models response was grounded in the correct rea-
son.

Table 2 displays True Positive Consistency val-
ues for the three analysed models. Mistral exhibits
the best score, achieving a True Positive Consis-
tency of 0.905, followed by Vicuna, and lastly
Llama2.

Idiomatic
sentences
(positive class)

True
positives

True positives
with correct
reason

True
Positive
Consistency↑

Llama2 164 164 138 0.841
Mistral 164 147 133 0.905
Vicuna 164 162 144 0.889

Table 2: True Positive Consistency values per model.

5.2.1 Error analysis

By carefully examining the responses in the ‘idiom’
and ‘meaning’ fields, we identified the elements
that the models incorrectly detected as an idiom
and upon which they based their classification of
the sentence as idiomatic. We identified recurring
error patterns across the three models.

True positive wrong reason error types Regard-
ing true positive with wrong reason, all of the three
models in some cases identified a phrasal verb as
an idiom (“to run off”, “to look up”).

In other cases, the models detected an element in
the sentence and reported an existing idiom — con-
taining this element — which meaning is unrelated
with the analysed sentence, like in the following
example (5) from Llama2:

(5) Just cut to the chase! What did she say
about us using her ironing board?

Idiom: Ironing out differences.

Meaning: To resolve conflicts or disagree-
ments.

In some other cases, the models reported an exist-
ing idiom, that seemed completely unrelated with
the given sentence. Regarding Vicuna, it seems
that the model engaged in an inverse reasoning
process by firstly extracting the meaning of the
idiomatic expression from the sentence and subse-
quently identifying a different idiomatic expression
that conveys a similar meaning.

(6) That’s the last straw! I won’t let you push
me around any further!
Idiom: To break the camel’s back.
Meaning: To reach a point where one can

no longer tolerate or endure something.

As we can observe in (6), the explanation provided
by the model is consistent with the meaning of the
original idiom “To be the last straw”, as well as the
identified idiom “To break the camel’s back”.

A last detected pattern for true positive with
wrong reason was the models inventing a non-
existing idiom by using a single word or a chunk
of the examined sentence as in (7). With 23 oc-
currences, Llama2 was the model that showed this
error type with the highest frequency:

(7) I’m going to go out on a limb and say they
used the old model for this task.
Idiom: Used the old model.
Meaning: To use something that is no

longer current or fashionable.

We observed that the meaning explanations offered
by the models appear plausible and coherent. This
represents a potential concern, as it may lead to
an over-reliance on model outputs, especially in
situations where users lack the necessary language
knowledge to verify the semantic content of the
response.

False negative error types In our study, false
negatives are idiomatic sentences that were incor-
rectly classified as non-idiomatic. This type of
classifications were entirely absent for Llama2. Re-
garding Vicuna, this happened in two instances,
where the model failed to detect the idioms “To
make up your mind” and “To be crystal clear”.
However, the model successfully detected these
same idioms in the context of a different sentence.
Mistral classified 17 instances as false negatives.
Despite the higher number of cases, the model did
not exhibit a consistent behaviour. In some cases,
it demonstrated a lack of knowledge of a specific
idiom, failing to recognise it in different contexts.
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In other cases, its ability to detect a specific idiom
varied as the sentence context changed. Due to the
lack of consistency, we were unable to identify any
discernible patterns or offer an explanation for the
behaviour of the models for this specific error type.

False positive error types Regarding instances
where models wrongly attributed an idiomatic
meaning to a literal sentence, we identified two
main error types. By the first type, the models
wrongly classified a sentence as idiomatic and er-
roneously attributed an idiomatic meaning to some
random element of the sentence, like in the follow-
ing example (8) from Mistral:

(8) We need to cut and tighten this rope: it is
too slack!
Idiom: Cut and tighten.
Meaning: To shorten or make something

more concise.

We consider that this type of error might be, to
some extent, a consequence of researcher bias: by
explicitly asking the model whether a sentence con-
tains an idiom may force the model to actively
search for an idiom, altering the neutrality of its
response. Therefore, we defer a detailed analysis
of this type of errors to future work.

Conversely, we consider the second type, where
models wrongly classified a sentence as idiomatic
and erroneously attributed an idiomatic meaning to
the PIE associated with the sentence, of significant
interest for our study. In these cases, it seems plau-
sible to assume that the models might have fallen
into the intentional “traps” we set by incorporating
distractor sentences into our dataset.

Distractor
sentences
(negative class)

False positives
associated
PIE: total↓

False positives
associated
PIE: ratio↓

Llama2 86 55 0.640
Mistral 86 53 0.616
Vicuna 86 47 0.546

Table 3: Number of false positives with idiomatic mean-
ing attributed to the associated PIE over total distractor
sentences per model.

Table 3 presents, for each model, the ratio of
distractor sentences where the model attributed an
idiomatic meaning to the associated PIE over the
total number of distractor sentences (86) in the
dataset. As we can observe, the three examined
models exhibit a comparable behaviour, with Vi-
cuna showing the smallest number of errors of this
type.

6 Conclusions and future work

The use of figurative language is a complex lin-
guistic phenomenon that poses hard challenges
for LLMs. Despite its critical role within numer-
ous NLP tasks, it still remains a relatively under-
explored area of investigation.

In this work we addressed the specific domain
of idiomatic expressions in English as a special
case of figurative language use. As a part of our
contribution:

• We introduced the new Idiomatic language
Test Suite IdioTS, manually curated by lan-
guage experts, and covering especially chal-
lenging idiomatic and literal uses of language.

• We proposed a comprehensive methodology
for the assessment of the linguistic capabilities
of LLMs in relation to idiomatic language.

• We conducted an idiom detection experiment
focused on the assessment of the capabilities
of small conversational LLMs to detect idioms
within ambiguous English sentences.

• We conducted a thorough manual evaluation
and error analysis and observed the main be-
haviour patterns of LLMs within this task.

The findings from our study indicate that when
it comes to capturing the meaning of an ambiguous
sentence, LLMs struggle to distinguish between
literal and idiomatic uses of language. In line with
the observations in the literature, a high acquies-
cence or agreement bias was observed: LLMs tend
to force the identification of an idiom by assigning
idiomatic meaning to an aleatory element in the
sentence. Additionally, they offer coherent expla-
nations to reinforce their inaccurate answers, which
can be a cause for concern.

As future research directions, we intend to
broaden our experiments by extending them to one-
and few-shot scenarios, by exploring other prompt-
ing techniques focused on mitigating researcher
bias and incorporating the possibility to interact
with conversational models in multi-turn conversa-
tions.

Regarding the proposed IdioTS, we plan to ex-
plore several data augmentation techniques to gen-
erate additional idiomatic and distractor sentences.
Additionally, a categorisation of distractor types
could be incorporated to gain an understanding of
which constructions are the most challenging for
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the models. Moreover, we intend to translate the
sentences into other languages to create a multilin-
gual dataset and open a path for MT experiments
aimed to investigate possible correlations between
idiom detection and translation.

At a broad level, exploring models with different
architectures, sizes, and hyper-parameter configu-
rations could provide valuable insights into how
these models characteristics relate to the capabili-
ties of LLMs to process natural language and could
open avenues for targeted experimentation, such as
specific fine-tuning strategies, aimed at enhancing
the performance of LLMs across various natural
language tasks.
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A Prompt formats used for the idiom detection experiment

In Figure 1 we present the content of the prompt passed to all the assessed models.

“role”: “system”,
“content":
You are a professional linguist specialising in figurative language and your task is to analyse
English sentences that may contain an idiom, also known as an idiomatic expression. This is a
definition of idiom: ‘A phrase, expression, or group of words that has a meaning different from
the individual meanings of the words themselves, and employed to convey ideas in a non-literal
or metaphorical manner’.
The response should be in strict JSON format including four fields:
‘hasIdiom’: Is there an idiom in the sentence? Give a true/false answer.
‘idiom’: Should include which is the idiom contained in the sentence.
‘meaning’: Should explain the meaning of the identified idiom.
‘explanation’: Should include a concise elaboration.
“role”: “user”,
“content”: sentence

Figure 1: Prompt passed to all the assessed models.

In Figure 2 we present the specific layout of the prompt generated by the llama-cpp-python binding for
Llama2.

Figure 2: Specific layout of the prompt generated by the llama-cpp-python binding for Llama2.
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