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Abstract

Legal case retrieval plays an important role in
promoting judicial justice and fairness. One
of its greatest challenges is that the defini-
tion of relevance goes far beyond the com-
mon semantic relevance as in ad-hoc retrieval.
In this paper, we reveal that the legal ele-
ments, which typically comprise key facts in
a specialized legal context, can largely im-
prove the relevance matching in legal case re-
trieval. To facilitate the use of legal elements,
we construct a Chinese legal element dataset
called LeCaRD-Elem based on the widely-used
LeCaRD dataset (Ma et al., 2021), through a
two-stage semi-automatic method with a mini-
mized reliance on human labor.

Meanwhile, we introduce two new models
that enhance legal search using legal elements.
The first, namely Elem4LCR-E, is a two-stage
model that explicitly predicts legal elements
from texts and then leverages them for im-
proved ranking. Recognizing the potential ben-
efits of more seamless integration, we further
propose an end-to-end model called Elem4LCR-
I, which internalizes the legal element knowl-
edge into its model parameters using a tailored
teacher-student training framework. Extensive
experiments underscore the significant value of
legal elements and demonstrate the superiority
of our two proposed models in enhancing legal
search over existing methods. Our code and
LeCaRD-Elem dataset are accessible at https:
//github.com/ChenlongDeng/Elem4LCR.

1 Introduction

Legal case retrieval is a crucial part of legal AI,
aiming to find the most relevant cases in a case
collection for a given query case. In recent years,
legal case retrieval has gained increased attention
due to the growing significance of the “similar
cases, similar decisions” principle in various coun-
tries (Hamann, 2019; Bench-Capon et al., 2012).

*Corresponding author.

Query Description
The defendant Hu went to the victim Ren’s home to commit a 
burglary. After being discovered, Hu beat the victim and then 
took away six goats from his home.

Candidate Doc A (Robbery)

Candidate Doc B (Burglary)

The defendant He placed a pocket knife on victim Jing’s 
neck, then pushed Jing down, grabbed the phone and fled.

The defendant Ma used lockpicking techniques to enter the 
victim Li's home, and then stole two watches with a total value 
of 174,080 yuan.

Element-aware
Model

While the term “commit a burglary” is present in the query 
text, the following actions “beat and take away” actually 
indicate the underlying offense of “robbery”.

→ Therefore, Candidate doc A is more relevant.

w/o
Element-aware

Model

The query’s objective is to find cases associated with 
burglary because of the term “commit a burglary”.  

→ Candidate doc B is more relevant.

Corpus

Figure 1: An example of the legal search system. The
red lines are key behaviors and facts. Legal elements
can assist the model in understanding important legal
concepts, enabling it to identify cases that are really
relevant in a legal context.

In legal case retrieval, both the input query and
the candidate document are lengthy legal cases.
Relevance is assessed based on the similarity be-
tween the query and the document case in the spe-
cialized and complex legal context. Above seman-
tic similarity, the measurement of relevance in le-
gal case retrieval is usually intricate. This stands
in contrast to conventional ad-hoc searches (Mao
et al., 2020, 2022; Zhu et al., 2023), where queries
are often concise, and relevant documents simply
address the information needs conveyed in those
queries. This disparity introduces substantial chal-
lenges when adapting ad-hoc search models for
legal case retrieval.

In this paper, we argue that modeling legal ele-
ments is critical to legal case retrieval, because (1)
Legal elements are specific components to estab-
lish guilt, which typically comprise key facts in a
specialized legal context. In practice, legal experts
may also distill the criminal process into these dis-
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tinct legal elements based on legal theory (Zhong
et al., 2020) and then use them for judicial judg-
ments and supporting case identification. (2) Le-
gal elements can help the model precisely identify
pertinent within confusing fact descriptions. As
illustrated in Figure 1, the user submits a query re-
garding the crime of robbery, with the expectation
that the system will provide similar cases. For a
non-element-aware model, the description “com-
mit a burglary” in the query text is likely to mislead
it to rank cases with burglary crimes at the top. But
for an element-aware model, the combination of
“commit a burglary” and the following description
“beat the victim” actually indicates the crime of
robbery, leading the cases related to robbery to get
high ranking scores.

However, it is non-trivial to obtain high-quality
legal element annotation data for large-scale legal
cases. Different from laws or crimes which can
be clearly stated in authoritative documents, legal
elements often have subtle differences across legal
theories. To facilitate the study of legal elements,
in this work, we propose a semi-automatic anno-
tation approach for legal elements, which is much
more effective, efficient, and economical than ex-
isting annotation approaches that either completely
rely on human experts (Shu et al., 2019) or heuris-
tically rules (Lyu et al., 2022; Zhao et al., 2022).
Based on our proposed annotation approach, we
annotate the legal elements of a widely-recognized
legal case retrieval dataset, i.e., LeCaRD (Ma et al.,
2021), and finally contribute a new dataset, called
LeCaRD-Elem to the community.

Furthermore, we embark on an exploration into
the effective utilization of legal elements for legal
case retrieval. We present two legal element-aware
ranking models, including a two-step Elem4LCR-
E model and an end-to-end ELem4LCR-I model.
Specifically, Elem4LCR-E first explicitly predicts
legal elements from texts and then concatenates
these elements with the original legal case text
for ranking. In contrast, ELem4LCR-I can im-
plicitly leverage the legal elements for ranking by
learning with a novel multi-level knowledge dis-
tillation method under tailored curriculums. The
legal element knowledge has been internalized into
ELem4LCR-I during training, and thus it does not
need to explicitly extract the legal elements of the
query and document cases in the inference stage.

We conduct extensive experiments on our pro-
posed LeCaRD-Elem dataset. The experimen-
tal results highlight the significant value of le-

gal elements and demonstrate the superiority of
the proposed two models (i.e., Elem4LCR-E and
Elem4LCR-I) in enhancing legal search with legal
elements over existing methods.

In summary, our main contributions are:
(1) We empirically demonstrate that legal ele-

ments possess substantial value and potential in
improving legal case retrieval.

(2) We propose a more efficient and economical
two-stage method for the annotation of legal ele-
ments and introduce a well-curated Chinese legal
element dataset (LeCaRD-Elem) that can facilitate
various downstream legal intelligence tasks.

(3) We pioneer the study of leveraging legal
elements for legal case retrieval by proposing
an explicit-style model (Elem4LCR-E) and an
implicit-style model (Elem4LCR-I). By integrating
the legal element information, the models can fo-
cus on the more critical information within case de-
scriptions to achieve better matching performance.

2 Related Work

2.1 Legal Case Retrieval

We review a few important legal case retrieval
datasets and methods in this section. In terms of
datasets, cited-based methods (Kano et al., 2018)
construct relevance labels based on supportive
cases in query documents. Expert-based meth-
ods (Xiao et al., 2018; Ma et al., 2021; Bhat-
tacharya et al., 2019; Locke and Zuccon, 2018)
rely on human labor to identify similar cases and
try to ensure consistency by setting pre-defined cri-
teria. In terms of legal search methods, classic text
retrieval models can be naturally applied to the le-
gal domain and some still serve as strong baseline
models (Rosa et al., 2021). Researchers also in-
corporate additional information and knowledge in
the legal domain to enhance search quality (Tran
et al., 2020; Saravanan et al., 2009). In recent
years, many approaches based on pre-trained lan-
guage models have made great progress (Chalkidis
et al., 2020; Zhong et al., 2019). Additionally,
paragraph-level interaction modeling (Shao et al.,
2020), longformer-based pre-training (Xiao et al.,
2021) and LM-based rewriting (Tang et al., 2023;
Zhu et al., 2023) are proposed to handle lengthy
legal texts.

2.2 Exploration of Legal Element in Legal AI

In legal theory, the concept “legal element” refers
to specific components to establish guilt, which
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Case Corpus 1. Key Phrases Extraction

被告人醉酒驾驶机动车
(drives a motor vehicle while drunk)

本院认为，被告人张某醉酒驾驶机动车，造成交通事
故，已构成危险驾驶罪……
The court believes that the defendant Zhang drove a motor
vehicle drunk on the road, causing a traffic accident, has 
constituted a dangerous driving crime...

被告人张某自西向东行驶至xx公路时，撞上刘某驾驶的
轿车，并造成刘某轻伤……经检测，被告人刘某乙的血
液中乙醇含量为130毫克／100毫升，属醉酒后驾车。
The defendant Zhang was driving from west to east to xx 
Highway, and hit the car driven by Liu, causing Liu a minor 
injury... After testing, defendant Zhang‘s blood ethanol 
content was 130mg/100ml, which belongs to driving while 
drunk.

Court’s Opinion

Fact Description

Part of Case #N from the corpus

Case #N

造成交通事故
(causes a traffic accident)

…

…

2. Clustering

被告人醉酒驾驶机动车
在道路上醉酒驾驶机动车辆

…
被告人醉酒后驾驶机动车辆

(drives a motor vehicle while drunk)

Case #N+1
…

Cluster #K
…

…

醉酒驾驶机动车
(drives a motor vehicle while drunk)

造成被害人轻伤
(Causing minor injuries to the victim)

3. Legal Element Naming

醉酒驾驶机动车
(drives a motor vehicle while drunk)

非法拘禁他人
(unlawfully detains another)

…

伙同他人犯罪
(in collusion with others)

…

Legal Element Labels

造成交通事故
(causes a traffic accident)

Automatic-annotated Elements Expert-annotated Elements

4. Validation and Annotation
造成交通事故

(causes a traffic accident)

Figure 2: Overview of LeCaRD-Elem construction.

typically comprise key facts in a specialized legal
context (Fletcher, 2001). Existing research on le-
gal elements can be divided into two categories:
(1) Entirely relying on human expert for annota-
tion: Shu et al. (2019) construct CAIL2019-FE, se-
lecting the cases of divorce dispute, labor dispute,
and loan dispute for expert annotation. (2) Rule-
based construction from other legal information
(e.g., crime (Lyu et al., 2022; Zhao et al., 2022)).
However, the crimes of a case often fail to compre-
hensively encompass all the legal elements within
the case. Besides, it is worth noting that legal ele-
ments are not directly stated in official documents,
and their interpretation may vary among different
legal theories. There exist substantial and diverse
legal elements and it will be unaffordable or inac-
curate to completely rely on experts or heuristic
rules to discern them.

3 Legal Element Annotation

In this section, we introduce our two-stage semi-
automic approach for curating our LeCaRD-Elem
dataset, including a Data Mining Stage and an Ex-
pert Annotation stage. The overview of the data
curation process is illustrated in Figure 2.

3.1 Data Mining Stage

The goal of the data mining stage is to obtain a set
of clusters from the raw case corpus. Each cluster
contains some semantically similar key phrases
extracted from the fact descriptions. Every cluster
will be a candidate pool for the generation of legal
elements as we will illustrate in the next Expert
Annotation stage.

3.1.1 Key Phrases Extraction
We use the same raw case corpus as LeCaRD (Ma
et al., 2021). To begin, we extract key phrases that
can effectively characterize legal elements from the
raw case corpus through the following four steps:
(1) We use Chinese punctuation marks (including
commas and periods) to split the court’s opinion
part into several text snippets. (2) For each snippet,
we remove those procedural descriptions (e.g., “the
court held that”) from it since they lack specific
information about the legal case. (3) For each snip-
pet, we remove the person and place names1 from
it to make its content more generalized. (4) We dis-
card the snippets which contain descriptions like
“constitute __ crime” because it indicates that this
snippet is about the result of judgment rather than
legal elements. Finally, after deduplication, each
remaining snippet is considered as a key phrase.

3.1.2 Clustering
Then, we try to group key phrases which are seman-
tically similar into the same cluster. Specifically,
we feed each key phrase into BERT (Devlin et al.,
2018) and use the output [CLS] embedding as its
semantic representation. Considering that the num-
ber of legal elements is unknown, we employ an
agglomerative clustering algorithm, Ward (Ward Jr,
1963), to merge similar phrases from bottom to top.
The merging procedure stops when the merging
distance falls below a pre-defined threshold. We
find that the number of clusters tends to converge
within a range (approximately 500 clusters in our
experiment) as the quantity of case data increases.
In practice, due to the standardized nature of judi-
cial statements made by judges in legal cases, our
clustering method generally demonstrates good ef-
fectiveness. Also, although we focus on Chinese le-
gal cases in this work, our data mining stage can be
easily extended to legal systems in other languages
that have similar highly standardized statements
for legal cases as Chinese, such as German.

3.2 Expert Annotation Stage

3.2.1 Legal Element Naming
For each cluster, we randomly sample dozens of
key phrases from it and employ human experts to
summarize these sampled key phrases, and finally
write one legal element for this cluster. Clusters
that cannot be summarized into legal elements (e.g.,

1The person and place names are automatically detected
using Lexical Analyzer for Chinese tool.
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Table 1: Statistics of LeCaRD-Elem and CAIL2019-FE.

Dataset CAIL2019-FE LeCaRD-Elem

# Documents 2,740 9,195
# Elements 60 475
# Avg. Elements / Case 5.62 4.55
Case Type Civil Criminal
Language Chinese Chinese

conveying the semantics “in defiance of the law”)
are discarded. In our practice, the vast majority
of clusters contain at most one legal element. In
rare exceptions, with the help of legal experts, we
add multiple legal element names corresponding to
the cluster to the label table and let the annotators
choose the real mapped element for this case in the
following Section 3.2.2.

3.2.2 Verification and Annotation
Then, the initial legal elements for each legal case
are automatically labeled with the legal elements
corresponding to the key phrases contained in that
legal case. Note that there is a one-to-one rela-
tionship between legal elements (or clusters) and
key phrases. After the initial automatic legal ele-
ment annotation, we finally employ a new group of
annotators to check and correct the annotation to
further improve the annotation quality. Annotators
can supplement new elements or remove incorrect
elements annotation for each legal case. All anno-
tators have degrees in law. Particularly, we engage
legal experts who hold a Ph.D. in law to categorize
all legal elements based on legal theory prior to
the annotation process, which can help annotators
quickly familiarize themselves with these elements.

3.3 Dataset Statistics

The statistics of our curated LeCaRD-Elem dataset
are presented alongside a widely used civil legal el-
ement dataset, CAIL2019-FE (Shu et al., 2019), in
Table 1. Notably, our LeCaRD-Elem dataset com-
prises 3.36 times more legal cases and 8.38 times
more legal elements compared to CAIL2019-FE.
While CAIL2019-FE is centered on civil law, our
LeCaRD-Elem dataset uniquely addresses the ab-
sence of criminal law legal elements. Our LeCaRD-
Elem dataset comprises a wide variety of legal el-
ements, and also exhibits a long-tail distribution
phenomenon (Hayes and Weinstein, 1990; Tsatsa-
ronis et al., 2015; Coordinators, 2016). We further
study the long-tail distribution and typical cases of
high and low-frequency elements in LeCaRD-Elem
in Appendix A for the page limit.
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[SEP]
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Figure 3: Overview of Elem4LCR-E. The input of the
element-based ranker is either the element prediction
result or the ground-truth element labels.

4 Element-Aware Legal Case Retrieval

In this section, we present two approaches for
enhancing legal case retrieval by integrating the
knowledge of legal elements.

4.1 Problem Definition

In this paper, we focus on the re-ranking task of
legal case retrieval. Given a query q and a list of
candidate documents D = {d1, ..., dn} recalled
from previous stages, our goal is to score each can-
didate document based on its relevance to the query.
The query q is a legal case containing only fact de-
scriptions. Each candidate document is a real legal
case whose trial has been completed. In the train-
ing stage, each query and candidate document has
its own ground-truth legal element labels. However,
in the inference stage, element labels will not be
provided, aligning with the real scenario.

4.2 Explicit Approach: Elem4LCR-E

We present Elem4LCR-E as a two-step pipeline
approach: extracting legal elements from legal texts
and then employing a well-trained ranking model.

As shown in Figure 3(a), in the first step, we
employ a pre-trained language model BERT to per-
form multi-legal-element classification based on
the case description. The embedding output of the
[CLS] token is mapped to R|E| using a multi-layer
perceptron with the sigmoid function in the final
layer, where E is the set of total legal elements.
Then, the legal elements whose prediction proba-
bilities are higher than a pre-defined threshold τ
will be retained. After obtaining the predicted legal
elements, in the second step, we adopt the cross-
encoder architecture (Qiao et al., 2019) to rank the
documents. As shown in Figure 3(b), for a query
(or a document), we concatenate all of its predicted
legal elements into a text sequence. Then, the legal
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[SEP]
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[SEP]
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Figure 4: The training framework of Elem4LCR-I. We propose an element knowledge enhancement method based
on mutual information maximization, a multi-level element interaction distillation method, and a customized training
curriculum to comprehensively improve the model training with legal elements.

element sequence of the query and the document
are concatenated and input into the BERT encoder
to get the final relevance score.

The two BERT models are trained using the clas-
sical focal loss function (Lin et al., 2017) and the
pairwise ranking loss function (Nogueira and Cho,
2019), respectively. Detailed training formulas are
shown in Appendix B.

4.3 Implicit Approach: Elem4LCR-I

We further introduce a more advanced end-to-end
approach Elem4LCR-I, which avoids information
loss caused by the explicit element prediction of
the first step of Elem4LCR-E.

Specifically, Figure 4 (b) shows the model ar-
chitecture of Elem4LCR-I. It stacks M bi-encoder
layers and N −M cross-encoder layers. The moti-
vation for such a decomposed model architecture
is to enhance the understanding of legal element
concepts in the lower M layer while learning im-
proved relevance interaction in the higher (N−M)
layers. Given a query case q and a document case
d, the final ranking score rrank is obtained through:

rrank = ϕ(Pool[CLS](CE(e[CLS] ◦ BE(q) ◦ BE(d))),
(1)

where e[CLS] is the word embedding of the [CLS]
token, BE (Bi-encoder) and CE (Cross-Encoder)
are the lower M layers and the higher (N − M)
layers of the text encoder, respectively. Pool[CLS]
refers to pooling with the embedding output of the
[CLS] token, and ϕ(·) is a multi-layer perception.

To facilitate the training of this decomposed le-
gal element-aware model, we design a novel train-
ing framework that contains three important as-
pects: (1) Element Knowledge Enhancement, (2)

Multi-level Element Interaction Distillation, and
(3) Tailored Curriculum Learning Strategy.

4.3.1 Element Knowledge Enhancement
In our model design, the token representations out-
put from the first M bi-encoder layers can be inter-
preted as an implicit form of legal element knowl-
edge. To enhance the model’s grasp of the legal
elements, we propose a method based on mutual
information maximization.

Specifically, as shown in Figure 4 (c), given a
legal element text sequence t of a query/document
case, we first use a frozen BERT encoder to obtain
its representation e of its [CLS] token. Suppose that
the output token representations of the M -th layer
of our model for this query/document are H =
{h1, ..., hl}, where l is the query/document token
length, we try to maximize the mutual information
between each token representation hi and the legal
element representation e using JS-divergence:

LMI =− 1

l

l∑

i=1

{EP(e,hi)[−softplus(−Tθ(e, hi))]

− EP(e)P(hi)[−softplus(−Tθ(e, hi))]},
(2)

where P(e, hi) indicates the distribution that e and
hi are derived from the same query/document,
whereas P(e)P(hi) implies that they are derived
from different queries/documents. Tθ is an approxi-
mator implemented with a fully connected network.
softplus(x) = log(1 + ex).

4.3.2 Multi-level Element Interaction
Distillation

We adopt the teacher-student paradigm to train our
end-to-end model to learn from the legal element in-
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teractions towards better ranking performance. As
shown in Figure 4 (a)(b), we use the well-trained
element-based ranker of Elem4LCR-E, whose in-
put is the concatenation of the ground-truth legal
elements of the query and the document, as the
teacher ranker. We distill its knowledge of both
element interaction features and ranking prediction
logits into the student ranker, i.e., Elem4LCR-I.

Specifically, suppose a training quadruple
(q, d, tq, td), where q, d, tq, and td are the query
case, document case, the ground-truth legal ele-
ments text sequence of the query and the document,
respectively. For the feature-level distillation, we
use the SmoothL1 loss function to minimize the
distance between the [CLS] token representations
of the teacher ranker T and the student ranker S:

Lfeat = SmoothL1
(
Pool[CLS] (T (tq ◦ td)) ,

Pool[CLS] (S(q ◦ d))
)
.

(3)

For the logit-level distillation, we consider the
pairwise training, where we have one positive doc-
ument d+ and Z negative document {d−1 , ..., d−Z}
for a query q. We distill the normalized logit distri-
bution of the teacher ranker into the student ranker
using KL-divergence as the loss function:

P t = softmax([rt
+
, rt

−
1 , ..., rt

−
Z ]), (4)

P s = softmax([rs
+
, rs

−
1 , ..., rs

−
Z ]), (5)

Llogits = DKL(P
t||P s), (6)

where rt and rs are the prediction logits of the
teacher ranker and the student ranker, respectively.

4.3.3 Tailored Curriculum Learning
There are a few challenging samples in real-world
data that cannot be distinguished based solely on
legal elements. Early exposure to these samples
during training may result in overfitting. To mit-
igate this issue, we suggest arranging the train-
ing samples from easy to hard in a tailored cur-
riculum for more stable training. Specifically, we
propose a rule-based strategy and a model-based
strategy to define the sample difficulty. (1) For
the rule-based strategy, if the training dataset in-
cludes multi-level relevance labels as opposed to
binary labels, we consider the negative samples
with higher relevance labels as more difficult. (2)
For the model-based strategy, we calculate the ratio
of logits produced by the teacher model on positive
and negative samples, considering those samples
with a ratio below a pre-defined threshold τ as hard
negatives.

Elem4LCR-I is finally trained with multi-task
learning of three objectives under an easy-to-hard
curriculum:

L = λ1Llogits + λ2Lfeat + λ3LMI, (7)

where λ1, λ2, and λ3 are hyper-parameters to bal-
ance the losses.

5 Experiments

5.1 Experimental Settings
Datasets. We conduct experiments on our curated
LeCaRD-Elem dataset, which maintains the same
queries, documents, and relevance labels with the
original LeCaRD (Ma et al., 2021) dataset, but
has additional annotations of legal elements for
all the query and document cases. Specifically,
LeCaRD contains 107 query cases and 43,823
candidate document cases. Document cases of
each query have relevance labels ranging from 0
to 3. A document case is considered relevant if
its relevance label is 3, otherwise it is considered
irrelevant. To alleviate the instability caused by
the small number of test samples, we follow the
previous work (Yao et al., 2022) to adopt 5-fold
cross-validation for evaluation.

Evaluation metrics. We adopt mean average
precision (MAP), Precision(P@k, k ∈ {5}), nor-
malized discounted cumulative gain (NDCG@k,
k ∈ {5, 20, 30}) to comprehensively evaluate the
ranking performance.

Baselines. We select three types of base-
line models: (1) Traditional ranking methods:
BM25 (Robertson et al., 1995), TF-IDF (Salton
and Buckley, 1988), and LMIR (Ponte and Croft,
2017). (2) Generic neural ranking models
based on PLMs: BERT (Devlin et al., 2018)
is pre-trained on a large-scale corpus. The texts
are concatenated and then inputted to the model.
NEZHA (Wei et al., 2019) adopts relative posi-
tional encoding and whole word masking tech-
niques based on BERT. BERT-xs (Zhong et al.,
2019) is pretrained in large-scale Chinese criminal
case documents. (3) Neural ranking models de-
signed for long text problems in legal domain:
BERT-PLI (Shao et al., 2020) uses BERT model
to capture the semantic relevance at the paragraph
level, and then aggregate local matching signals to
obtain relevance scores. Lawformer (Xiao et al.,
2021) adopts Longformer’s model architecture on
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Table 2: Experimental results on LeCaRD. “†” indicates the model outperforms all baselines significantly with
paired t-test at p < 0.05 level. The best results are in bold. Particularly, Elem4LCR-E∗ denotes Elem4LCR-E when
fed with the ground-truth element label from LeCaRD-Elem.

Model MAP P@5 NDCG@5 NDCG@20 NDCG@30
Traditional ranking baselines

BM25 47.5 39.6 45.2 55.9 65.3
TF-IDF 44.7 30.3 36.5 40.1 42.6
LMIR 48.8 42.8 46.6 57.3 65.9

General PLM-based neural ranking baselines
BERT 50.6 45.8 49.9 58.2 68.4
NEZHA 49.8 46.4 48.5 58.2 67.3
BERT-xs 50.5 45.2 50.0 59.4 66.1

Neural ranking baselines designed for long text
BERT-PLI 51.0 45.0 51.9 59.4 65.1
Lawformer 51.1 45.6 50.4 59.1 64.9

Our methods
Elem4LCR-E 53.5 43.9 49.8 63.0 70.6
Elem4LCR-I 55.1† 48.2† 54.3† 63.8† 72.1†

Elem4LCR-E∗ (upper bound) 63.4 54.8 63.6 73.1 77.9

legal corpus for pre-training in legal texts. We
further introduce the implementation details in Ap-
pendix D due to the page limit.

5.2 Main Results
The main results are shown in Table 2. Specifi-
cally, Elem4LCR-E∗ denotes Elem4LCR-E when
fed with the ground-truth element labels. Since
this setup is inconsistent with real scenarios, we
present it merely as an indicative “upper-bound”
for Elem4LCR-E for reference. From the results,
we can obtain the following observations:

(1) Both Elem4LCR-E and Elem4LCR-I out-
perform all baselines. This demonstrates the effec-
tiveness of incorporating legal elements for case re-
trieval. Whether through explicit or implicit meth-
ods, legal elements assist the ranker in more accu-
rately identifying relevant cases. We posit that this
is because legal elements represent a more essential
feature compared to complex fact descriptions.

(2) Elem4LCR-I shows better performance
compared to Elem4LCR-E. In our experiments,
the precision, recall, and F1 scores of the element
prediction task in Elem4LCR-E are 0.652, 0.671,
and 0.636, respectively. Elem4LCR-I achieves bet-
ter performance by preventing information loss
in the pipeline. However, it is worth noting that
Elem4LCR-E exhibits a substantial discrepancy
from its oracle results, indicating its potential for
improvement. We further discuss the respective
advantages of the two proposed methods in Ap-
pendix E.

(3) Neural ranking baselines designed for long

Table 3: Ablation study results of Elem4LCR-I.

Ablation MAP NDCG@5 NDCG@30

w/o LD 54.3 52.9 71.4
w/o FD 53.2 52.4 70.6
w/o MIM 53.7 52.9 70.7
w/o CL 51.1 49.4 69.3
Only-CL 50.9 49.0 68.7

Elem4LCR-I w/ CL-M 54.8 53.7 71.7
Elem4LCR-I w/ CL-R 55.1 54.3 72.1

text do not show obvious advantages. BERT-
PLI and Lawformer are models designed for tack-
ling long text problems. Although these two meth-
ods are input with longer texts, they only exhibit
limited advantages when compared with BERT.
Elem4LCR-I outperforms these two baselines sig-
nificantly by leveraging legal element knowledge
within a limited text length. This demonstrates that
existing long-text modeling methods fail to effec-
tively extract relevance signals in lengthy inputs.

(4) Traditional methods (e.g. BM25) are still
strong baselines. Although all neural ranking
methods outperform traditional methods, tradi-
tional methods do not perform badly, which is con-
sistent with the conclusion of previous works (Rosa
et al., 2021; Ma et al., 2021). We believe that it
is because traditional methods are less affected by
document length and complex facts compared to
neural ranking methods, thus narrowing the gap
between them.

5.3 Ablation Study
Since Elem4LCR-E is a pipeline-style approach,
we focus on performing ablation experiments

2360



to verify the necessity of each component in
Elem4LCR-I. Specifically, we investigate the ef-
fectiveness of four components: mutual informa-
tion maximization (MIM), feature-level distilla-
tion (FD), logits-level distillation (LD), and our
curriculum learning (CL). For curriculum learning,
the model with only curriculum learning strategy
(Only-CL), the model-based strategy (CL-M), and
the rule-based strategy (CL-R) are evaluated.

As shown in Table 3, removing any of the ex-
isting components leads to a decrease in perfor-
mance. Interestingly, the removal of CL or Only-
CL brings the most obvious performance decrease.
This demonstrates that the curriculum learning
strategy itself doesn’t lead to better performance.
Its primary role in Elem4LCR-I is to enhance the
model’s comprehension of legal elements by pro-
viding a more reasonable learning order of samples.
The removal of the other three components also
results in a performance decrease to varying de-
grees, which shows that learning element concepts
and element-based relevance estimation simulta-
neously leads to better performance. Besides, the
model-based curriculum learning strategy shows
comparable performance to the rule-based strat-
egy, indicating that our proposed curriculum is still
effective without human annotation.

5.4 Effect of Layer Number of Bi-Encoders

We fix the total number of parameters of our
Elem4LCR-I and investigate the effects of using
different layer numbers for bi-encoders (i.e., M ).
Correspondingly, an increase in bi-encoder layers
will result in a decrease in the cross-encoder lay-
ers. Our goal is to explore the best segmentation
locations for these two types of layers.

As shown in Figure 5, we find that the model’s
performance exhibits a general trend of initially
increasing and subsequently decreasing as the num-
ber of bi-encoder layers increases. When the num-
ber of bi-encoder layers is insufficient, the network
capacity is not enough to facilitate the comprehen-
sive capture of legal element concepts. However,
excessive layers in the bi-encoder impair the capac-
ity of the cross-encoders, leading to a decline in
matching ability. The experimental findings demon-
strate that a better balance can be achieved with
approximately 4 bi-encoder layers when employing
a 12-layer pre-trained language model.

1 2 3 4 5 6 7 8 9 10 11
Bi-Encoder's Layer Numbers
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Figure 5: Elem4LCR-I’s performance on different bi-
encoder layers.
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Figure 6: Elem4LCR-I’s performance on the common
query set and the controversial query set.

5.5 Results on Different Query Sets

LeCaRD divides query cases into two categories:
common queries and controversial queries. Gener-
ally speaking, controversial queries are more dif-
ficult compared to common queries. There are 77
common queries and 30 controversial queries in
LeCaRD. We select Elem4LCR-I as the represen-
tative of our proposed methods as it shows more
obvious advantage in ranking performance. The
results, as shown in Figure 6, reveal the following
observations: (1) Elem4LCR-I outperforms other
baselines on both sets, which demonstrates the ef-
fectiveness of using legal element information. (2)
On the controversial queries, BERT performs even
worse than BM25, but Elem4LCR-I still shows an
obvious advantage compared with baselines. It
shows that expert knowledge of legal elements is
effective for solving complicated samples, and this
conclusion is consistent with the example we de-
scribed in Figure 1.

6 Conclusion

In this paper, we contribute a new legal ele-
ment dataset (i.e., LeCaRD-Elem) by annotating
the legal elements of the widely-used LeCaRD
dataset using an efficient semi-automatic annota-
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tion method. Based on the proposed LeCaRD-
Elem dataset, we take the first step to explore the
incorporation of legal element knowledge for en-
hancing legal case retrieval by proposing two legal
element-aware ranking models (i.e., Elem4LCR-E
and Elem4LCR-I). Experimental results demon-
strate superior ranking performance of our pro-
posed models over existing baselines.

7 Acknowledgement

Zhicheng Dou is the corresponding author. This
work was supported by the National Key R&D Pro-
gram of China No. 2022ZD0120103, National Nat-
ural Science Foundation of China No.62272467,
the fund for building world-class universities (disci-
plines) of Renmin University of China, and Public
Computing Cloud, Renmin University of China.
The work was partially done at the Engineering
Research Center of Next-Generation Intelligent
Search and Recommendation, MOE.

8 Limitations

The legal domain encompasses many specialized
subfields (e.g., criminal law and civil law). Similar
to most previous research on legal case retrieval,
our work focuses on Chinese criminal cases. Be-
sides, the proposed approaches require legal ele-
ment annotations during training, which restricts
their transferability to certain datasets.

9 Ethical Considerations

The legal domain is a sensitive area for the appli-
cation of NLP technology. Our proposed meth-
ods aim to enhance the performance of legal case
retrieval systems, yet they can not guarantee uni-
formly high-quality results for all queries. In real-
world scenarios, multiple factors such as out-of-
distribution queries and the lack of similar cases in
the case corpus can result in poor retrieval perfor-
mance. Based on the above discussion, we advise
expert users to carefully examine the search results
and independently determine their suitability for
reference.
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Appendix

A LeCaRD-Elem’s Long-tail Distribution

As shown in Figure 7, the red curve in the figure
represents the power law distribution employed
for data fitting. Furthermore, we analyze typi-
cal elements sampled from both high-frequency
and low-frequency elements. Typical representa-
tives of high-frequency elements are “confessing”,
“collusion with others” and “voluntary surrender”,
which may exist in different types of cases due
to their general characteristics; Representatives of
low-frequency elements are “forging invoices” and
“production and sales of inferior pesticides”, which
are both specific behaviors. This demonstrates that
the LeCaRD-Elem dataset exhibits fine-grained
characteristics as a result of the two-stage data
construction process, providing more exploration
space for downstream tasks.

B Training details of Elem4LCR-E

For the ranking task, our goal is to train a model
capable of taking the respective legal elements of
query and document as input, and then estimating
the relevance between them. The respective legal
element set Eq and Ed of the query and the can-
didate document are formulated as text sequences.
The two legal element sequences are concatenated
and input into the BERT encoder to learn the rele-
vance feature and score:

Felem = BERT[CLS](Eq ◦ ◦Ed),

Selem = ϕ(Felem),
(8)

where BERT[CLS] is the embedding output of
[CLS] token of BERT encoder, ◦ denotes concate-

nation, ϕ(·) is a multi-layer perceptron that trans-
forms relevance feature to a score. Given two doc-
uments di and dj , the probability that di is more
relevant than dj can be computed as follows:

Pij =
1

1 + exp(Sdj
elem − Sdi

elem)
. (9)

We denote P̄ij as the real probability. If di is
more relevant than dj then P̄ij = 1, otherwise
P̄ij = 0. Finally, we use the cross entropy function
to define the pairwise ranking loss:

Lrank = −P̄ij logPij − (1− P̄ij) log(1− Pij).
(10)

C Fundamental Knowledge of Mutual
Information

Mutual information is an important tool for quan-
tifying the dependency between two random vari-
ables. Mathematically, it is defined as the rela-
tive entropy between their joint distribution and
marginal distributions:

I(X;Y ) = H(X)−H(X|Y )

= H(Y )−H(Y |X),
(11)

where H(·) is the Shannon entropy, X and Y are
two random variables. However, in the practice of
deep learning, the representation space of random
variables is usually very high-dimensional. This
brings a great challenge for estimating the mutual
information. To address this issue, Belghazi et al.
(2018) proposed mutual information neural estima-
tion (MINE), transforming the optimization target
to a lower bound based on Donsker-Varadhan rep-
resentation of KL-divergence:

ÎDV
θ (X;Y ) := EJ[Tθ(x, y)]− logEM[eTθ(x,y)],

(12)
where EJ and EM represent joint distribution and
marginal distribution respectively, Tθ : X × Y →
R is a neural network approximator. Furthermore,
replacing KL-divergence with JS-divergence will
lead to a more stable optimization process and bet-
ter results (Hjelm et al., 2018):

ÎJSD
θ (X;Y ) := EJ[−sp(−Tθ(x, y))]

− EM[sp(Tθ(x, y))],
(13)

where sp(z) = log(1 + ez) is the softplus function.
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D Implementation Details

Elem4LCR-E. In the element prediction task, the
learning rate is set to 1e-4. α and γ of focal loss
are set to 2 and 0.7, respectively. In the ranking
task, we impose a maximum length restriction of
150 tokens for both query and document elements,
which can cover all the elements for over 99.8%
cases. The learning rate is set to 3e-6.

Elem4LCR-I. The element-based teacher ranker
and the description-based student ranker need to
be trained. We conducted multiple experiments
to select the parameters of these models. For the
element-based teacher ranker, the prompt length is
20, the batch size is set to 128, and the learning
rate is set to 3e-5; For the description-based student
ranker, the lengths of query tokens and case tokens
are set to 250 and 259 respectively. The learning
rate is set to 1e-5. All experiments are conducted
on four Nvidia A100-40g GPUs.

E Discussion of the Two Proposed
Approaches

As shown in Table 2, based on the current element
prediction accuracy, Elem4LCR-I achieves supe-
rior ranking performance. However, it’s worth not-
ing that the proposed implicit approach is not con-
sistently more suitable than the explicit one in all
scenarios. Specifically, our suggestions are: (1) In
scenarios where users directly perform the search
(e.g. case retrieval system), the explainability of
explicit element labels provided by Elem4LCR-E
is a user-friendly advantage. Moreover, users who
are expert in law can manually modify the mistaken
element labels of the query, which also potentially
improves the performance of the explicit approach.
(2) When retrieval is only an auxiliary module of
the system (e.g. the retrieval module of a large lan-
guage model), the benefits of better ranking results
provided by Elem4LCR-I will be more important.
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