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Abstract
The rapid proliferation of online content ne-
cessitates effective summarization methods,
among which dynamic aspect-based summa-
rization stands out. Unlike its traditional coun-
terpart, which assumes a fixed set of known
aspects, this approach adapts to the varied as-
pects of the input text. We introduce a novel
multi-objective learning framework employing
a Longformer-Encoder-Decoder for this task.
The framework optimizes aspect number pre-
diction, minimizes disparity between generated
and reference summaries for each aspect, and
maximizes dissimilarity across aspect-specific
summaries. Extensive experiments show our
method significantly outperforms baselines on
three diverse datasets, largely due to the ef-
fective alignment of generated and reference
aspect counts without sacrificing single-aspect
summarization quality.

1 Introduction

With the rapid increase in digital content, the need
for automated text summarization systems has
grown significantly, as summaries efficiently dis-
till key information from extensive texts. Among
various approaches, query-focused summariza-
tion (Wang et al., 2022; Zhong et al., 2021;
Zhu et al., 2022) and aspect-based summariza-
tion (Hayashi et al., 2021; Ahuja et al., 2022)
are particularly prominent for generating content-
specific summaries. These methods, referenced in
recent studies, cater to diverse information needs
by emphasizing particular aspects or queries within
the summaries. Aspect-based summarization, il-
lustrated in Figure1, specifically focuses on ex-
tracting and summarizing information relevant to
predefined aspects, offering a targeted approach to
understanding large datasets.

However, both methodologies encounter sub-
stantial constraints with the requirement of pre-
specified aspects, thereby limiting their applica-
bility. Dynamic aspect-based summarization, a

Figure 1: Diagram illustrating aspect-based summariza-
tion, with distinct colors representing different aspects.
"[SEN i]" indicates the i-th sentence in the source arti-
cle.

recently proposed task (Tan et al., 2020; Mad-
dela et al., 2022), requires models to automati-
cally identify and extract relevant aspects from a
given text, removing the need for prior knowledge
about aspect numbers or content. Prior research on
DABS typically adopts a two-phase methodology,
initially focusing on generating aspect-based ele-
ments—such as identifying key sentences (Hayashi
et al., 2021; Amar et al., 2023) or keywords (Souza
and Manzato, 2022; Yang et al., 2023b; Zhu et al.,
2021) relevant to each aspect. This step is fol-
lowed by employing a conventional summarization
model that integrates the identified aspect infor-
mation with the main article. An alternative ap-
proach utilizes the capabilities of large language
models (LLMs), such as GPT-3.5-turbo, for aspect-
based summarization without predetermined as-
pects (Yang et al., 2023a; Guo and Vosoughi, 2024).
However, despite LLMs’ potential, their effective-
ness in DABS is often lower than the two-step
approach, mainly due to their insufficient explicit
aspect knowledge and prior information (Guo and
Vosoughi, 2024).

To solve this task, we propose a novel multi-
objective dynamic aspect-based summarization
framework, which we call MODABS. Our frame-
work dynamically identifies and summarizes the as-
pects without needing prior knowledge. Our multi-
objective model not only works towards the con-
ventional summarization objective but also predicts
the number of aspects and works towards maximiz-
ing the divergence (i.e., minimizing the overlap)
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between the summaries of different aspects. Em-
pirical evaluations on three datasets for this task
show that our framework outperforms the existing
models in predicting the number of aspects and
generating high-quality aspect-based summaries.
Furthermore, our ablation analysis reveals the cru-
cial role of multi-objective learning in enhancing
performance.

The contributions1 of this work are as follows:

• We propose a novel multi-objective frame-
work, called MODABS, that enables the gen-
eration of multiple aspect-specific summaries
from a single input without requiring prior
knowledge of the aspects. Alongside the stan-
dard summarization objective, we incorporate
the divergence of different aspect-based sum-
maries and the prediction of the aspect num-
ber to enhance the performance of our method.
The versatility of our framework allows it to
be incorporated with any encoder-decoder or
decoder-only model.

• Through our ablation analysis, we demon-
strate the effectiveness of these additional ob-
jectives in improving dynamic aspect-based
summarization. By controlling the distance
between the generated summaries and the pre-
cision of the aspect numbers, our approach
achieves enhanced performance.

2 Related Work

2.1 Datasets for Aspect-Based Summarization
Numerous studies have explored aspect-based sum-
marization, predominantly in the context of re-
views such as those for products or restaurants (Lu
et al., 2009; Wang and Ling, 2016; Yang et al.,
2018; Angelidis et al., 2021; Amplayo et al., 2021;
Chu and Liu, 2019). Recently, the research scope
expanded to include news articles, which facili-
tated the creation of artificially engineered datasets
with pre-defined aspects (Frermann and Klemen-
tiev, 2019; Ahuja et al., 2022). Encyclopedia data,
another substantial information source, has been
leveraged for crafting aspect-based summarization
datasets (Hayashi et al., 2021). This diversification
tests the generalizability of models across different
datasets. The entity-based summarization dataset
proposed by Maddela et al. (2022) offers another
angle on aspect-based summarization.

1The code and data for this paper are available here:
https://github.com/xiaobo-guo/MODABS

Nevertheless, a significant limitation persists
across these datasets: they all have pre-defined
aspects. Consequently, the aspects related to a
domain’s samples remain static, simplifying the
task considerably. Therefore, dynamic aspect-
based summarization is proposed where aspects
are neither limited nor predefined. This approach
encompasses datasets that identify entities (e.g.,
AnyAspect (Tan et al., 2020), ENTSUMV2 (Mad-
dela et al., 2022)) or conceptual labels/sub-topics
within the text (e.g., OASUM (Yang et al., 2023b),
OpenAsp (Amar et al., 2023)). Furthermore, exten-
sions like disordered-DABS (Guo and Vosoughi,
2024) add complexity by introducing disordered
aspect information, where sentences related to the
same aspect may not appear in sequence.

2.2 Methods in Dynamic Aspect-Based
Summarization

Existing methods for dynamic aspect-based sum-
marization (DABS) have primarily evolved from
traditional aspect-based summarization techniques,
where models leverage automatically generated as-
pect information to produce summaries. The land-
scape of DABS is predominantly shaped by two
frameworks: one that segments the task into sen-
tence grouping and summarization, and another
that generates summaries based on predetermined
aspect keywords.

The first approach uses a two-step procedure to
deliver aspect-specific summaries (Liu et al., 2018).
Angelidis and Lapata (Angelidis and Lapata, 2018)
proposed a weakly supervised method for this task,
leveraging a topic extractive component and a sum-
marizer. These techniques typically group sen-
tences using domain-specific information. For im-
proved model generalization, recent studies have
favored supervised methods for sentence grouping,
utilizing trained classifiers (Hayashi et al., 2021;
Amplayo et al., 2021), or sentence embeddings sim-
ilar to identified topic sentences (Angelidis et al.,
2021).

An alternative method for aspect-based sum-
marization is the controllable generation, com-
monly applied across various domains such as
politeness (Sennrich et al., 2016), content (Fan
et al., 2018), and style (Ficler and Goldberg, 2017).
Based on the idea of controllable generation He
et al. (2022) use keywords as prompts, which was
further enhanced by Ahuja et al. (2022), who de-
vised a supervised method to select aspect-oriented
keywords. Note that when applying these methods
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to the DABS, the supervised method for sentence
clustering and keyword generation shifts to an un-
supervised approach, like BERTopic (Grootendorst,
2022), due to the lack of ground truth in the initial
phase of aspect-based information extraction (Yang
et al., 2023b; Guo and Vosoughi, 2024; Maddela
et al., 2022).

Beyond these conventional methods, an alter-
native one-step approach utilizes prompting tech-
niques alongside LLMs, such as GPT-3.5-turbo or
GPT-4 (Goyal et al., 2022; Yang et al., 2023a; Guo
and Vosoughi, 2024). This method relies on crafted
prompts to direct LLMs in generating aspect-based
summaries from the given inputs. Given that LLMs
require no prior domain-specific knowledge, they
are theoretically well-suited for addressing the chal-
lenges of dynamic aspect settings. Despite this, the
Prompting method has shown limited success in
such contexts, as identified by (Guo and Vosoughi,
2024), primarily due to the insufficiency of aspect
information and prior knowledge, which signifi-
cantly hinders the model’s ability to accurately ful-
fill the task.

To overcome these challenges, our study intro-
duces a novel multi-objective approach that lever-
ages weak-supervised techniques. This method
allows language models to implicitly understand
aspect-based information, aiding in the generation
of coherent aspect-based summaries. By integrat-
ing weak supervision, our approach addresses the
complexities of DABS more effectively, sidestep-
ping the need for explicit aspect annotations or
extensive preprocessing.

3 Datasets

In our study, we focus on three datasets de-
signed for dynamic aspect-based summarization:
Disordered-DABS (Guo and Vosoughi, 2024) and
OASUM (Amar et al., 2023).

Disordered-DABS is crafted for disordered dy-
namic aspect-based summarization, encompassing
two datasets: D-CnnDM, adapted from CNN/Daily
Mail (See et al., 2017), and D-WikiHow from Wik-
iHow (Koupaee and Wang, 2018). These datasets
utilize existing summarization datasets to generate
aspect-based summaries by merging multiple sam-
ples (D-CnnDM) or segmenting topics into detailed
steps (D-WikiHow), introducing shuffled input sen-
tences to mimic the disorder often found in online
discussions.

OASUM is a dynamic aspect-based summariza-

tion dataset containing over three million samples.
Unlike Disordered-DABS, aspects in OASUM may
exhibit hierarchical structures, where one aspect
may be nested within another, e.g., “History” and
“History: Japanese invasion”. To ensure a fair
comparison with other baselines, we preprocess
OASUM to retain only aspects with the narrowest
scope. Similar to Disordered-DABS and Frermann
and Klementiev (2019), sentence shuffling is intro-
duced to create disorderly scenarios.

Both DDABS and OASUM datasets include
samples with very long inputs, single-aspect sum-
maries, or multiple aspects. Following Guo and
Vosoughi (2024) and Yang et al. (2023b), we pre-
process these datasets by truncating source arti-
cles and summaries and limiting the number of
aspects based on their average length and variabil-
ity, as detailed in Appendix C.3. Given that the
original OASUM dataset includes about half of its
samples with only one aspect, we exclude these
single-aspect samples from our experiments.

4 Methodology

Our fine-tuning process, illustrated in Figure 2, di-
verges from standard summarization fine-tuning in
two key areas: First, we modify the decoder em-
beddings with the intent to account for multiple
aspects, a feature not commonly considered in tra-
ditional summarization tasks. By transforming the
embeddings, our model generates multiple aspect-
specific summaries concurrently, offering a more
comprehensive summary of the input text. Second,
we incorporate a multi-objective learning scheme
into our framework.

These objectives include not only the standard
text summarization task but also the maximiza-
tion of the distance between different aspect-based
summarization representations. Furthermore, our
model is designed to predict the number of aspects
based on the decoding representation. In effect,
the multi-objective learning approach encourages
our model to create more distinct and specific sum-
maries per aspect, thus enhancing the granularity
and precision of the summarization.

4.1 Decoder Embeddings

In traditional encoder-decoder or decoder-only
models, the decoder generates embeddings (E) of
shape B × L × D, where B is the batch size, L
is the summary length, and D is the dimensions
of all heads. This embedding is then passed to
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Figure 2: Diagram of our framework. Colored sentences represent different aspects. “[SEN i]” indicates the
i-th sentence in the input. Aspects, tokens, and their generated summaries are denoted as Aspi, Ti, and Ŝumi,
respectively. The predicted number of aspects is #̂Asp, while ground-truth summaries and aspect numbers are
Sumi and #Asp, respectively. Cross-entropy loss and KL divergence loss are indicated by “CE” and “KLD”.
Weights for different losses are λ1/2/3.

a language model (LM) head to generate the to-
ken distribution. Our model, aiming to generate
multiple aspect-specific summaries simultaneously,
reshapes E into B × L × N × Dn, where N is
the predefined maximum number of aspects and
D = N × Dn. To produce N aspect-specific
summaries ( ̂Sum1, ̂Sum2, · · · ̂SumN ), we apply
an LM head to these aspect-based embeddings.
Following standard convention, the model predicts
the number of aspects using the embeddings of all
aspect-based summaries’ first tokens (E[:, :, 0, :]).
This transformed embedding is then sent to a clas-
sifier head to estimate the aspect number (#̂Asp).

4.2 Multi-Objective Learning
Our model incorporates two additional objectives
beyond standard text summarization: maximizing
the distance between aspect-based summarization
representations and predicting the aspect count us-
ing the decoding representation. Our loss function,
therefore, comprises three components: (1) The
cross-entropy (CE) loss between generated (Ŝumi)
and reference (Sumi) summaries (Eq. 1); (2) The
KL divergence (KLD) between different aspect-
specific summaries, bounded by a limit function
(L) (Eq. 2); (3) The cross-entropy loss between
predicted (#̂Asp) and reference (#Asp) aspect
numbers (Eq. 3). The final loss for a model with a
maximum aspect count of N is then computed as:

Loss =λ1 ∗
∑

iCE(Ŝumi, Sumi)

N
(1)

+λ2 ∗ −
∑

i,j L(KLD(Ŝumi, ̂Sumj))

N
(2)

+λ3 ∗ CE(#̂Asp,#Asp) (3)

λ1, λ2, and λ3 are weights assigned to each objec-
tive. The limit function, L, can be either a Sigmoid
or Tanh. More details on the weighting of the loss
and the limit function are given in Appendix A.1.
The intuition behind the multi-objective setting is
expanded on in Appendix A.

5 Experiments2

5.1 Baselines and Metrics

We compare our model against three baselines con-
sistent with those used in the Disordered-DABS
and OASUM datasets: Cluster, Keywords, and
Prompting.

For Disordered-DABS (specifically, the D-
CnnDM and D-WikiHow sub-datasets), our bench-
marks align with those reported by Guo et al. (Guo
and Vosoughi, 2024) for both the Cluster and Key-
words strategies. For OASUM, we adhere to the
aspect-based summarization methodology as de-
tailed by Guo et al.(Guo and Vosoughi, 2024).
Notably, for the Keywords method, we opt for a
hyper-parameters-tuned BERTopic model for key-
word generation, diverging from the utilization of
Wikipedia subtitles to mitigate potential perfor-
mance inflation due to leaked aspect information.

We extend our exploration of the Prompting strat-
egy to encompass both zero-shot learning outcomes
and few-shot fine-tuning results, as reported by
Guo et al. (Guo and Vosoughi, 2024), leveraging
the latest OpenAI API capabilities for fine-tuning
the GPT-3.5-turbo model to accept up to 16k in-
put tokens. Detailed insights into GPT-3.5-turbo
are provided in Appendix C.2. The prompts are de-
signed as follows: We generated five initial prompts

2The computing infrastructure is detailed in Appendix C.1
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Dataset Model #AbsAspDiff BERTScore Rouge-1 Rouge-2 Rouge-L
D-CnnDM Keywords 1.3 (0.0)* 14.2 (0.1)* 24.8 (0.0)* 8.9 (0.2)* 17.2 (0.1)*

Cluster 1.3 (0.0)* 15.1 (0.2)* 25.4 (0.1) 9.1 (0.1)* 17.1 (0.1)*
GPT-3.5-Zero 6.2 9.1 12.4 4.1 9.1
GPT-3.5-Tuned 3.5 12.9 18.4 6.7 11.9
MODABS 1.0 (0.1) 18.2 (0.4) 26.4 (0.5) 9.7 (0.2) 18.3 (0.4)

D-WikiHow Keywords 2.7 (0.1)* 30.5 (0.1)* 14.6 (0.2)* 5.0 (0.1)* 14.2 (0.2)*
Cluster 2.7 (0.1)* 31.3 (0.0)* 19.1 (0.1)* 7.8 (0.1)* 18.5 (0.1)*
GPT-3.5-Zero 5.5 17.7 11.4 3.8 10.3
GPT-3.5-Tuned 3.8 20.7 13.4 5.2 12.6
MODABS 1.5 (0.1) 40.6 (0.6) 23.0 (1.0) 9.5 (0.6) 22.4 (0.9)

OASUM Keywords 1.5 (0.0)* 21.8(0.8)* 22.3 (0.1)* 11.0 (0.0)* 19.4 (0.0)*
Cluster 1.5 (0.0)* 20.7(0.1)* 21.2 (0.1)* 10.0 (0.0)* 18.6 (0.00)
GPT-3.5-Zero 4.2 9.9 11.9 4.4 9.0
GPT-3.5-Tuned 1.0 14.2 19.8 8.9 15.8
MODABS 0.5 (0.0) 28.5 (0.1) 29.9 (0.1) 14.9 (0.1) 26.0 (0.1)

Table 1: The performance of our models and baselines across all three datasets. Mean scores are reported,
accompanied by standard deviations in brackets. An asterisk (*) indicates a statistically significant difference
(p<0.05) between the baseline models and our MODABS implementation. Due to budgetary constraints, the results
for GPT-3.5-Zero and GPT-3.5-Tuned are derived from a single experimental run; consequently, standard deviations
and p-values could not be computed for this model.

tailored to the summarization task and selected the
most effective one based on performance. This
prompt was then refined through multiple iterations,
to ensure adherence to format, aspect, and length
requirements. The finalized prompt emphasizes the
generation of concise, aspect-specific summaries.

Our evaluation employs a suite of automatic met-
rics: BERTScore, Rouge-1, Rouge-2, Rouge-L,
and #AbsAspDiff. These metrics, assessing sum-
mary quality through precision, recall, and linguis-
tic quality, are complemented by #AbsAspDiff,
which specifically quantifies the discrepancy in
aspect numbers between reference and gener-
ated summaries, employing the aspect alignment
methodology from Guo et al. (Guo and Vosoughi,
2024) for a consistent comparison framework.

In addition to automatic metrics, we incorporate
human annotation scores, evaluating summaries
on “Coherence”, “Consistency”, “Fluency”, “Rele-
vance”, “Aspect Quality”, and “Overall Rank”, as
informed by previous work (Fabbri et al., 2021;
Guo and Vosoughi, 2024; Amar et al., 2023; Yang
et al., 2023b). These human-centric scores ensure
a comprehensive assessment of summary quality
from both technical and perceptual standpoints.
The criteria and details pertaining to human an-
notators are elucidated in Appendix B.

5.2 Automatic Evaluation Results

The performance of our MODABS model, along-
side baseline methods, is summarized in Table 1.
These results leverage the Longformer-Encoder-
Decoder (Beltagy et al., 2020) used by both
datasets for its ability to take more than 10k in-
put tokens.

As shown in Table 1, MODABS excels in all
evaluation metrics across the three datasets. The
performance improvements over baseline models
are statistically significant (p<0.05). The small-
est performance gains are seen on the D-CnnDM
dataset, whereas OASUM exhibits the most marked
improvements.

This suggests that our model’s efficacy may be
tied to the intricacy of distinguishing between as-
pects. Given that D-CnnDM aggregates multiple
news articles, it inherently presents fewer complex-
ities, accounting for the smaller gains observed.
GPT-3.5-Zero performs sub-optimally due to its
deployment as an off-the-shelf model with zero-
shot inference. In line with the findings reported
by Guo and Vosoughi (2024), our study observes
that the performance of GPT-3.5-Tuned, when ap-
plied to the DABS task, significantly exceeds that
of zero-shot learning approaches.

This enhancement underscores the value of fine-
tuning in tailoring model responses to the specific
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nuances of DABS tasks. Despite this improvement,
it is noteworthy that GPT-3.5-Tuned does not reach
the performance benchmarks set by the two-step
baseline models or our proposed MODABS. This
underscores the advanced capability of MODABS
in dynamically navigating the challenges of aspect-
based summarization, further reinforcing the ne-
cessity for specialized approaches in handling the
intricacies of such tasks.

Analyzing the absolute aspect count differ-
ences between reference and generated summaries,
MODABS exhibits consistent performance across
datasets, unlike the variable outcomes from other
baselines. This stability implies that, in addition to
aspect-based summarization, our model effectively
predicts aspect numbers. We validate this aspect
number prediction against two baseline methods:
(1) a fine-tuned classifier and (2) the BERTopic
model with adjusted hyperparameters.

D-CnnDM D-WikiHow OASUM

Classifier 1.69 (0.34) 1.89 (0.02) 0.48 (0.00)
Cluster 1.28 (0.00) 2.69 (0.06) 1.48 (0.00)
MODABS 1.04 (0.01) 1.48 (0.07) 0.51 (0.01)

Table 2: Absolute aspect number difference between
model predictions and ground-truth summaries. “Classi-
fier” and “Cluster” correspond to predicting the number
of aspects using a classifier and BERTopic, respectively.

Table 2 demonstrates MODABS superiority over
the “Cluster” method across all datasets. Compared
with the “Classifier” method, MODABS performs
better on D-CnnDM and D-WikiHow and almost
the same on OASUM. This unexpected result un-
derscores the benefit of incorporating the aspect
number prediction objective into our model’s loss
function.

5.3 Human Evaluations

Human evaluation metrics provide a reference-free
perspective, essential for assessing the quality of

datasets and baseline models in the context of the
source article. These evaluations concentrate on
two primary aspects: the overall quality of the sum-
marization and the quality of the aspects captured.

Following Fabbri et al. (2021), we assess sum-
maries using the following criteria: (1) Coherence,
assessing the structural integrity and logical flow
of the summary; (2) Consistency, ensuring the sum-
mary’s factual content aligns with the source, par-
ticularly by avoiding the inclusion of information
not present in the source articles; (3) Relevance,
highlighting the inclusion of critical content from
the source; and (4) Fluency, scrutinizing the gram-
matical and linguistic quality of the summary to
guarantee readability.

In addition to these criteria, the unique require-
ments of DABS necessitate an extra metric, Aspect-
Quality. This metric is crucial for evaluating the
effectiveness with which aspect-based summaries
maintain distinctiveness and focus. It ensures that
each aspect is not only delineated but also remains
the focal point within its designated summary (An-
gelidis et al., 2021; Amplayo et al., 2021; Guo and
Vosoughi, 2024).

The human evaluations were conducted on sam-
ples from the D-CnnDM dataset, following the
methodology and insights from Guo and Vosoughi
(2024). Annotators compared summaries from our
method against baselines using the five criteria
above and ranked them to determine overall quality.
Details about the annotators and their compensa-
tion can be found in Appendix B.

The results, detailed in Table 3, show our method
outperforming baselines across all criteria. We di-
vided evaluation criteria into single-aspect quality
(Coherence and Fluency) and multi-aspect qual-
ity (Consistency, Relevance, and Aspect Quality),
with our method showing marked improvements,
especially in multi-aspect quality. This suggests
our multi-objective learning framework effectively
enhances the model’s ability to identify and synthe-

Model Coherence Consistency Fluency Relevance Aspect Quality Rank

GPT-3.5-Zero 3.21 (1.28) 2.71 (0.75) 4.29 (1.12) 3.12 (0.80) 4.25 (1.07) 2.04 (0.95)
Keywords 3.17 (0.76) 2.79 (0.93) 3.38 (0.97) 3.25 (0.68) 3.00 (1.14) 3.12 (0.99)
Cluster 3.50 (0.72) 3.21 (0.78) 3.50 (0.72) 3.46 (0.88) 4.04 (1.00) 2.62 (0.71)
MODABS 3.83 (0.48) 3.79 (0.66) 4.54 (0.78) 4.38 (0.77) 4.67 (0.64) 1.21 (0.59)

Table 3: Average (std) human evaluation ratings (1–5 scale) on the five quality criteria and the ranking (1–4 scale),
determined by 30 instances from the test samples. The results of GPT-3.5-Zero, Keywords, and Cluster except for
the Rank is from Guo and Vosoughi (2024)
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Figure 3: An example of the source article, reference, and the generated Summaries. Empty quotes (“ ”) indicate
that no generated summaries correspond to this reference summary.

size relevant aspect-based information, particularly
in handling complex summarization tasks.

6 Ablation Analysis

In this section, we present examples of summaries
generated using different methods. We also con-
duct ablation analyses to investigate (1) The influ-
ence of the multi-objective settings and (2) The
influence of discrepancies in the aspect numbers
between the reference and generated summaries.

6.1 Examples of Summaries
Figure 3 offers an illustrative example that includes
the source article, reference summaries, and sum-
maries generated by both the baseline models and
MODABS. The source article discusses the proce-
dure for resetting a phone to its factory settings.
For easier comparison, we have aligned the ref-
erences and generated summaries. Instances of
empty quotes (“ ”) indicate the absence of a cor-
responding generated summary for a given refer-
ence summary. Notably, MODABS produces two
aspect-based summaries, highlighting its capability
to address multiple aspects simultaneously. In con-
trast, the Keywords and Cluster methods generate
summaries focused on a single aspect only.

Regarding the Prompting method, the summary
generated by GPT-3.5-Zero is notably as long or
even longer than the source article itself, indicating
inefficiency in condensing information. GPT-3.5-
Tuned shows an attempt to cover all three iden-

tified aspects but introduces an additional aspect
not present in the source article, demonstrating a
tendency towards hallucination. This issue is criti-
cal in summarization tasks, as it can compromise
the accuracy and reliability of the generated sum-
maries.

6.2 Influence of the Multiple Objectives

To assess the impact of various multi-objective con-
figurations on model performance, we analyzed a
20% sample of the dataset. Detailed settings of the
loss weights for these experiments are provided in
Appendix A.1. The outcomes of these configura-
tions are summarized in Table 4, showcasing the
effects of different objective combinations across
all three datasets.

The addition of Aspect number prediction loss
(+Asp) directly enhances the model’s proficiency in
accurately predicting the number of aspects within
summaries, as evidenced by improvements in the
#AbsAspDiff metric. This direct targeting, how-
ever, does not extend to improving the diversity
among aspect-based summaries. Consequently,
while #AbsAspDiff benefits from this focus, other
performance metrics are the worst among all three
model architectures

In contrast, the integration of KL Divergence
loss (+KLD) demonstrates a broader impact on
performance metrics, with notable exceptions. Al-
though KLD generally fosters improvements across
most metrics by enhancing differentiation between
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Dataset Model #AbsAspDiff BERTScore Rouge-1 Rouge-2 Rouge-L

D-CnnDM
+Asp 1.27 10.39 20.38 6.17 14.51
+KLD 1.30 12.71 21.82 7.23 15.37
All 0.93 14.89 24.05 8.02 17.00

D-WikiHow
+Asp 1.89 33.99 15.34 4.38 14.93
+KLD 2.14 34.28 16.19 5.05 15.75
All 1.63 38.37 21.91 8.57 21.21

OASUM
+Asp 0.54 23.74 25.37 10.78 21.90
+KLD 0.55 24.49 26.51 11.95 22.95
All 0.52 24.80 26.73 12.03 23.19

Table 4: Optimal performance metrics for models employing various objectives. The terms “+Asp” and “+KLD”
indicate the inclusion of additional loss metrics alongside the standard summary cross-entropy loss, where “+Asp”
refers to the loss associated with predicting the number of aspects, and “+KLD” refers to the KL Divergence loss
calculated between different aspect-specific summaries. The designation “All” represents the aggregation of all
considered loss metrics.

aspect-based summaries, it does not benefit the
#AbsAspDiff metric. This discrepancy stems from
KLD’s propensity to penalize mismatches in aspect-
based summary distributions, which can inadver-
tently raise the KL Divergence in cases where an
aspect-based summary is inaccurately identified as
empty. It is important to note that the penalization
for incorrect aspect number predictions inherently
affects these scores, suggesting that the actual per-
formance impact of KLD could be more favorable
than initially apparent when solely considering its
effect on aspect number accuracy.

The true potential of our approach is unlocked
through the combination of both Aspect number
prediction and KL Divergence losses. This com-
bination not only rectifies the individual limita-
tions posed by each loss when applied in isola-
tion but also capitalizes on their strengths to fos-
ter a comprehensive enhancement of model per-
formance. By accurately predicting aspect num-
bers and promoting diversity in aspect-based sum-
maries, the model achieves a significant, balanced
improvement across all evaluated metrics. This syn-
ergy demonstrates the effectiveness of our multi-
objective framework.

6.3 Analysis of Aspect Number Discrepancies

The difference in aspect numbers between refer-
ence and generated summaries plays a significant
role in the performance of the models of the DABS
task. Hence, we examine the distribution of the
aspect number discrepancies between references
and generated summaries for the MODABS and all
baselines in Figure 4.

As seen in Figure 4, MODABS is more accurate

at predicting the number of aspects compared to
the baselines, which aligns with expectations since
MODABS’s learning objective includes an aspect
number prediction component. This improvement
is manifested in two distinct ways. Firstly, the
pronounced peak at a “0” difference indicates that
MODABS more frequently aligns with the reference
regarding aspect count, underscoring its precision
in aspect prediction. Secondly, unlike other mod-
els, particularly GPT-3.5-Zero, MODABS exhibits
a zero-centric distribution. This pattern suggests a
more refined comprehension of the dataset-specific
aspect definitions by MODABS and highlights its
methodological advantage in understanding the nu-
anced structure of aspect-based information.

The distributions associated with Prompting
methods, represented by GPT-3.5-Zero and GPT-
3.5-Tuned, further illuminate the dynamics of as-
pect prediction. GPT-3.5-Zero tends to overesti-
mate the number of aspects, as evidenced by a right-
shifted curve, whereas fine-tuning through GPT-
3.5-Tuned corrects this bias, resulting in a distri-
bution that is slightly left-shifted, indicating fewer
aspects predicted than the reference. This shift
underscores the adaptability of LLMs to capture
the definitional nuances of aspects through mini-
mal tuning, with less than 200 samples required
for effective learning. Interestingly, the BERTopic
method, even without hyperparameter optimization,
demonstrates an ability to surpass the performance
of LLMs in this context. This observation may
point to limitations within LLMs’ capacity to grasp
and replicate aspect-based summaries’ complex,
multifaceted nature without extensive customiza-
tion or domain-specific tuning.
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Figure 4: Distribution of aspect number differences between reference and generated summaries for all three
datasets.

7 Conclusion and Future Directions

This study introduces a robust multi-objective
framework tailored for dynamic aspect-based sum-
marization, addressing the complexities of disor-
dered information prevalent in today’s digital land-
scape. By innovatively merging aspect discovery
with aspect-based summarization, our approach
surpasses traditional methods in accurately pre-
dicting aspect counts and significantly enhances
summary quality. The empirical evidence drawn
from extensive experiments across various datasets
underscores the efficacy of our framework.

Looking ahead, the integration of advanced at-
tention mechanisms and adaptive layers promises
to further refine our model, paving the way for
even more precise and efficient summarization tech-
niques.

8 Limitations & Ethial Considerations

We foresee no significant ethical issues related to
our work. However, we employ three publicly ac-
cessible datasets that may contain sensitive or offen-
sive material. Researchers are advised to approach
these datasets with caution.

When applying the findings and the method pro-
posed in our study to summarization tasks, the fol-
lowing potential limitations should be taken into
account:

Dependence on Loss Weights: Our multi-
objective framework’s performance depends on the
weights assigned to various objectives, which may
differ from one dataset to another. Currently, we
determine the optimal weight combination through
small-scale dataset experiments, a process that is
both time-consuming and not necessarily success-
ful in finding the best combination. Future work

could involve treating these weights as learnable
parameters.

Model Compatibility: In our research, we
restricted our experimentation to the Longformer-
Encoder-Decoder due to length constraints. Even
though our framework is designed to be compati-
ble with all encoder-decoder/decoder-only models,
additional verification is required.

Memory Requirements: The multi-objective
learning process of DAS demands more GPU mem-
ory than the baseline models. Mitigating this con-
straint is a challenge, but potential solutions could
involve the use of models like RWKV (Peng et al.,
2023), or Hyena (Poli et al., 2023), which have
linear or non-dependent memory requirements rel-
ative to the input/output length.

Language Constraints: Our experiments have
been exclusively conducted in English. Although
our method is theoretically language-independent,
it is still uncertain whether our framework will
effectively generalize to other languages. More
tests are needed to affirm this.
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A Multi-objective Loss

The parameters for our model’s multi-objective
framework are based on the following observations
and considerations:

Cross-Entropy Loss: For the summarization
task, it is vital to calculate the cross-entropy loss
between the generated and reference summaries.
This approach directs the model toward producing
more accurate summaries.

KL Divergence Loss: Our experiments reveal
that models often generate summaries applicable
to several aspects, likely to reduce the average loss
across aspects. This propensity could result in the
creation of generic, non-aspect-specific summaries,
conflicting with our goal of dynamic aspect-based
summarization. To counter this, we incorporate KL
divergence loss between single-aspect summaries.

Aspect Number Prediction: Our trials show
that a mismatch in aspect numbers between the ref-
erence and generated summaries can significantly
affect the model’s performance. To minimize this
difference, we incorporate an objective to predict
the number of aspects.

By integrating these objectives, we aim to build
a multi-objective framework capable of producing
aspect-based summaries that are both accurate and
unique to each aspect while accurately predicting
the number of aspects.

A.1 Loss Weight and Limit Function

Selecting the weights (λ1, λ2, and λ3) for each ob-
jective in the multi-objective learning framework
is crucial to balance each task’s contribution to the
model’s final performance. In our method, λ1 is
always set to 1, while the values for λ2 and λ3 are
determined via grid search. For this process, we
set aside a fraction (20%) of the original dataset
and fine-tuned the model using different combina-
tions of weights. We choose the weight values of
λ2 and λ3 from 0 (which disables the correspond-
ing objective), 0.1, 0.5, or 1. The combination
that yielded the best performance on the validation
data was chosen as the optimal one for the main
experiments.

An alternative approach, which could potentially
improve the model’s performance, involves adding
a layer to the model to learn the optimal weight
settings during the fine-tuning process using the
complete dataset.

Regarding the limit function (L), its purpose is
to ensure numerical stability during fine-tuning.

The KL divergence, which measures the disparity
between two probability distributions, could poten-
tially become very large or even infinite, destabi-
lizing the fine-tuning process. To prevent this, we
employed the limit function to cap the KL diver-
gence to bound the limits (using either the Tanh
or Sigmoid functions). However, our experiments
indicated that this limit might reduce our model’s
performance in cases where there was no numerical
stability issue.

B Human Annotators

For this task, each sample is evaluated with three
evaluators. The evaluators are paid about 10–15
dollars per hour for this task. We look for evalu-
ators with a bachelor’s degree or higher living in
the US. We also require that the evaluators have a
good command of English. The evaluators are told
that this will be used for academic usage.

We follow the instructions used by Guo and
Vosoughi (2024) for the human evaluation process.
We provide the scores of baselines to align the score
of the baselines and our MODABS.

C Experimental Details

C.1 Computing Infrastructure

For our experiments, we used a Lambda machine
equipped with 250 GB of memory, 4 RTX 8000
GPUs, and 32 CPU cores. The machine runs on
Ubuntu 20.04, and our experiments were conducted
using Python 3.8.10. The CUDA version is 11.9,
and the GPU Driver Version is 520.61. The main
packages we utilize include bertopic (0.14.1), cuml-
cu11 (23.4.1), deepspeed (0.8.0), torch (1.13.1),
scikit-learn (1.1.2), sentence-transformers (2.2.2),
scipy (1.9.1), transformers (4.22.1), and numpy
(1.23.3). The complete list of packages will be
provided in the code release.

C.2 GPT-3.5-Turbo Details

In our experiments, we leveraged multiple versions
of GPT-3.5-Turbo, adapting to the evolving Ope-
nAI APIs and model updates. The specifics of our
model usage are as follows:

• For D-CnnDM and D-WikiHow, the dataset
paper by Guo and Vosoughi (2024) reports
zero-shot learning results using GPT-3.5-
Turbo-16k-0613. Our few-shot fine-tuning
experiments were conducted with GPT-3.5-
Turbo-1106.
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• In the case of OASUM, we employed GPT-
3.5-Turbo-1106 for both zero-shot and few-
shot learning experiments.

The determination of the optimal number of sam-
ples for fine-tuning was a pivotal aspect of our
methodology. Consistent with the insights provided
by Guo and Vosoughi (2024), our observations con-
firmed that increasing the number of fine-tuning
samples does not necessarily lead to a linear im-
provement in model performance. Consequently,
we relied on evaluating the loss values from vali-
dation sets obtained during the fine-tuning process
to identify the most effective model configuration
for the D-CnnDM and OASUM datasets. For the
D-WikiHow dataset, we adopted the fine-tuning
settings as recommended by Guo and Vosoughi
(2024). Table C1 presents the observed loss val-
ues for different fine-tuning sample sizes for both
D-CnnDM and OASUM. The process of selecting
the sample number was halted once we identified a
point of diminishing returns, where additional sam-
ples no longer contributed to performance gains.
The model configuration that achieved the highest
level of performance was subsequently chosen for
detailed presentation in the main paper.

DCnnDM OASUM

50 1.9651 1.4669
100 1.0328 1.2620
200 0.2759 1.3198
400 1.5383 N/A

Table C1: The loss of both datasets on the sampled vali-
dation sets with various numbers of fine-tuning samples.
The ones with the best performance are bolded.

C.3 Data Processing
Table C2 outlines the established thresholds for
the length of source articles, the length of single-
aspect summaries, and the maximum number of
aspects considered for truncation during our exper-
iments. Specifically, the threshold for summary
length pertains to the length allocated for a single
aspect, with the aggregate length of multi-aspect
summaries being the product of this threshold and
the number of aspects. Our data processing ap-
proach aligns with the methodologies employed by
Guo and Vosoughi (2024) and Yang et al. (2023b)
for baseline comparisons.

For all datasets, truncation of source articles and

single-aspect summaries is guided by statistical
measures, specifically the mean and standard de-
viation of their lengths, setting the threshold to
approximately the mean plus twice the standard de-
viation (≈ mean + 2×std). This criterion ensures a
balanced representation of content while managing
outlier lengths effectively.

In determining the maximum number of aspects
(#Asp) for our datasets, we adopted dataset-specific
thresholds to reflect the inherent variability in as-
pect counts. For D-CnnDM, the threshold was
set based on the maximum aspect count observed
within the dataset, which stands at 11. For the other
datasets, recognizing their long-tail distribution in
aspect counts, we established thresholds of 16 for
D-WikiHow and 8 for OASUM. These thresholds
approximate the mean plus twice the standard devi-
ation (≈ mean + 2×std), enabling us to encompass
a broad spectrum of aspect distributions effectively.
Accordingly, samples that exceeded these thresh-
olds were omitted from our study. Additionally,
we excluded samples comprising solely of single
aspects from D-WikiHow and OASUM to prevent
single-aspect samples from predominating our ex-
periments, aligning with the approach suggested by
Guo and Vosoughi (2024). This decision ensures
a balanced representation across varying aspect
counts, enhancing the robustness of our analysis.

Arc. Leng Sum. Length #Asp

D-CnnDM 11,264 76 12
D-WikiHow 2,040 20 16
OASUM 8192 128 8

Table C2: The thresholds for the source article length,
single-aspect summary length, and the maximum aspect
number for all datasets.

C.4 BERTopic Hyperparameter Tuning

For the baselines, we performed a grid search for
tuning the BERTopic model hyperparameters. The
hyperparameters tuned for the BERTopic include
“n_neighbours”, “n_component”, and “min_dist”
which control the cluster size and the samples
within a cluster. We performed BERTopic clus-
tering on each sample of the validation data and
selected the combination of hyperparameters that
minimized the absolute difference between the gen-
erated and reference aspect numbers.
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C.5 Hyperparameters and Random Seeds
For our experiments, we used three random seeds
(0, 10, and 42) for the complete dataset experi-
ments. For the ablation analysis and loss weight
search, we used only one random seed (42). We
used the Hugging Face implementation for fine-
tuning the language model with a batch size of
4 due to GPU memory limitations. The training
epoch was set to 10 with an early stop, and all other
training process hyperparameters were set to the
default values provided by the package. We also
used DeepSpeed to reduce memory requirements
during the fine-tuning process. The specific Deep-
Speed configuration will be provided along with
our code.
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