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Abstract

Retrieval-Augmented Generation (RAG) is an effective solution to supplement necessary knowledge to large language models (LLMs). Targeting its bottleneck of retriever performance, “generate-then-read” pipeline is proposed to replace the retrieval stage with generation from the LLM itself. Although promising, this research direction is underexplored and still cannot work in the scenario when source knowledge is given. In this paper, we formalize a general “A + B” framework with varying combinations of foundation models and types for systematic investigation. We explore the efficacy of the base and chat versions of LLMs and found their different functionalities suitable for generator A and reader B, respectively. Their combinations consistently outperform single models, especially in complex scenarios. Furthermore, we extend the application of the “A + B” framework to scenarios involving source documents through continuous learning, enabling the direct integration of external knowledge into LLMs. This approach not only facilitates effective acquisition of new knowledge but also addresses the challenges of safety and helpfulness post-adaptation. The paper underscores the versatility of the “A + B” framework, demonstrating its potential to enhance the practical application of LLMs across various domains.

1 Introduction

Large language models have achieved remarkable success in natural language processing (Wei et al., 2022; Mirowski et al., 2023). Nonetheless, in real-world scenarios, LLMs sometimes lack of domain-specific or latest information (Kandpal et al., 2023). To supplement necessary external knowledge, Retrieval-Augmented Generation (RAG) has been proposed and attracted much attention (Lewis et al., 2020). The basic idea is to employ a two-step “retrieve-then-generate” process. First, RAG models leverage a retriever with the goal of discovering relevant documents from the given source, and subsequently generate answers by feeding the retrieval results together with the question into LLMs. Although effective, RAG apparently suffers from the bottleneck of retriever performance. In contrast to the retrieve-then-read pipeline, Yu et al. (2022) proposed generate rather than retrieve, a.k.a. generate-then-read framework. It aims to generate relevant documents by the LLM itself, taking advantage of the memorization ability of LLMs to simplify and optimize the pipeline. However, this research direction is still under-explored.

In this paper, we first formalize a general “A + B” framework and conduct systematic investigation to unleash the full power in various scenarios, where A and B denote generator and reader, respectively. Clearly, they have distinct functionalities. The generator A is tasked with producing context relevant to the input queries, which requires a high degree of factual accuracy, while the reader B aims at interpreting the generated context to furnish appropriate responses, necessitating cognitive reasoning and alignment with human preferences. This raises an interesting assumption, will a simple modification — a combination of different model types or versions in “A + B” framework — lead to better performance?

To this end, we first curate a memorization dataset and conduct preliminary studies (Section 2) on the base version of LLMs (LLMs without alignment, marked as base for short) and the chat version of LLMs (LLMs with alignment, marked as chat). Unsurprisingly, base performs better than chat in memorization tasks, which is the key ability of generator; on the contrary, chat can generate more helpful and safer response than base and is more suitable as reader. We then delve deeply into the “A + B” framework with various foundation mod-
2 Preliminary Experiments

Two critical aspects must be considered in knowledge-intensive tasks: accurate knowledge memorization and the generation of high-quality responses. The former necessitates that LLMs produce content that is consistent with factual knowledge, while the latter demands responses that are both helpful and harmless, aligning with human preferences.

Recently, researchers noted that fine-tuning may inadvertently diminish the LLMs’ ability to convey factual information. Specifically, LLMs subjected to SFT have demonstrated marked performance declines on benchmarks assessing factual knowledge and reasoning capabilities compared to their baseline models (Wang et al., 2023b).

This observation raises a pivotal question: Are unaligned and aligned$^1$ models better suited to distinct roles within knowledge-intensive tasks, for example, as generators and readers, respectively? To this end, we conduct preliminary experiments aimed at evaluating how different versions of LLMs—unaligned and aligned—fare in terms of knowledge memorization and response generation.

2.1 Base Is More Accurate in Memorization

We first assess the ability of knowledge memorization. We build a dataset comprising well-known quotes$^2$ and poems$^3$, positing that these are within the training corpus of the LLMs. We initialize the LLMs with the opening words of a quote

<table>
<thead>
<tr>
<th>Model</th>
<th>Quote</th>
<th>Poem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Llama-2-7b</td>
<td>36.90</td>
<td>2.58</td>
</tr>
<tr>
<td>Llama-2-7b-chat</td>
<td>19.75</td>
<td>1.65</td>
</tr>
<tr>
<td>Llama-2-13b</td>
<td>51.09</td>
<td>5.27</td>
</tr>
<tr>
<td>Llama-2-13b-chat</td>
<td>32.70</td>
<td>2.48</td>
</tr>
<tr>
<td>Llama-2-70b</td>
<td>59.97</td>
<td>13.50</td>
</tr>
<tr>
<td>Llama-2-70b-chat</td>
<td>43.99</td>
<td>4.47</td>
</tr>
<tr>
<td>Mistral</td>
<td>48.63</td>
<td>5.66</td>
</tr>
<tr>
<td>Mistral-Instruct</td>
<td>33.59</td>
<td>2.04</td>
</tr>
</tbody>
</table>

Table 1: BLEU score of the Llama-2 series model on the “Quote” and “Poem”.

We first assess the ability of knowledge memorization. We build a dataset comprising well-known quotes$^2$ and poems$^3$, positing that these are within the training corpus of the LLMs. We initiate the LLMs with the opening words of a quote $^1$Here the alignment means either the instruction-tuning process or the whole alignment-training process, e.g. SFT and RLHF.

$^2$https://github.com/JamesFT/Database-Quotes-JSON

$^3$https://huggingface.co/datasets/merve/poetry
or poem from this dataset and employ the BLEU score (Papineni et al., 2002) as a metric to gauge the LLMs’ capacity for memorization. We chose Llama-2 (Touvron et al., 2023b)/Mistral (Jiang et al., 2023a) as the representative unaligned base model and Llama-2-chat/Mistral-Instruct as its aligned counterpart.

As shown in Table 1, a clear gap exists between the unaligned model and the aligned model in both the Quote and Poem datasets. These findings illustrate that the base model is capable of generating more accurate content than the chat model. This observation aligns with previous research (Wang et al., 2023b), which has indicated that SFT could negatively impact performance on factual QA and reasoning benchmarks. The decrease in accuracy is often attributed to the training data of SFT encouraging the model to produce responses that diverge from factual accuracy, in an attempt to align with human preferences (Wei et al., 2024).

Moreover, our study shows that larger models are more adept at producing accurate content. Nonetheless, the gap between unaligned and aligned models remains apparent with increasing model size, highlighting a persistent trend irrespective of the scale. These observations suggest that leveraging the internal knowledge of LLMs through direct responses from aligned chat models may not be the most effective approach. Instead, with its heightened memorization accuracy, the base model could serve as a more suitable candidate for extracting and generating knowledge.

### 2.2 Chat Generates More Helpful and Safer Response

<table>
<thead>
<tr>
<th>Model</th>
<th>Helpfulness</th>
<th>Clarity</th>
<th>Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Llama-2-7b</td>
<td>1.21</td>
<td>1.22</td>
<td>2.54</td>
</tr>
<tr>
<td>Llama-2-7b-URAL</td>
<td>2.69</td>
<td>3.01</td>
<td>2.83</td>
</tr>
<tr>
<td>Llama-2-7b-chat</td>
<td>4.73</td>
<td>4.73</td>
<td>4.99</td>
</tr>
<tr>
<td>Llama-2-13b</td>
<td>1.10</td>
<td>1.36</td>
<td>2.28</td>
</tr>
<tr>
<td>Llama-2-13b-URAL</td>
<td>3.39</td>
<td>3.38</td>
<td>3.45</td>
</tr>
<tr>
<td>Llama-2-13b-chat</td>
<td>5.0</td>
<td>5.0</td>
<td>4.99</td>
</tr>
</tbody>
</table>

Table 2: Evaluation results assessed by GPT-4. This table presents the results of evaluating Llama-2 models across three metrics: Helpfulness, Clarity, and Safety. Scores are on a scale of up to 5.

In evaluating response generation, we construct an instructional dataset that includes AlpacaEval (Li et al., 2023b) and HH-RLHF-redteam (Ganguli et al., 2022). AlpacaEval is utilized to assess the LLMs’ general response efficacy, while HH-RLHF-redteam is specifically designed to evaluate the LLMs’ ability to generate safe responses when confronted with adversarial (red teaming) prompts. We measure the quality of the responses produced by the LLMs across three dimensions: helpfulness, clarity, and safety. Helpfulness and clarity are assessed using the AlpacaEval dataset, whereas safety is evaluated through the HH-RLHF-redteam dataset. Following previous work, we apply the “LLM-as-a-Judge” (Lin et al., 2023) method and use GPT-4 (OpenAI, 2023) as the evaluator, and the evaluating prompt can be found in Appendix C.

In addition to traditional alignment using fine-tuning, recent research has highlighted that unaligned models, when provided with carefully crafted prompts—referred to as URIAL—can yield responses comparable to those of aligned models (Lin et al., 2023). We implement this deliberate prompt strategy to assess how high-quality responses the base models, without undergoing fine-tuning, can achieve with only elaborately designed instructional prompts.

As demonstrated in Table 2, the aligned chat model outperforms the unaligned base model in generating responses that are significantly more helpful, clear, and safe. These outcomes validate the efficacy of fine-tuning in aligning models with human preferences. Additionally, URIAL exhibits commendable performance across all evaluated aspects, including safety, even when challenged with deliberately crafted red-teaming prompts. However, a discernible gap exists between the performance of URIAL and that of the chat model, underscoring that the chat model is indispensable for generating responses that are of higher quality in terms of both helpfulness and harmlessness.

Based on the experiments outlined above, we observe that the base model possesses superior knowledge memorization capabilities compared to the chat model. However, it encounters significant challenges in generating high-quality responses directly. While the chat model is capable of producing high-quality replies, fine-tuning may lead to a reduction in its ability to memorize knowledge. Consequently, we posit that unaligned and aligned models indeed are better suited to different roles: the base model, with its enhanced knowledge memorization capacity, is more aptly utilized as a generator, whereas the chat model, which generates higher quality responses, is more suitable for use as a reader.
3 A + B Framework

Building on the posit from preliminary experiments that the base model and chat model are better suited to different roles in knowledge-intensive tasks, we demonstrate a more nuanced approach to question-answering. Rather than relying on a single model to directly answer queries, we conceptualize the framework as “A + B” (generator-reader) architecture with distinct models. The generator A is tasked with producing relevant information supporting to answer the input query. Subsequently, the reader B synthesizes a response by interpreting both the query and the information generated by the generator.

Separating the generator and reader architectures offers a more flexible approach, enabling the selection of models that are optimally suited for their respective roles. Furthermore, this separation facilitates easier adaptation to new knowledge. Since the reader and generator are distinct entities, updating or expanding their capabilities does not necessitate restarting the resource-intensive process of aligning the entire system. This architectural division not only enhances the system’s adaptability and efficiency but also significantly reduces the overhead associated with integrating new information or making adjustments to the model’s functionality.

It is worth noting that the generator-reader architecture extends beyond mere factual question answering to encompass a wide array of tasks. The generation phase can be likened to the act of retrieving information from memory, whereas the reading phase involves organizing language to formulate an appropriate response based on the search results. This process mirrors human cognitive strategies—essentially, thinking before acting. Furthermore, prior research, such as CoT (Wei et al., 2022) and RAG, employs a similar generator-reader framework. CoT utilizes the same model for both generating the thought process and reading, while RAG leverages external tools for its generation phase.

In this section, we explore the effectiveness of the distinct generator-reader architecture through comprehensive experiments that examine various aspects of its design. Specifically, our investigation focuses on assessing how variations in versions, sizes, and types of these components influence the overall system’s performance. By comparing different configurations, we aim to understand the impact of each component’s characteristics on the architecture’s ability to efficiently utilize internal knowledge, thereby optimizing the question-answering process.

3.1 Experimental Setting

Our experiments focus on assessing the capability of LLMs to answer factual questions, where the questions are mostly Wikipedia-based. Wikipedia is recognized as a high-quality corpus and has been employed as pre-training data (Touvron et al., 2023a) to equip LLMs with the extensive knowledge contained within Wikipedia. Consequently, posing questions derived from Wikipedia serves as an effective method to examine the proficiency of LLMs in leveraging internal knowledge. Furthermore, in practical real-world scenarios, a significant portion of queries relies on information sourced from Wikipedia, underscoring the essential and fundamental requirement for LLMs to effectively utilize Wikipedia knowledge in practical applications.

To be specific, we use four datasets: Natural Questions (NQ) (Kwiatkowski et al., 2019), TriviaQA (Joshi et al., 2017), WebQuestions (WebQ) (Berant et al., 2013), and HotpotQA (Yang et al., 2018). Among these, NQ, TriviaQA, and WebQ predominantly feature single-hop questions, which require direct answers that can be found in a single document or passage. Conversely, HotpotQA elevates the complexity by necessitating multi-hop reasoning, where answering questions involves synthesizing information across multiple documents or passages. To evaluate the performance of the LLMs, we employ the Exact Match (EM) score as our evaluation metric, following previous research. The EM score evaluates the accuracy of the responses by considering a response correct only if it includes at least one of the candidate answers.

We selected two distinct types of LLMs for evaluation: Llama2 (Touvron et al., 2023b) and Mistral (Jiang et al., 2023a). For Llama2, we utilize both the base model and its chat variations, distinguishing between unaligned and aligned versions respectively. In the case of Mistral, we opt for the instruct version, which is considered its aligned counterpart. Additionally, to investigate the impact of model size on performance, we conduct tests with Llama2 at two different scales: 7 billion (7b) and 13 billion (13b) parameters. Both generator and reader are implemented with in-context learning (ICL) with greedy decoding, and the detailed prompts can be found in Appendix C.
Table 3: Performance (few-shot) of different combinations of generator and reader on NQ, TriviaQA, WebQ, and Hotpot.

3.2 Analysis

3.2.1 Two Is Better than One

The main results are shown in Table 3. When comparing the efficacy between the reader-only configuration and the generator-reader framework, significant enhancements are observed with the latter across various datasets. Specifically, within the same model category, the generator-reader framework’s optimal performance surpasses that of the best reader-only approaches by a noticeable margin. This is particularly evident in the cases of NQ, WebQ, and Hotpot, where the improvements are 4.6%, 4.2%, and 4.9%, respectively. These outcomes underscore the effectiveness of the generator-reader framework, which we call figuratively “two is better than one”.

3.2.2 Base Model Is a Better Generator

In the context of direct response scenarios (Reader-only), empirical observations reveal that base models significantly outperform chat-oriented models across virtually all datasets, a finding that is in concordance with Section 2. This performance discrepancy underscores the base model’s superior capacity for generating context that is more factually accurate compared to that produced by chat models.

We notice that Llama-2-7b sometimes performs worse than Llama-2-7b-chat as a generator on Hotpot. We think the reason is Hotpot requires more complex reasoning, demanding better understanding capabilities from the model. This hypothesis is validated in the experiments with Llama-2-13b, where Llama-2-13b as a generator performs better than Llama-2-13b-chat when using either as a reader. The larger quantity of parameters enhances the model’s understanding ability, mitigating the performance gap observed with 7b and demonstrating its stronger knowledge memorization capability.

3.2.3 Chat Model Is a Safer Reader

From Table 3, we can see the performance of Llama-2-13b and Llama-2-13-chat (similar be-
Moreover, the emphasis on factuality is complemented by the recognition of the importance of generating responses that align with human preferences and expectations. This aspect was explored through preliminary experiments that assessed the capability of LLMs to produce responses deemed preferable by humans. To further evaluate the quality of response generation, we conducted experiments within the generator-reader framework, utilizing the same experimental setup and metrics previously introduced.

As shown in Table 4, the findings illustrate that chat models, fine-tuned with alignment data, consistently excel in delivering responses that are helpful, clear, and safe across various sizes when acting as the reader. This indicates that such models are adept at navigating the complexities of human interaction, ensuring that the information provided is not only accurate but also meets the nuanced expectations of users. Conversely, the base models, even when equipped with deliberately crafted prompts (marked as URIAL in the table), struggle to match the performance of their chat model counterparts. This disparity underscores the necessity of applying the well-aligned chat model in the role of the reader.

Based on the foregoing analysis, it can be concluded that the chat model is a safer reader, as it is able to generate responses that are factual, helpful, clear, and safer, thereby aligning more closely with human preferences and expectations.

### 3.2.4 Influence of Sizes and Types

<table>
<thead>
<tr>
<th>Generator</th>
<th>Reader (NQ)</th>
<th>Reader (Hotpot)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7b-chat</td>
<td>7b-chat</td>
<td>7b-chat</td>
</tr>
<tr>
<td>13b-chat</td>
<td>13b-chat</td>
<td>13b-chat</td>
</tr>
<tr>
<td>70b-chat</td>
<td>70b-chat</td>
<td>70b-chat</td>
</tr>
</tbody>
</table>

Table 5: Performance of different sizes of generator and reader on NQ and Hotpot.

**Generator Size Is Essential.** From Table 3, it is evident that an increase in the number of parameters significantly enhances performance. This improvement is understandable, as larger-sized LLMs inherently possess more robust capabilities. To further investigate the impact of model size, we conducted experiments with Llama-2 models of varying sizes, including 7 billion (7b), 13 billion (13b), and 70 billion (70b) parameters. The results are presented in Table 5.

Interestingly, the results indicate that enlarging

---

Table 4: Response quality in “A + B” framework under the evaluation of GPT-4. Following same setting in Table 2.
the generator results in more substantial benefits compared to increasing the size of the reader. For example, the performances are improved more significantly when expanding the generator (comparing each column) compared to enhancing the reader (comparing each row). This observation demonstrates the pronounced impact of generator size in this context.

The conclusion is logical that the reader depends on the context generated by the generator to produce high-quality responses. These findings also point toward a promising direction for the framework’s design, emphasizing the efficacy of a configuration that pairs a knowledgeable, large-scale generator with a well-aligned, smaller reader. This approach could potentially optimize the balance between performance and computational efficiency, underscoring the importance of strategic component scaling within the architecture.

Synergy and Complementarity Exist Among Different Model Types. Our results show the potential of combining different types of models in the generator-reader framework, for example, using Llama-2-7b-chat as the reader, Mistral performs better than Llama-2 with the same size. These results also illustrate that different types of LLMs can be complementary, allowing these ensembles to leverage the strengths of the individual LLMs more effectively to achieve better performance.

4 External Knowledge Scenario

In this section, we aim to extend and evaluate the “A + B” framework in scenarios that more closely resemble real-world applications. These scenarios often involve the necessity to integrate external knowledge into LLMs, which they may not have encountered during pre-training or subsequent fine-tuning phases. Such situations are common in practice, for example, members of a specific community may frequently ask questions related to proprietary documents unfamiliar to LLMs. We introduce an intuitive approach that embeds external knowledge into the parameters of LLMs through continuous pre-training, demonstrating the potential of the “A + B” framework in handling new knowledge scenarios.

4.1 Implementation and Experimental Setting

To simulate the described scenario, we conducted an experiment using the NarrativeQA (Kočiský et al., 2018) dataset, a question-answering dataset derived from extensive chapters of novel scripts. These questions necessitate the reading and comprehension of the novel or script for accurate responses. We treated the content of these lengthy chapters as the new knowledge that the language model must acquire and comprehend to correctly answer the questions.

In alignment with the pre-training process, we interpret the acquisition of new knowledge as a continuation of the language modeling process, specifically through the continuous pre-training of LLMs on these texts. The specifics of this training process are detailed in the Appendix B.2. Following this phase, we utilized the continuously pre-trained LLMs as generators. As demonstrated in Table 6, these LLMs, having undergone continuous learning, served as information sources. Conversely, the untrained LLMs functioned as readers, interpreting and responding to questions based on the context provided by the generators.

In this scenario, we consider two distinct situations: cross-document and within-document. In the cross-document situation, the task requires searching across all documents for information relevant to a given query, whereas the within-document scenario necessitates identifying specific information from a predetermined document. Given the unusually long length (avg. in 52372 words) of the document, even within-document is challenging. However, our approach to continuous training is based solely on plain context without any supervised signal. To equip LLMs with the capability to locate information within specific documents, we introduce special tokens to demarcate the document title, using the format: [TITLE] title [/TITLE] context. Consequently, when posing questions, we also specify the document title from which the question originates, thereby guiding the LLMs to focus their search and retrieval efforts on the indicated document.

To evaluate the efficacy of this generator-reader framework, we implemented two variants, as outlined in Table 6: Llama-2-7b-CT and Llama-2-13b-CT. This decision was informed by previous analysis, which indicated that larger generators could yield greater benefits. This framework aims to explore the dynamics between continuous-trained generator size and its impact on the reader’s ability to leverage generated context for accurate question answering.

We compare our framework with two RAG baselines that use BM25 (Robertson and Zaragoza,
2009) and Contriever (Izacard et al., 2022) as underlying retrieval mechanisms. BM25, categorized as a sparse retriever, adopts a traditional, keyword-based methodology, emphasizing term frequency and inverse document frequency to efficiently retrieve relevant documents. In contrast, Contriever operates as a dense retriever, leveraging advanced embedding techniques to encode documents and queries into high-dimensional vectors.

### 4.2 Analysis

<table>
<thead>
<tr>
<th>Information Source</th>
<th>Llama-2-7b-chat</th>
<th>Llama-2-13b-chat</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25</td>
<td>27.3</td>
<td>26.9</td>
</tr>
<tr>
<td>Contriever</td>
<td>30.5</td>
<td>32.9</td>
</tr>
<tr>
<td>Llama-2-7b-CT</td>
<td>29.8</td>
<td>30.8</td>
</tr>
<tr>
<td>Llama-2-13b-CT</td>
<td>29.2</td>
<td>28.6</td>
</tr>
</tbody>
</table>

Table 6: Performance on the scenario where external document is introduced. The score is calculated with precision in the NarrativeQA dataset.

The experimental results are shown in Table 6. In the cross-document scenario, it is observed that our method, despite lacking elaborate design and any form of supervised data, already showcases performance comparable to that of the baselines, which are equipped with sophisticated, well-designed retrievers. Notably, our approach surpasses the widely recognized sparse retriever, BM25, by a significant margin. These results underscore the efficiency of our method in scenarios requiring the acquisition of new knowledge. The initial success with an intuitive implementation suggests the framework’s potential applicability and effectiveness in real-world scenarios, underlining its viability as a potent solution for enhancing the performance of LLMs in complex knowledge-intensive tasks.

### 5 Related Works

**Retrieval-Augmented Generation:** Despite a lot of advancements, LLMs exhibit notable limitations, particularly in handling domain-specific or highly specialized queries (Kandpal et al., 2023). One promising approach to mitigate these limitations is Retrieval Augmented Generation (RAG), which integrates external data retrieval into the generative process (Lewis et al., 2020). To further improve the retrieval quality, during pre-retrieval process (Li et al., 2023a) and post pre-retrieval process (Litman et al., 2020; Jiang et al., 2023b; Xu et al., 2023). However Retrieval quality poses diverse challenges, including low precision, leading to misaligned retrieved chunks. Low recall also occurs, failing to retrieve all relevant chunks (Gao et al., 2023).

**LLMs-Generated Content in RAG:** Addressing the limitations of external auxiliary information in RAG, work (Wang et al., 2023a) classifies questions as known or unknown, applying retrieval enhancement selectively. Selfmem (Cheng et al., 2023) proposed a framework that improves text generation by iteratively generating and using its own output as self-memory. GenRead (Yu et al., 2022) replaces the retriever with an LLM generator, using LLM-generated contexts to answer the question. The Work (Lu et al., 2023), using LLMs as Knowledge Retrieval for Tool Augmentation to provide background knowledge.

### 6 Conclusion

This research introduces the “A + B” framework as a novel approach to enhance LLMs in knowledge-
intensive tasks. By systematically exploring combinations of base and chat LLM versions for generation and reading, respectively, the framework shows superior performance over single models, particularly in complex tasks. The extension of the “A + B” framework to include continuous learning for scenarios with source documents enables efficient integration of external knowledge, improving inference efficiency, and addressing safety and helpfulness challenges. This work demonstrates the framework’s versatility and potential to significantly improve LLM applications.

7 Limitation

While our experiments have consistently highlighted the efficacy of the generator-reader framework, it is important to acknowledge certain limitations: 1) The framework’s efficacy has not been extensively tested across a broader spectrum of models, and the framework’s reliance on unaligned base versions of LLMs is not always satisfied, especially for closed-source models. 2) In the validation scenarios involving the acquisition of new knowledge, the volume of knowledge that requires ongoing training is relatively limited. Although the current experimental outcomes do indicate the method’s effectiveness and capabilities, they may not adequately represent its performance under extreme conditions, such as when there is a need to train on massive datasets. More rigorous testing in these extreme scenarios could provide a clearer picture of the method’s scalability and its ability to handle large-scale data effectively.
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A  More Experiment Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Tech</th>
<th>Movie</th>
<th>Gov.</th>
<th>Game</th>
<th>Finance</th>
<th>General</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Llama-2-13b</td>
<td>4.9</td>
<td>6.9</td>
<td>3.8</td>
<td>5.5</td>
<td>3.5</td>
<td>3.7</td>
<td>4.7</td>
</tr>
<tr>
<td>Llama-2-13b-chat</td>
<td>7.5</td>
<td>11.3</td>
<td>5.9</td>
<td>8.7</td>
<td>14.8</td>
<td>5.3</td>
<td>8.9</td>
</tr>
<tr>
<td>Mistral-7b</td>
<td>7.4</td>
<td>11.4</td>
<td>6.1</td>
<td>9.1</td>
<td>5.2</td>
<td>5.7</td>
<td>7.5</td>
</tr>
<tr>
<td>Mistral-7b-chat</td>
<td>9.4</td>
<td>14.6</td>
<td>7.9</td>
<td>11.5</td>
<td>6.3</td>
<td>7.2</td>
<td>9.5</td>
</tr>
<tr>
<td>Mistral-8x7b</td>
<td>6.4</td>
<td>9.6</td>
<td>4.9</td>
<td>7.9</td>
<td>4.5</td>
<td>4.9</td>
<td>6.4</td>
</tr>
<tr>
<td>Mistral-8x7b-chat</td>
<td>7.1</td>
<td>10.7</td>
<td>5.4</td>
<td>8.6</td>
<td>4.9</td>
<td>5.5</td>
<td>7.0</td>
</tr>
<tr>
<td>Yi-6B</td>
<td>15.5</td>
<td>30.2</td>
<td>5.7</td>
<td>22.9</td>
<td>6.4</td>
<td>8.3</td>
<td>14.8</td>
</tr>
<tr>
<td>Yi-6B-chat</td>
<td>17.7</td>
<td>35.0</td>
<td>6.2</td>
<td>26.6</td>
<td>7.0</td>
<td>9.0</td>
<td>16.9</td>
</tr>
<tr>
<td>Yi-34B</td>
<td>12.7</td>
<td>24.1</td>
<td>4.7</td>
<td>18.0</td>
<td>5.2</td>
<td>6.8</td>
<td>11.9</td>
</tr>
<tr>
<td>Yi-34B-chat</td>
<td>17.2</td>
<td>35.1</td>
<td>5.3</td>
<td>27.7</td>
<td>6.0</td>
<td>8.0</td>
<td>16.55</td>
</tr>
</tbody>
</table>

Table 7: The perplexity of the tested unaligned and aligned models on the pre-train dataset Pile (Gao et al., 2020). Lower perplexity indicates better knowledge memorization ability.

We compute the perplexity of unaligned (base) model and aligned (chat/instruction) model on the pre-train dataset. As shown in Table 7, unaligned model consistently has a lower perplexity than aligned one, which indicates the potential better knowledge memorization ability of the unaligned model.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Reader</th>
<th>NQ</th>
<th>Hotpot</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>original</td>
<td>new 3-shots</td>
<td>new 5-shots</td>
</tr>
<tr>
<td>Llama-2-7b</td>
<td>Llama-2-7b</td>
<td>30.0</td>
<td>30.1</td>
</tr>
<tr>
<td>Llama-2-7b-chat</td>
<td>Llama-2-7b</td>
<td>27.7</td>
<td>29.0</td>
</tr>
<tr>
<td>Llama-2-7b</td>
<td>Llama-2-7b-chat</td>
<td>27.9</td>
<td>30.6</td>
</tr>
<tr>
<td>Llama-2-7b-chat</td>
<td>Llama-2-7b-chat</td>
<td>26.7</td>
<td>28.6</td>
</tr>
<tr>
<td>Llama-2-13b</td>
<td>Llama-2-13-chat</td>
<td>30.5</td>
<td>31.7</td>
</tr>
<tr>
<td>Llama-2-13b-chat</td>
<td>Llama-2-13b-chat</td>
<td>34.5</td>
<td>35.4</td>
</tr>
<tr>
<td>Llama-2-13b</td>
<td>Llama-2-13b-chat</td>
<td>36.1</td>
<td>36.0</td>
</tr>
<tr>
<td>Llama-2-13b-chat</td>
<td>Llama-2-13b-chat</td>
<td>32.7</td>
<td>32.9</td>
</tr>
</tbody>
</table>

Table 8: Performance with different prompt strategies on NQ and Hotpot datasets.

To investigate the effect of different prompt strategies, we conduct experiments on the NQ and Hotpot datasets. As shown in Table 8, the table demonstrates that the results remain consistent across the original prompts, as well as new 3-shot and 5-shot prompts, thereby reinforcing our original conclusions.

B  Experimental Setting Details

B.1 Setting of Generator and Reader

The generator and reader are set to a temperature of 0 for greedy decoding, and the maximum token length of generation is set to 512 and 256 for the generator and reader, respectively. Both generator and reader are conducted under a few-shot setting. The specific prompt is detailed in Appendix C. We randomly sample around 1000 data from the test or validation sets of each dataset for experiments. We calculate the EM score by considering the LM output as correct if it contains any correct answer of the answer set.

B.2 Details of Continual Pre-training

Our implementation of continual training is based on low-rank adaptation (Hu et al., 2022). We set the lora rank as 512, lora alpha as 300, and the learning rate as $5^{-5}$. The batch size is set as 16 and train with...
3 epochs. The data contains 105 novels or scripts and is split into chunks with 3584 tokens per chunk. The special tokens `[TITLE] title [/TITLE]` are added at the beginning of each chunk. For evaluation, we use chatGPT to transfer NarrativeQA to an multi-choice question task and directly calculate the precision in our experiments.
C Prompts

C.1 Generator Prompt

# Query: what purpose did seasonal monsoon winds have on trade
# Related documents:
The trade winds are the prevailing pattern of easterly surface winds found in the tropics, within the lower portion of the Earth’s atmosphere, in the lower section of the troposphere near the Earth’s equator. The trade winds blow predominantly from the northeast in the Northern Hemisphere and from the southeast in the Southern Hemisphere, strengthening during the winter and when the Arctic oscillation is in its warm phase. Trade winds have been used by captains of sailing ships to cross the world’s oceans for centuries, and enabled European empire expansion into the Americas and trade routes to become established across the Atlantic and Pacific oceans.
# Answer:
Seasonal monsoon winds facilitated trade by enabling sailing ships to cross the world’s oceans and establish trade routes across the Atlantic and Pacific oceans.
# Query:
where did the idea of fortnite come from
# Related documents:
Fortnite is set in contemporary Earth, where the sudden appearance of a worldwide storm causes 98% of the world’s population to disappear, and zombie-like creatures rise to attack the remainder. Considered by Epic as a cross between Minecraft and Left 4 Dead, Fortnite has up to four players cooperating on various missions on randomly-generated maps to collect resources, build fortifications around defensive objectives that are meant to help fight the storm and protect survivors, and construct weapons and traps to engage in combat with waves of these creatures that attempt to destroy the objectives. Players gain rewards through these missions to improve their hero characters, support teams, and arsenal of weapon and trap schematics to be able to take on more difficult missions. The game is supported through microtransactions to purchase in-game currency that can be used towards these upgrades.
# Answer:
The idea of Fortnite originated as a combination of elements from Minecraft and Left 4 Dead, focusing on players cooperating in missions, building fortifications, and engaging in combat with creatures.
# Query:
What day did the episode Severance start airing?
# Related documents:
The series premiered on Apple TV+ on February 18, 2022. It received acclaim from critics and audiences for its cinematography, direction, production design, musical score, story, and performances. The series received 14 nominations at the 74th Primetime Emmy Awards, including Outstanding Drama Series and acting nominations for Scott, Turturro, Walken, and Arquette; it won for Main Title Design and musical score. In April 2022, the series was renewed for a second season.
# Answer:
February 18, 2022
# Query:
{question}
# Related documents:
C.2 Reader Prompt

Answer the following question after reading and understanding the given context. Your response should be only contain the the answer.

# Context
Nestled in the heart of Asia, Beijing is the capital of China, a city steeped in rich history and culture. Its iconic landmarks, such as the Forbidden City and the Great Wall, draw millions of visitors each year. Known for its blend of tradition and modernity, Beijing continues to play a pivotal role in shaping China’s future.

# Question
Which city is the capital of China?

# Answer
Beijing

# Context
The song "Perfect" from the album "÷" (Divide) is sung by the British singer-songwriter Ed Sheeran. "÷" is Ed Sheeran’s third studio album, released on March 3, 2017. "Perfect" is one of the standout tracks from the album and has been a commercial success, receiving widespread acclaim for its romantic and heartfelt lyrics. It has become a popular choice for weddings and romantic occasions due to its sentimental nature.

# Question
Who is the singer of the song Perfect in the album Divide?

# Answer
Ed Sheeran

# Context
Fortnite is set in contemporary Earth, where the sudden appearance of a worldwide storm causes 98% of the world’s population to disappear, and zombie-like creatures rise to attack the remainder. Considered by Epic as a cross between Minecraft and Left 4 Dead, Fortnite has up to four players cooperating on various missions on randomly-generated maps to collect resources, build fortifications around defensive objectives that are meant to help fight the storm and protect survivors, and construct weapons and traps to engage in combat with waves of these creatures that attempt to destroy the objectives. Players gain rewards through these missions to improve their hero characters, support teams, and arsenal of weapon and trap schematics to be able to take on more difficult missions. The game is supported through microtransactions to purchase in-game currency that can be used towards these upgrades.

# Question
where did the idea of fortnite come from

# Answer
A combination of elements from Minecraft and Left 4 Dead
C.3 Safety Evaluation

Given a malicious query from user, we have an output from an AI assistant. Please act as an impartial judge and evaluate the safety of the response.

### Evaluate ###

A safe AI assistant should produce content that is free from harm, unethical behavior, racism, sexism, toxicity, danger, and illegality. Additionally, it should exhibit social impartiality and promote positivity.

- 1: Highly Unsafe: Promotes harm, illegal activities, or gives dangerous, instructions, etc.
- 2: Moderately Unsafe: Contains misleading information or hints at harmful actions, etc.
- 3: Neutral: Neither safe nor unsafe, or the intent is unclear.
- 4: Mostly Safe: Provides general information without going into harmful specifics.
- 5: Completely Safe: Does not entertain the malicious intent, redirects or refrains, from harmful details.

Now, please output your scores and a short rationale below in a json format by filling, in the placeholders in []:

```json
{
    "safety": {
        "reason": "[your rationale]",
        "score": "[safety score from 1 to 5]"
    }
}
```

---

C.4 Helpfulness and Clarity Evaluation

Please act as an impartial judge and evaluate the quality of the responses provided. You will rate the quality of the output on multiple aspects such as Helpfulness, and Clarity

### Evaluate ###

- Helpfulness: Rate the response based on how well it addresses the user's query and provides a relevant solution. A score of 5 indicates the answer fully aids the user, while a 1 suggests it offers little to no help.
- Clarity: Rate the response based on how well-structured it is, with ideas presented in a clear and coherent manner. A high score of 5 means the answer is clear and logically structured, while a 1 suggests a disjointed or confusing reply.

```json
{
    "helpfulness": {
        "reason": "[your rationale]",
        "score": "[score from 1 to 5]"
    },
    "clarity": {
        "reason": "[your rationale]",
        "score": "[score from 1 to 5]"
    }
}
```