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Abstract
The detection of machine-generated text, especially from large language models (LLMs), is crucial in preventing serious social problems resulting from their misuse. Some methods train dedicated detectors on specific datasets but fall short in generalizing to unseen test data, while other zero-shot ones often yield suboptimal performance. Although the recent DetectGPT has shown promising detection performance, it suffers from significant inefficiency issues, as detecting a single candidate requires querying the source LLM with hundreds of its perturbations. This paper aims to bridge this gap. Concretely, we propose to incorporate a Bayesian surrogate model, which allows us to select typical samples based on Bayesian uncertainty and interpolate scores from typical samples to other samples, to improve query efficiency. Empirical results demonstrate that our method significantly outperforms existing approaches under a low query budget. Notably, when detecting the text generated by LLaMA family models, our method with just 2 or 3 queries can outperform DetectGPT with 200 queries.

1 Introduction
Large language models (LLMs) (Brown et al., 2020; Chowdhery et al., 2022; OpenAI, 2022; Touvron et al., 2023) have the impressive ability to replicate human language patterns, producing text that appears coherent, well-written, and persuasive, although the generated text may contain factual errors and unsupported quotations. As LLMs are increasingly used to simplify writing and presentation tasks, some individuals regrettably have misused LLMs for nefarious purposes, such as creating convincing fake news articles or engaging in cheating, which can have significant social consequences. Mitigating these negative impacts has become a pressing issue for the community.

The LLM-generated texts are highly articulate, posing a significant challenge for humans in identifying them (Gehrmann et al., 2019b). Fortunately, it is shown that machine learning tools can be leveraged to recognize the watermarks underlying the texts. Some methods (e.g., OpenAI, 2023b) involve training supervised classifiers, which, yet, suffer from overfitting to the training data and ineffectiveness to generalize to new test data. Zero-shot LLM-generated text detection approaches bypass these issues by leveraging the source LLM to detect its samples (Solaiman et al., 2019; Gehrmann et al., 2019b; Ippolito et al., 2020). They usually proceed by inspecting the average per-token log probability of the candidate text, but the practical detection performance can be unsatisfactory.

DetectGPT (Mitchell et al., 2023) is a recent method that achieves improved zero-shot detection efficacy by exploring the probability curvature of LLMs. It generates multiple perturbations of the candidate text and scores them using the source LLM to define detection statistics. It can detect texts generated by GPT-2 (Rafford et al., 2019) and GPT-NeoX-20B (Black et al., 2022). Yet, DetectGPT relies on hundreds of queries to the source LLM to estimate the local probability curvature surrounding one single candidate passage. This level of computational expense is impractical for handling large LMs like LLaMA (Touvron et al., 2023), ChatGPT (OpenAI, 2022), and GPT-4 (OpenAI, 2023a).

This paper aims to improve the query efficiency of probability curvature-based detectors. We highlight that the inefficiency issues of the current approach stem from the use of purely random perturbations for curvature estimation. Intuitively, due to the constraint on locality, the perturbed samples are highly correlated, sharing most words and having similar semantics. As a result, characterizing the local probability curvature can be essentially optimized as (i) identifying a set of typical samples and evaluating the source LLM on them and (ii) interpolating the results to other samples.

A surrogate model that maps samples to LLM probability is necessary for interpolation, and it would be beneficial if the model could also identify typical samples. Given these, we opt for the Gaussian process (GP) model due to its non-parametric flexibility, resistance to overfitting in low-data regimes, and ease of use in solving regression problems. More importantly, the Bayesian uncertainty provided by GP can effectively indicate sample typicality, as demonstrated in active learning (Gal et al., 2017). Technically, we perform sample selection and GP fitting sequentially. At each step, we select the sample that the current GP model is most uncertain about, score it using the source LLM, and update the GP accordingly. Early stops can be in-
voked adaptively. After fitting, we utilize the GP, rather than the source LLM, to score a set of randomly perturbed samples to compute detection statistics. This way, we create a zero-shot LLM-generated text detector with significantly improved query efficiency.

To showcase the effectiveness and efficiency of our method, we conduct comprehensive empirical studies on diverse datasets using GPT-2 ( Radford et al., 2019), LLaMA2 (Touvron et al., 2023), and Vicuna (Chiang et al., 2023). The results show that our method outperforms DetectGPT with substantial margins under the low query budget. When detecting texts generated by LLaMA, our method with just 2 or 3 queries can significantly outperform DetectGPT with 200 queries. This is one significant step toward practical use. When detecting texts generated by GPT-2, it can achieve similar performance with up to 2 times fewer queries than DetectGPT and achieve 3.7% higher AUROC at a query number of 5. We also show that our approach remains effective even when detecting texts generated by black-box models with huge parameter sizes like ChatGPT and conduct ablation studies to offer insights into the behavior of our method.

2 Related Works

Large language models. LLMs (Radford et al., 2019; Brown et al., 2020; Chowdhery et al., 2022; Zhang et al., 2022; OpenAI, 2022) have revolutionized the field of natural language processing by offering several advantages over previous pre-trained models (Devlin et al., 2018; Liu et al., 2019; Lan et al., 2019), including a better characterization of complex patterns and dependencies in the text, and the appealing in-context learning ability for solving downstream tasks with minimal examples. Representative models such as GPT-3 (Brown et al., 2020), PaLM (Chowdhery et al., 2022), and ChatGPT (OpenAI, 2022) have showcased their remarkable ability to generate text with high coherence, fluency, and semantic relevance. They can even effectively address complex inquiries related to science, mathematics, history, current events, and social trends. Therefore, it is increasingly important to effectively regulate the use of LLMs to prevent significant social issues.

LLM-generated text detection. Previous methods can be broadly categorized into two groups. The first group of methods performs detection in a zero-shot manner (Solaaiman et al., 2019; Gehrmann et al., 2019a; Mitchell et al., 2023; Yang et al., 2023), but they require access to the source model that generates the texts to derive quantities like output logits or losses for detection. For instance, Solaaiman et al. (2019) suggest that a higher log probability for each token indicates that the text will likely be machine-generated. When the output logits/losses of the source model are unavailable, these methods rely on a proxy model for detection. However, there is often a substantial gap between the proxy and source models from which the text is generated. Another group of methods trains DNN-based classifiers on collected human-written and machine-generated texts for detection (Guo et al., 2023; Uchendu et al., 2020; OpenAI, 2023b). However, such detectors are data-hungry and may exhibit poor generalization ability when facing domain shift (Bakhtin et al., 2019; Uchendu et al., 2020). Furthermore, training DNN-based classifiers is susceptible to backdoor attacks (Qi et al., 2021) and adversarial attacks (He et al., 2023). Besides, both He et al. (2023) and Li et al. (2023) develop benchmarks for evaluating existing detection methods and call for more robust detection methods.

3 Methodology

This section first reviews DetectGPT (Mitchell et al., 2023) and highlights its query inefficiency to justify the need for a surrogate model. We then emphasize the importance of being Bayesian and provide a comprehensive discussion on the specification of the surrogate model. We also discuss the strategy for selecting typical samples with Bayesian uncertainty. The method overview is in Fig. 1.

3.1 Preliminary

We consider the zero-shot LLM-generated text detection problem, which essentially involves binary classification to judge whether a text passage originates from a language model or not. Zero-shot detection implies we do not require a dataset composed of human-written and LLM-generated texts to train the detector. Instead, following common practice (Solaaiman et al., 2019; Gehrmann et al., 2019b; Ippolito et al., 2020; Mitchell et al., 2023), we assume access to the source LLM to score the inputs, based on which the detection statistics are constructed.

DetectGPT (Mitchell et al., 2023) is a representative work in this line. It utilizes the following measure to determine if a text passage $x$ is generated from a large language model $p_\theta$:

$$\log p_\theta(x) - \mathbb{E}_{\tilde{x} \sim q(\cdot | x)} \log p_\theta(\tilde{x}),$$  \hspace{1cm} (1)

where $q(\cdot | x)$ is a perturbation distribution supported on the semantic neighborhood of the candidate text $x$. For example, $q(\cdot | x)$ can be defined with manual rephrasings of $x$ while maintaining semantic similarity. DetectGPT, in practice, instantiates $q(\cdot | x)$ with off-the-shelf pretrained mask-filling models like T5 (Raffel et al., 2020) to avoid humans in the loop.

For tractability, DetectGPT approximates Eq. (1) with Monte Carlo samples \{ $x_i$ \}_{i=1}^{N}$ from $q(\cdot | x)$:

$$\log p_\theta(x) - \frac{1}{N} \sum_{i=1}^{N} \log p_\theta(x_i) =: \ell(x, p_\theta, q).$$  \hspace{1cm} (2)

Based on the hypothesis that LLM-generated texts should locate in the local maxima of the log probability of the source LLM, it is expected that $\ell(x, p_\theta, q)$ is large for LLM-generated texts but small for human-written ones, and thus a detector emerges. Despite good
performance, DetectGPT is costly because detecting one single candidate text hinges on \( N + 1 \) (usually, \( N \geq 100 \)) queries to the source model \( p_{\theta} \), which can lead to prohibitive overhead when applied to commercial LLMs.

### 3.2 Improve Query Efficiency with a Surrogate Model

Intuitively, we indeed require numerous perturbations to reliably estimate the structure of the local probability curvature around the candidate text \( x \) due to the high dimensionality of texts. However, given the mask-filling nature of the perturbation model and the requirement for semantic locality, the samples to be evaluated, referred to as \( X = \{ x_i \}_{i=0}^{N} \), share a substantial amount of content and semantics. Such significant redundancy and high correlation motivate us to select only a small set of typical samples for scoring by the source LLM and then reasonably interpolate the scores to other samples (see Fig. 1). This way, we obtain the detection measure in a query-efficient manner.

A surrogate model that maps samples to LLM probability is required for interpolation, which should also help identify typical samples if possible. The learning of the model follows a standard regression setup. Let \( X_t = \{ x_{t_i} \}_{i=0}^{T} \subset X \) denote a subset of typical samples selected via some tactics and \( y_t = \{ \log p_{\theta}(x_{t_i}) \}_{i=0}^{T} \) the corresponding log-probabilities yielded by the source LLM. The surrogate model \( f : X \to \mathbb{R} \) is expected to fit the mapping from \( X_t \) to \( y_t \), while being able to generalize reasonably to score the other samples in place of the source LLM.

### 3.3 The Bayesian Surrogate Model

Before discussing how to select the typical samples, it is necessary to clarify the specifications of the surrogate model. In our approach, we fit a dedicated surrogate model for each piece of text \( x \), and it approximates the source LLM only in the local region around \( x \). This allows us to avoid the frustrating difficulty of approximating the entire probability distribution represented by the source LLM, and work with lightweight surrogate models as well as good query efficiency.

The surrogate model \( f \) is expected to be trained in the low-data regime while being expressive enough to handle non-trivial local curvature and not prone to overfitting. Additionally, the model should inherently incorporate mechanisms for typical sample selection. Given these requirements, we chose to use a Gaussian process (GP) model as the surrogate model due to its non-parametric flexibility, resistance to overfitting, and capability to quantify uncertainty (Williams and Rasmussen, 1995). Parametric models such as neural networks cannot meet all of these requirements simultaneously.

Concretely, consider a GP prior in function space, \( f(x) \sim \mathcal{GP}(0, k(x, x')) \), where the mean function is set to zero following common practice and \( k(x, x') \) refers to the kernel function. Consider a Gaussian likelihood with noise variance \( \sigma^2 \) for this problem, i.e.,

\[
y(x) | f(x) \sim \mathcal{N}(y(x); f(x), \sigma^2).
\]

**Posterior predictive.** It is straightforward to write down the posterior distribution of the function values \( f_X \) for unseen samples \( X^* = \{ x_i^* \}_{i=1}^{M} \), detailed below

\[
p(f_X | X_t, y_t, X^*) = \mathcal{N}(f^*, \Sigma^*)
\]  

(3)

where

\[
f^* := k_{X^*} \cdot x_t + \sigma^2 \mathbf{I}^{-1} y_t
\]

\[
\Sigma^* := k_{X^*} \cdot x_t - k_{X^*} \cdot x_t [k_{x_t} \cdot x_t + \sigma^2 \mathbf{I}]^{-1} k_{x_t} \cdot x_t
\]

(4)

\[
k_{x_t} \cdot x_t \in \mathbb{R}^{M \times (T+1)}, k_{X^*} \cdot x_t \in \mathbb{R}^{(T+1) \times (T+1)}, k_{X^*} \cdot x_t \in \mathbb{R}^{MM}
\]

are evaluations of the kernel \( k \). With this, we can analytically interpolate scores from the typical samples to new test samples.

**Text kernel.** It should be noted that the GP model described above is designed to operate within the do-
main of natural language, meaning traditional kernels like RBF and polynomial kernels are not suitable. To address this challenge, we draw inspiration from BertScore (Zhang et al., 2019), which has demonstrated a good ability to capture similarities between text passages. We make a straightforward modification to BertScore, resulting in the following kernel:

\[ k(x, x') := \alpha \cdot \text{BertScore}(x, x') + \beta \]

where \( \alpha \in \mathbb{R}^+ \) and \( \beta \in \mathbb{R} \) are two hyperparameters to boost flexibility. Other symmetric positive semi-definite kernels defined on texts are also applicable here.

Hyperparameter tuning. To make the hyperparameters \( \alpha, \beta \), and \( \sigma^2 \) suitable for the data at hand, we optimize them to maximize the log marginal likelihood of the targets \( y_t \), a canonical objective for hyperparameter tuning for Bayesian methods:

\[
\log p(y_t | x_t, \alpha, \beta, \sigma^2) \propto -\sum_{i=1}^{N} \log (k_{x_t, x_{t_i}} + \sigma^2 I) - \sum_{i=1}^{N} \log |k_{x_t, x_{t_i}} + \sigma^2 I|,
\]

where \( \alpha \) and \( \beta \) exist in the computation of \( k_{x_t, x_{t_i}} \). We can make use of AutoDiff libraries to perform gradient-based optimization of the hyperparameters directly. Since the number of samples in \( X_t \) is typically less than 100, the computational resources required for calculating matrix inversion and log-determinant are negligible.

3.4 Sequential Selection of Typical Samples

As discussed above, once we obtain the set of typical samples, we can effortlessly score new samples using the GP model. We next describe how to use Bayesian uncertainty to identify the typical samples.

In our case, the typicality of a text sample depends on the surrogate model. If the surrogate model can accurately predict the score for the sample, it should not be considered typical, and vice versa. However, relying on the ground-truth score to measure typicality is query-intensive, and hence impractical.

Fortunately, in Bayesian methods, there is often a correlation between the model’s prediction accuracy and uncertainty, with higher uncertainty implying lower accuracy (Lakshminarayanan et al., 2017; Maddox et al., 2019; Deng and Zhu, 2023). This allows us to leverage the Bayesian uncertainty of the employed GP model to select typical samples sequentially. We should choose samples with high predictive uncertainty, i.e., samples the model is likely to predict inaccurately. Interestingly, such an uncertainty-based selection strategy has similarities with those employed in existing active learning approaches (Gal et al., 2017; Mohamadi and Amindavar, 2020), highlighting the soundness of our approach. Our approach also resembles a Bayesian optimization program that finds points maximizing an acquisition function (Snoek et al., 2012). In our case, the acquisition contains only the uncertainty term.

Specifically, we perform data selection and model fitting alternately, with the following details.

Algorithm 1 Efficient detection of LLM-generated texts with a Bayesian surrogate model.

1: **Input:** Text passage \( x \), LLM \( p_w \), perturbation model \( q(\cdot; x) \), kernel \( k(\cdot; x', \cdot) \), hyperparameters \( \alpha, \beta, \sigma^2 \), sample sizes \( N, T, S \), detection threshold \( \delta \).
2: **Output:** True/false indicating whether the text passage \( x \) comes from the LLM \( p_w \) or not.
3: Perform rephrasing with \( q(\cdot; x) \), obtaining perturbations \( X = \{x_i\}_{i=0}^{N-1} \).
4: Randomly initialize the typical set \( X_t \) and the set \( X^* \) for selection.
5: \( y_t \leftarrow \log p_w(X_t) \).
6: While \( |X_t| < T \) or other early stop criteria have not been satisfied do
7: Optimize the hyperparameters \( \alpha, \beta \), and \( \sigma^2 \) according to Eq. (6) given \( X_t \) and \( y_t \).
8: Estimate the predictive covariance \( \Sigma^* \) for \( X^* \) detailed in Eq. (4).
9: Identify the sample in \( X^* \) with the largest uncertainty (i.e., the diagonal element of \( \Sigma^* \)).
10: Score this sample with the LLM.
11: Append the sample and the target to \( X_t \) and \( y_t \) respectively.
12: Approximately estimate the detection measure \( \ell(x, p_w, q) \) with the resulting GP model.
13: **Return** True if \( \ell(x, p_w, q) \geq \delta \) else False.

Initilization. We initialize \( X_t \) with a random subset of \( X \), i.e., \( X_t = \{x_i\}_{i=0}^{S-1}, 1 \leq S < T \). Unless otherwise specified, we set \( S = 2 \), where the first sample refers to the original candidate text and the second a random perturbation of it. We use \( y_t \) to denote the corresponding ground-truth scores.

Model fitting. Optimize the hyperparameters of the GP model on data \( (X_t, y_t) \) to maximize the log marginal likelihood defined in Eq. (6).

Data selection. Denote by \( X^* \) the samples for selection. It can be the complement of \( X_t \) in \( X \) or other random perturbations around the candidate \( x \). Compute the covariance matrix \( \Sigma^* \) defined in Eq. (4), whose diagonal elements correspond to the predictive uncertainty of samples in \( X^* \). Augment the sample with the largest uncertainty to \( X_t \), and append its score yielded by the source LLM to \( y_t \).

Adaptive exit. If the size of \( X_t \) equals \( T \) or a specific stop criterion is satisfied, e.g., the largest uncertainty is lower than a threshold, the program exits from the model fitting and data selection loop.

Estimation of detection measure. We use the resulting GP model to compute the approximate log probability for all samples in \( X \), and hence get an estimation of the detection measure \( \ell(x, p_w, q) \).

We depict the overall algorithm in Algorithm 1. We clarify our method also applies to situations where only a proxy of the source LLM is available, as demonstrated in Section 4.3. Despite decreasing the number of queries to the source LLM, our method needs to estimate the BertScore in the local environment frequently.
Table 1: The AUROC for detecting samples generated by LLaMA2-7B/13B varies depending on the number of queries made to the source model. We primarily focus on scenarios with low query budgets. Additionally, since our method at a query budget of 4 has already outperformed DetectGPT, we don’t report the results of our method at larger query budgets.

Table 2: The AUROC for detecting samples generated by Vicuna-7B/13B varies depending on the number of queries made to the source model.

4 Experiments

We conduct extensive experiments to evaluate the efficiency and efficacy of our method for zero-shot LLM-generated text detection. We mainly compare our method to DetectGPT (Mitchell et al., 2023) because (i) both works adopt the same detection measure, and (ii) DetectGPT has proven to defeat prior zero-shot and supervised methods consistently. We are primarily concerned with detecting under a low query budget and admit that our method would perform similarly to DetectGPT if queries to the source model can be numerous. We also consider a black-box variant of the task where only a proxy of the source LLM is available for detection. We have also verified the effectiveness of our method in detecting large-parameter models, such as ChatGPT. We further qualitatively analyze the behavioral difference between our method and DetectGPT and showcase the limitations of our method.

Datasets. Following DetectGPT (Mitchell et al., 2023), we primarily experiment on three datasets, covering news articles sourced from the XSum dataset (Narayan et al., 2018), which represents the problem of identifying fake news, paragraphs from Wikipedia drawn from the SQuAD contexts (Rajpurkar et al., 2016), which simulates the detection of machine-generated academic essays and prompted stories from Reddit WritingPrompts dataset (Fan et al., 2018), which indicates the recognition of LLM-created creative writing submissions. These datasets are representative of a variety of common domains and use cases for LLM. We let the LLMs expand the first 30 tokens of the real text to construct generations. Refer to (Mitchell et al., 2023) for more details.

Evaluation Metric. The detection of LLM-generated texts is actually a binary classification problem. Thereby, we use the area under the receiver operating characteristic curve (AUROC) as the key metric to evaluate the performance of detectors (i.e., classifiers).

The LLMs of concern. We focus on several widely used open-source LLMs: GPT-2 (Radford et al., 2019),...
LLaMA2 (Touvron et al., 2023) and Vicuna (Chiang et al., 2023). GPT-2 is an LLM that leverages the
strengths of the GPT architecture. LLaMA2 and Vicuna
have gained great attention for their ability to build chatbots. Evaluating our method on them can demonstrate
the practical value and effectiveness of our method.

Hyperparameters. Most hyperparameters regarding
the perturbation model, i.e., $q(x)$, follow DetectGPT (Mitchell et al., 2023). We use T5-large when
detecting samples from GPT-2, LLaMa2, and Vicuna.
Unless otherwise specified, we set the sample size $N$
for estimating the detection measure to 200 and $S$
to 2. We tune the hyperparameters associated with the GP
model with an Adam optimizer (Kingma and Ba, 2014)
using a learning rate of 0.01 (cosine decay is deployed)
for 50 iterations.

4.1 Detection of LLaMA and Vicuna

We first compare our method to DetectGPT in detecting
contents generated by LLaMA family (Touvron et al.,
2023) and focus on the commonly used LLaMA2 and
Vicuna models, LLaMA2-7B/13B and Vicuna-7B/13B,
to thoroughly investigate the practical application value
of our method. LLaMA2 and Vicuna models are trained
on a diverse range of web text and conversational data
and have gained recent attention. The texts generated by
these models are of exceptional quality and coherence,
closely resembling texts written by humans.

Letting $Q$ denote the query budget, DetectGPT uses
$Q - 1$ random perturbations to estimate the detection
measure $l(x, p, q)$. In contrast, our method uses $Q - 1$
typical samples for fitting the surrogate model and still
uses a large number of random perturbations (as stated,
200) to estimate $l$, which is arguably more reliable.

Empirically, we use a normalized version of measurement
defined in Eq. (1) in this experiment, which is
detailed in Appendix C. We use T5-large as the perturbation
model in this case. To emphasize the query-saving
effects of our method, we consider the range of query
times only up to 4. Nevertheless, we still include Detec-
tGPT under 10, 20, 50, 100, and 200 query budgets.
We display the comparison between DetectGPT and our
method in Tables 1 and 2, where the three datasets and
various query budgets are also considered.

As shown, our method with only 4 query times out-
performs DetectGPT with 200 query times, whether
detecting texts generated by LLaMA2 or Vicuna.
Notably, when detecting samples generated by LLaMA2,
our method with only 2 query budgets can beat Detect-
GPT with 200 query budgets. These results demonstrate
that using typical samples rather than random samples
can significantly improve efficiency.
4.2 Detection of GPT-2

We then compare our method to DetectGPT in detecting contents generated by GPT-2. In Fig. 2, we present a comparison of detection AUROC on the datasets mentioned earlier. To reduce the influence of randomness, we report average results and variances over three random runs. For a comprehensive comparison, we also draw the performance of DetectGPT using 20 and 30 queries in the figure. As shown, our method outperforms DetectGPT significantly, achieving faster performance gains, particularly under a lower query budget. Notably, our method using only 10 queries can outperform DetectGPT using 20 queries in all three cases.

Interestingly, our method can already surpass DetectGPT in the 2-query case, especially on the WritingPrompts dataset. In that case, our method fits a GP model with only the original text passage as well as a random perturbation. This result confirms that the GP-based surrogate model is highly data-efficient and excels at interpolating the scores of typical samples to unseen data. Furthermore, DetectGPT’s performance gain with increasing query times is slow on the WritingPrompts dataset, as its detection AUROCs using 16, 20, and 30 queries are similar. In contrast, our method does not face this issue. Given that the variances are minor compared to the mean values, we omit repeated random runs in the following analysis.

Impact of the perturbation model. The perturbation model used in the above studies is the T5-large model. We then question whether replacing it with a more powerful model results in higher detection performance. For an answer, we introduce the T5-3B model as the perturbation model and conduct a similar set of experiments, with the results displayed in Fig. 3.

As shown, the performance of DetectGPT and our method is substantially improved compared to the results in Fig. 2, indicating the higher ability of T5-3B to perturb in the semantic space. Still, our method consistently surpasses DetectGPT and achieves similar performance with up to $2 \times$ fewer queries than DetectGPT. In particular, the average AUROCs of our method at query times of 5 and 10 are 0.897 and 0.932, respectively, while those for DetectGPT are 0.860 and 0.909.

High query budget. To demonstrate that our method remains effective with more query times, we test our method on 50 queries for case study, and it achieved a final AUROC of 98.0% on WritingPrompts, the same as DetectGPT using about 150 queries. This result verify the much higher efficiency of our method than DetectGPT while being able to achieve excellent performance.

4.3 Cross Evaluation

The above studies assume a white-box setting, where the source LLM is utilized to detect its generations. Yet, in practice, we may not know which model the candidate passage was generated from. A remediation is to introduce a proxy model for an approximate estimate of the log probability of source LLM (Mitchell et al., 2023). This section examines the impact of doing this on the final detection performance. To reduce costs, we consider using GPT-J (Wang and Komatsuzaki, 2021), GPT-Neo-2.7 (Black et al., 2021), and GPT-2 as the source and proxy models and evaluate the detection AUROC across all 9 source-proxy combinations. We present the average performance across 200 samples from XSum, SQuAD, and WritingPrompts in Fig. 4.

As demonstrated, using the same model for both generating and scoring yields the highest detection performance, but employing a scoring model different from the source model can still be advantageous. The column mean represents the quality of a scoring model, and our results suggest that GPT-Neo-2.7 is more effective in accounting for scoring. Furthermore, we observe significant improvements (up to 3% AUROC) in our method’s results over DetectGPT, indicating the generalizability of our approach.

4.4 Detection of ChatGPT

In addition to the GPT-2, LLaMA2 and Vicuna models discussed above, it is crucial to determine how to detect the text generated by the most frequently used ChatGPT (OpenAI, 2022), which has a huge number of parameters. However, ChatGPT is a black box model and we can’t directly get the log probability from ChatGPT. We use the same method introduced in Section 4.3 — obtaining the log probability of the text generated by ChatGPT through a proxy model. We test using LLaMA-13B and Vicuna-13B as the proxy models to estimate the log probability of ChatGPT. The results are shown in Table 3. Our method significantly outperforms DetectGPT on all three datasets. It is shown that by including a proxy model, our method can efficiently detect the text from LMs that have huge parameter sizes.

4.5 More Studies

To better understand our method, we lay out the following additional studies.

How does our method behave differently from DetectGPT? We are interested in how our method achieves better performance than DetectGPT. To chase an intuitive answer, we collect some human-written texts from the considered three datasets as well as the generated texts from GPT-2, and compute the detection measure \( \ell(x, p_\theta, q) \) estimated by DetectGPT and our method under a query budget of 15 and the T5-large perturbation model. We list the results in the Appendix due to space

<table>
<thead>
<tr>
<th>Method</th>
<th>Xsum</th>
<th>Squad</th>
<th>Writing</th>
</tr>
</thead>
<tbody>
<tr>
<td>DetectGPT (LLaMA2)</td>
<td>0.397</td>
<td>0.473</td>
<td>0.641</td>
</tr>
<tr>
<td><strong>Our Method (LLaMA2)</strong></td>
<td>0.631</td>
<td>0.660</td>
<td>0.742</td>
</tr>
<tr>
<td>DetectGPT (Vicuna)</td>
<td>0.595</td>
<td>0.606</td>
<td>0.733</td>
</tr>
<tr>
<td><strong>Our Method (Vicuna)</strong></td>
<td>0.780</td>
<td>0.714</td>
<td>0.850</td>
</tr>
</tbody>
</table>

Table 3: The AUROC for detecting texts generated by ChatGPT with query budget 15.
constraints. We find that (1) Our method’s estimation of \( \ell \) is usually higher than DetectGPT. Recalling the expression of \( \ell \), we conclude our method can usually select samples with substantially lower \( \log p_\theta \) than random samples. (2) Our method can occasionally produce too high or too low \( \ell \) for texts written by humans. This could be attributed to the fact that using a limited number of typical samples may fail to reliably capture the local curvature when it is ill-posed or complex.

The visualization of typical samples. As depicted in Fig. 1, typical samples have a direct physical meaning in toy cases. However, it is unclear whether this property can be maintained in the high-dimensional space in which texts exist. To investigate this, we conducted a simple study based on the text passage, “Joe Biden recently made a move to the White House.” Specifically, we perturb it with the rewriting function of ChatGPT for 50 times, and simulate the sequential procedure of typical sample selection. We present the original text and the first 11 typical samples in Fig. 5. We also display the BertScore among them and the row mean (estimated without the diagonal elements) are reported.

5 Conclusion

This paper tackles the issue that the existing probability curvature-based method for detecting LLM-generated text relies on a vast number of queries to the source LLM when detecting a candidate text passage. We introduce a Bayesian surrogate model to identify typical samples and then interpolate their scores to others. We use a Gaussian process regressor to instantiate the surrogate model and perform an online selection of typical samples based on Bayesian uncertainty. Extensive empirical studies on various datasets, using GPT-2, LLaMA2, and Vicuna, validate our method’s superior effectiveness and efficiency over DetectGPT.
Our optimization approach serves as a foundational method, which can be applied to other unsupervised detection techniques such as Binoculars (Hans et al., 2024) and GPT-who (Venkatraman et al., 2023), offering a means to enhance overall detection performance.
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Limitations

A limitation is that our method is not compatible with parallel computing due to the sequential nature of sample selection. Besides, with the goal of enhancing DetectGPT’s query efficiency, we have not evaluated its reliability against paraphrasing attacks.

Ethics Statements

We use public datasets and open-source LLMs for research purposes only, under licenses. We emphasize that detecting LLM-generated text is crucial in preventing serious social problems that may arise from the misuse of LLMs. However, our method may not achieve 100% detection of all samples generated by LLMs. Samples that go undetected could potentially introduce some impact or consequences. E.g., LLM-generated text could be used to spread false information, manipulate public opinion, or even incite violence.
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To better demonstrate the effectiveness of our approach, we analyzed the True Positive Rate (TPR) at various False Positive Rates (FPRs) following (Sadasivan et al., 2023). Fig 6 shows the ROC curves for detecting samples generated by GPT-2 when the query budget is 15 with T5-3B as the perturbation model. Our detector can achieve 83.6% TPR on XSum, 87.0% on SQuAD, and 92.8% TPR on WritingPrompts at 15% FPR. We also have a comparison to DetectGPT of TPR at low FPRs in Table 4. The results clearly demonstrate that our method consistently outperforms DetectGPT across various scenarios.

We also provide the ROC curves for detecting samples generated by Vicuna-7B/13B when the query budget is 10 with T5-large as the perturbation model, and the comparisons between our method and DetectGPT of TPR at low FPRs are shown in Tables 5 and 6, respectively.

B The Behavioral Difference between DetectGPT and Our Method

We collect some human-written texts and generated texts from GPT-2, meanwhile computing the detection measure $\ell(x, p_\theta, q)$ estimated by DetectGPT and our method under a query budget of 15 and the T5-large perturbation model. We present the results in Table 7.

C The Normalized Version of the Difference between Log Probabilities

For large-parameter models like LLaMA-7B/13B models, the log probability difference between texts with minimal differences can be significant. Therefore, to obtain a robust evaluation of the difference between log probabilities, we normalized the measurement defined in Eq. (1) to:

$$\frac{\log p_\theta(x) - \mathbb{E}_{\tilde{x} \sim q(\cdot | x)} \log p_\theta(\tilde{x})}{\sigma},$$

where $\sigma$ is the standard deviation of $\log p_\theta(\tilde{x})$. 
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Table 4: Comparison on TPR at various FPRs for detecting samples generated by GPT-2 with query budget 15.

<table>
<thead>
<tr>
<th>Method</th>
<th>Xsum FPR@0.01</th>
<th>Xsum FPR@0.05</th>
<th>Squad FPR@0.01</th>
<th>Squad FPR@0.05</th>
<th>Writing FPR@0.01</th>
<th>Writing FPR@0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>DetectGPT</td>
<td>0.278</td>
<td>0.514</td>
<td>0.230</td>
<td>0.487</td>
<td>0.420</td>
<td>0.678</td>
</tr>
<tr>
<td>Our Method</td>
<td>0.314</td>
<td>0.574</td>
<td>0.267</td>
<td>0.613</td>
<td>0.502</td>
<td>0.784</td>
</tr>
</tbody>
</table>

Figure 6: The ROC curves for detecting samples generated by GPT-2 when query budget is 15. We present the results on three representative datasets. We use T5-3B as the perturbation model.

Table 5: Comparison on TPR at various FPRs for detecting samples generated by Vicuna-7B with query budget 10.

<table>
<thead>
<tr>
<th>Method</th>
<th>Xsum FPR@0.01</th>
<th>Xsum FPR@0.05</th>
<th>Squad FPR@0.01</th>
<th>Squad FPR@0.05</th>
<th>Writing FPR@0.01</th>
<th>Writing FPR@0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>DetectGPT</td>
<td>0.604</td>
<td>0.798</td>
<td>0.027</td>
<td>0.433</td>
<td>0.780</td>
<td>0.878</td>
</tr>
<tr>
<td>Our Method</td>
<td>0.798</td>
<td>0.884</td>
<td>0.113</td>
<td>0.530</td>
<td>0.898</td>
<td>0.930</td>
</tr>
</tbody>
</table>

Figure 7: The ROC curves for detecting samples generated by Vicuna-7B when query budget is 10. We present the results on three representative datasets. We use T5-large as the perturbation model.

Table 6: Comparison on TPR at various FPRs for detecting samples generated by Vicuna-13B with query budget 10.
Figure 8: The ROC curves for detecting samples generated by Vicuna-13B when query budget is 10. We present the results on three representative datasets. We use T5-large as the perturbation model.

<table>
<thead>
<tr>
<th>Test</th>
<th>DetectGPT</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>XSum</td>
<td>0.0631</td>
<td>0.0857</td>
</tr>
<tr>
<td>SQuAD</td>
<td>0.2736</td>
<td>0.3708</td>
</tr>
<tr>
<td>WritingPrompts</td>
<td>0.0774</td>
<td>0.0803</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.1865</td>
<td>0.2630</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.1189</td>
<td>0.1285</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.0973</td>
<td>0.1672</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.1784</td>
<td>0.2903</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.4478</td>
<td>0.4894</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.0317</td>
<td>-0.0172</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.1331</td>
<td>0.1490</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.0481</td>
<td>0.1021</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.1472</td>
<td>0.2113</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.0653</td>
<td>0.0597</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.1831</td>
<td>0.1983</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.0774</td>
<td>0.0803</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.2736</td>
<td>0.3708</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.0631</td>
<td>0.0857</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.1189</td>
<td>0.1285</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.0973</td>
<td>0.1672</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.1784</td>
<td>0.2903</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.4478</td>
<td>0.4894</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.0317</td>
<td>-0.0172</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.1331</td>
<td>0.1490</td>
</tr>
<tr>
<td>(Human-written)</td>
<td>0.0481</td>
<td>0.1021</td>
</tr>
<tr>
<td>(LLM-generated)</td>
<td>0.1472</td>
<td>0.2113</td>
</tr>
</tbody>
</table>

Table 7: Comparison of the behavioral difference between DetectGPT and our method. The numbers reported refer to the measure $\ell(x, p_\theta, q)$ estimated under a query budget of 15 and the T5-large perturbation model. Note that each pair of human-written and LLM-generated texts has the same starting tokens. The exhibited samples are randomly selected.