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Abstract

Recently, the topic-grounded dialogue (TGD)
system has become increasingly popular as its
powerful capability to actively guide users to
accomplish specific tasks through topic-guided
conversations. Most existing works utilize side
information (e.g., topics or personas) in isola-
tion to enhance the topic selection ability. How-
ever, due to disregarding the noise within these
auxiliary information sources and their mutual
influence, current models tend to predict user-
uninteresting and contextually irrelevant top-
ics. To build user-engaging and coherent dia-
logue agent, we propose a Personalized topic
sElection model for Topic-grounded Dialogue,
named PETD, which takes account of the in-
teraction of side information to selectively ag-
gregate such information for more accurately
predicting subsequent topics. Specifically, we
evaluate the correlation between global topics
and personas and selectively incorporate the
global topics aligned with user personas. Fur-
thermore, we propose a contrastive learning
based persona selector to filter out irrelevant
personas under the constraint of lacking perti-
nent persona annotations. Throughout the se-
lection and generation, diverse relevant side
information is considered. Extensive experi-
ments demonstrate that our proposed method
can generate engaging and diverse responses,
outperforming state-of-the-art baselines across
various evaluation metrics.

1 Introduction

The dialogue systems have been widely used
for task-specific interactions like customer ser-
vice (Zhao et al., 2023; Li et al., 2023b) or emo-
tional interaction (Wei et al., 2019; Lai et al.,
2023). Early works adopt a passive stance in re-
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sponse to user queries, yielding generic or irrele-
vant responses (Liu et al., 2022a,b; Lu et al., 2023).
However, real-world conversational scenarios of-
ten manifest heightened complexity, necessitating
dialogue agents to adeptly manage topics and ac-
tively guide conversations. Although large lan-
guage models, such as ChatGPT, exhibit closely
resemble abilities of humans, they fall short in topic
management and exhibit suboptimal initiative (Cao,
2023; Hudeček and Dušek, 2023). Consequently,
topic-grounded dialogue systems (TGDs), which
can proactively predict appropriate future topics
and generate diverse and informative responses
around new topics, have recently attracted consid-
erable attention.

Indeed, the core of topic-grounded dialogue sys-
tems lies in the effective exploitation of diverse
side information (i.e., global topics or user per-
sonas) to precisely predict subsequent topics. The
former (Xu et al., 2021; Zou et al., 2021; Wen
et al., 2022) fully models the topic transitions over-
all topic sequences and infers the subsequent topic
via the co-occurrences of adjacent topics over such
topic transferring information, and the latter (Zhou
et al., 2020; Ren et al., 2022) takes account of all
user personas to model user preferences for topic
selection.

Despite achieving promising results, previous
studies still face challenges in adequately modeling
side information. This limitation arises from in-
adequate consideration of the interconnections be-
tween different side information, leading to the in-
discriminate integration of both relevant and irrele-
vant information for topic selection. This issue can
be delineated from two perspectives. Firstly, users
with different personas may select different topics
based on the same history topics. As shown in Fig-
ure 1 (a), global co-occurrence topic frequency dis-
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Q: It's finally a holiday. How do you think I should spend my 

leisure time?

(a) Global topics lead to mainstream but depersonalized topic 

selection.

(b) Irrelevant personas lead to unsmooth topic transition.

History topic path: friendship → emotion → humanity

Q: I just watched Titanic yesterday. Great love always deserves 

to be praised.

p1: Among all subjects, I especially love physics.

p2: I long for pure love.

p3: I am a happy person. 

p4: I like opera.

• • • 

User Profile

R: The physics exam is coming up, how are you doing with 

your revision?

R: Why not try camping? You can explore and 

capture beautiful scenery.

R: You can try shopping or watching movies.

w/o Persona

with Persona

R: I completely understand your yearning for love. First love is 

an unforgettable experience filled with innocence and passion. 

p(t)

p(t|P)

photographer

Figure 1: The irrelevant information in global topics
and user personas misleads the model to choose deper-
sonalized and unsmooth topics. The topics are bolded
and italicized.

tribution exhibits a uniform profile due to its amal-
gamation of diverse persona users choosing topics.
Existing works indiscriminately aggregate global
topics resulting in biasing models towards main-
stream but depersonalized topics. Secondly, each
selected topic may exclusively align with specific
user personas, rather than all of them. As shown
in Figure 1 (b), existing methods indiscriminately
encode multiple personas in user profiles, result-
ing in models that may be misled by contextually
irrelevant personas and choose unsmooth topics.
Furthermore, the absence of annotated labels indi-
cating the correspondence between personas and
topics introduces additional challenges for mod-
eling the interaction among side information and
filtering out irrelevant information.

To address these problems, we propose a novel
method called Personalized topic sElection model
for Topic-grounded Dialogue (PETD), which ef-
fectively mitigates the impact of irrelevant side
information by considering the interaction among
topics and personas for more accurately predicting
subsequent topics. To disentangle the global topics
that emerge from overlapping numerous personas,
we establish the n-to-n correspondence between
topics and personas at global level. We further
selectively aggregate global topics aligned with

user personas for efficiently filtering out irrelevant
global topics to user personas and more accurate
user preference modeling. To prevent the intrusion
of context-irrelevant personas during topic selec-
tion, we employ a persona selector to predict per-
sonas likely to be manifested by the user in the
next turn based on the topic path and dialogue con-
text. In light of existing research, which indicates
challenges in ensuring optimal training for each
submodule through end-to-end single-task super-
vised training alone (Zhang and Yang, 2021), we
design a contrastive learning based auxiliary task to
address the impediment of lacking relevant persona
annotations for targeted training of the persona se-
lector submodule. This task aims to specifically
optimize the persona selector and amplify the rep-
resentation distinction between different personas.
Finally, we utilize side information after filtering
out irrelevant information to assist topic selection
and dialogue generation.

To summarize, the contributions of this paper
are listed as follows:

• We identify the problem in current paradigms,
which is the isolated and indiscriminate inte-
gration of side information, resulting in deper-
sonalized and unsmooth topic selection.

• We propose a persona-specific global topic
expansion method to selectively aggregate
global topics under different user personas.

• We exploit fine-grained personas to guide
topic selection and a contrastive learning
based auxiliary task is proposed to optimize
the persona selector and enhance the distinc-
tion of different personality representations.

2 Related Work

Nowadays, existing methods in TGD often share
a paradigm that decomposes the task into two re-
lated sub-task, namely topic selection and response
generation (Qin et al., 2020; Xu et al., 2020a, 2021;
Zou et al., 2021). In this work, we mainly focus on
the topic selection task, which can be broadly cate-
gorized into knowledge-based, global topic-based
and user-based methods.
Knowledge-Based Methods. Tang et al. (2019)
first propose the target-guided dialogue topic selec-
tion task and develop a rule-based model based
on the similarity of the next topic and target.
DKRN (Qin et al., 2020) further utilizes semantic
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correlation to improve the smoothness of selected
topics. Xu et al. (2020b) and CKC (Zhong et al.,
2021) model topic transition as a continuous walk
on the commonsense graph (CKG), which effec-
tively reduces the neighborhood candidate topic
space. Considering topic selection based on neigh-
borhood entities on CKG does not conform to real
dialogues, ECCF (Li et al., 2023a) mines high-
frequency topic transition from real dialogues to
expand commonsense graph. However, strict neigh-
borhood constraints in topic selection limit the gen-
eralization of these methods to real-world conver-
sations (Li et al., 2022).

Global Topic-Based Methods. This kind of
method aims to leverage relevant topic transitions
in other paths to aid subsequent topic selection in
the local topic path. Xu et al. (2020a) construct
a global topic transition graph utilizing all topic
paths in dialogue corpora to capture utterance-level
correlations for topic selection. On this basis, Xu
et al. (2021) extend the method by employing Dis-
crete Variational Auto-Encoder (VAE) with Graph
Neural Network (GNN) to aggregate global neigh-
borhood topics into local topic paths for modeling
global level topic correlations. CG-nAR (Zou et al.,
2021) considers the joint influence of multiple turns
of historical topics on the next topic selection and
uses a dynamic graph attention mechanism to se-
lect subsequent topics. SGTA (Wen et al., 2022)
represented the global co-occurrence frequency of
topics as a multivariate skew-normal distribution
with hybrid kernel functions to assist in selecting
relevant topics with high global co-occurrence fre-
quencies.

However, it is crucial to note that users with
different personas tend to choose different topics
associated with the same historical topic sequence.
The aforementioned works indiscriminately fuse
the topic paths of users with different personas at
the global level, leading to the erroneous model-
ing of user preferences and depersonalized topic
selection. In contrast, PETD exclusively integrates
global topics related to the user personas, avoiding
interference from global topics corresponding to
irrelevant personas.

User-Based Methods. Recently, user-based works
attempt to model user characteristics for the en-
hancement of user satisfaction in predicted topics.
TG-ReDial (Zhou et al., 2020) proposes a topic-
grounded dialogue dataset with user personas and
employs pre-trained language models to indepen-

dently encode historical context and all user per-
sonas for topic prediction. UPCR (Ren et al., 2022)
uses user embedding instead of text-described per-
sonas to model user characteristics and combines
with dialogue history for topic selection. How-
ever, these methods statically model user personas
and inject all user personas into each turn of the
conversation, resulting in the risk of generating
context-independent topics and responses. In con-
trast, PETD selectively considers relevant personas
based on the historical conversation and topic path,
taking into account the dynamic transition of the
personas exhibited by the user during the conversa-
tion.

3 Method

3.1 Problem Formulation
Let C = {c1, c2, ..., c|C|} represent a multi-turn di-
alogue context and tp = {t1, t2, ..., t|tp|} is topic
path of the dialog C, where tj refers to the topics
discussed at the j-th turn. We assume that user u
is taken from a set U with a set of predefined per-
sonas Pu = {p1, p2, ..., p|Pu|}, where each persona

is described as a sentence pi = {wj}|pi|j=1. Given
conversation C[1:j], user u, user personas Pu and
topic path tp[1:j], the goal of topic-grounded dia-
logue is to predict topics of the next turn tj+1 and
generate the corresponding response Rj+1. We
split the target function of the model through the
Bayesian formula to correspond to the three sub-
tasks, persona selection P+

j+1, topic selection tj+1,
and response generation Rj+1, separately. We for-
mulate target function y∗ as follows:

y∗ ≜
|C|−1∏

j=1

P (P+
j+1|u, C[1:j], tp[1:j],Pu)·

|C|−1∏

j=1

P (tj+1|u, C[1:j], tp[1:j],P+
j+1)·

|C|−1∏

j=1

P (Rj+1|u, C[1:j],P+
j+1, tj+1).

(1)

For the sake of brevity, we omit all temporal
subscripts below. Table 5 in the Appendix lists the
notations used in this paper.

3.2 Input Representation
We use two multiple multi-layer transformer en-
coders as the backbone to encode the dialogue con-
text C and topic path tp respectively. We concat
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Figure 2: The structure of PETD. We use different colors to represent different personas and their corresponding
global topics.

all sentences into a single paragraph before encod-
ing. HC ∈ R|C|×d and Htp ∈ R|tp|×d are used
to represent the encoded sentence level dialogue
context representation and topic representation, re-
spectively.

HC =[hc1 , hc2 , ..., hc|C| ] = encoderC(C),
Htp =[ht1 , ht2 , ..., ht|tp| ] = encodertp(tp).

(2)

Users and personas are parameterized as EU and
EP respectively by indexing corresponding val-
ues from the embedding matrix. To utilize the
semantic information in persona description, we
use BERT (Kenton and Toutanova, 2019) to encode
personas at the sentence level as the initialization
embedding. For users, we use random initialization
embedding.

3.3 Persona-Specific Global Topic Expansion
In this section, we use personas to selectively fuse
global topics to alleviate the detrimental impact of
persona-irrelevant global topics on topic selection.
For each topic in the topic path, we first calculate
the correlation between global co-occurrence topics
and user personas to decouple the global topics un-
der different personas. The correspondence score
sij between persona pi and topic tj is calculated as
follows:

sij = epiWetj , (3)

where W ∈ Rd×d is a learnable matrix, epi and etj
are the embeddings of persona pi and topic tj . We
sample the most relevant k topics for each persona
pi, named persona-specific global topics Tpi .

Subsequently, we select the relevant user per-
sonas for each turn of the historical conversation.

Context representation hci , user embedding eu, and
topic representation hti are used together for corre-
spondence score s′ij calculation:

s′ij = f([hci ; eu;hti ], epj ), (4)

f(hi, hj) = MLP(hi) · hTj , (5)

where [;] represents the concat operation on multi-
ple elements and T means matrix transpose. Here,
we build a mask matrix M ′ ∈ R|tp|×|Pu to sample
relevant personas. A simple threshold sampling
strategy is used to populate the mask matrix ac-
cording to the correlation score, as follows:

m′
ij = 1 if σ(s′ij) ≥ 0.5 else 0, (6)

where σ is the sigmoid activation function.
For each turn, we aggregate persona-specific

global topics corresponding to the selected relevant
personas into local topic to obtain global-enhanced
topic representation h′ti :

h′ti = FFN(hti +

|Pu|∑

j=1

(s′ij ·m′
ij ·

∑

tk∈Tpi

(sjk ·etk))).

(7)
Another multi-layer transformer encoder is used

to encode the topic path after global topic aggrega-
tion.

H̃ ′
tp = encoder′tp(H

′
tp)

= encoder′tp([h
′
t1 , h

′
t2 , ..., h

′
t|tp| ]).

(8)

3.4 Contrastive Learning Based Persona
Selector

In this section, we use a persona selector to select
personas that are relevant to the next target topics.
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To optimize the persona selector without supervi-
sory signals and amplify the difference between
relevant and irrelevant persona representations, we
design a topic prediction auxiliary task based on
contrastive learning.

We use the scoring functions corresponding to
formulas 5 and 6 to evaluate the relevance S′′ ∈
R|Pu| of each persona and construct a mask vector
M ′′ ∈ R|Pu|.

s′′pi = f([HC ; eu; H̃ ′
tp], epi). (9)

According to the mask vector M ′′, we divide
the user persona set into positive persona set P+

u

(where m′′
pi=1) and negative persona set P−

u (where
m′′

pi=0). We further use contrastive learning to rein-
force the difference between positive and negative
persona sets. We first aggregate the positive and
negative persona sets separately to obtain the rep-
resentations hP+

u
and hP−

u
:

hP+
u
=

∑

pi∈P+
u

exp(s′′pi)∑
pi∈P+

u
exp(s′′pi)

· epi ,

hP−
u
=

∑

pi∈P−
u

exp(−s′′pi)∑
pi∈P−

u
exp(−s′′pi)

· epi ,
(10)

where each weight in the negative set is trans-
formed into a negative value, thereby amplifying
the presence of less relevant personas within the
negative set representation. We only use personas
to predict the next topic, as follows:

g(hP+
u
, eti) =

exp(hP+
u
WeTti)∑

tj∈T exp(hP+
u
WeTtj )

. (11)

The objective function for contrastive learning
is defined as follows:

Lc = − log(g(hP+
u
, eti)− g(hP−

u
, eti)), (12)

where eti is the embedding vector of the target
topic. The contrastive learning objective function
aims to augment the divergence in prediction scores
between positive and negative persona sets for sub-
sequent correct topics. Consistent with our intu-
ition, relevant personas tend to predict correct top-
ics while irrelevant personas tend to predict wrong
ones. Through this task, we cleverly transform
topic annotations into supervision signals of rele-
vant personas to optimize the persona selector.

3.5 Topic Selection

We use the same dot product similarity as formula
5 for topic selection, and the probability of each
topic being selected is defined as p(ti):

p(ti) =
exp(f([HC ; eu; H̃ ′

tp;hP+
u
]], eti))∑

tj∈T exp(f([HC ; eu; H̃ ′
tp;hP+

u
]], etj ))

,

(13)
where HC is the dialogue context representation,
eu is the user embedding, H̃ ′

tp is the topic path
represention after global topic aggregation, hP+

u
is

the positive persona set representation. We set a
cross-entropy loss to optimize the parameter:

LT = −log(p(ti)). (14)

3.6 Response Generation

We use the transformer decoder with copy mecha-
nism (Gu et al., 2016) to generate responses. At the
ζ-step, previously generated response embedding
ew[1:ζ−1]

and other auxiliary information are fed
into the decoder together to generate the current
word.

hζ = decoder([HC ; eu; H̃ ′
tp;hP+

u
; ew[1:ζ−1]

]).
(15)

The probability of generating the word wζ is the
sum of both the generation probability pg(wζ) and
the copy probability pc(wζ) :

p(wζ) = pg(wζ) + pc(wζ),

pg(wζ) = f(ht, ewζ
),

pc(wζ) = f(ht, hwζ
), wζ ∈ C, ti,

(16)

where we use the encoder output hwζ
of dialogue

context and selected topics for copynet generation.
As same as topic selection, we also use the cross-

entropy function to optimize model parameters for
a response utterance of length |R|:

LR = − 1

|R|

|R|∑

ζ=1

log(p(wζ)). (17)

4 Experiments

In this section, we demonstrate that our proposed
method achieves the state-of-the-art and the impor-
tance of each proposed component through exhaus-
tive experiments. We also give detailed hyperpa-
rameter analysis (A.3), persona selection analysis
(A.4), and case study (A.5) in the Appendix.
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Dataset TG-ReDial Persona-Chat
dialogue 10,000 9,935
utterance 129,392 147,039

topic 2,571 2,409
persona 2,433 6,737

avg personas per user 10 5

Table 1: Statistics of the datasets.

4.1 Datasets

To evaluate the effectiveness of PETD, follow-
ing previous works (Wen et al., 2022; Ren et al.,
2022; Zou et al., 2021; Kishinami et al., 2022), we
conduct experiments on two widely used bench-
mark datasets, TG-ReDial (Zhou et al., 2020) and
Persona-Chat (Zhang et al., 2018), for target-
guided topic-grounded dialogue. Table 1 presents
the statistics of the datasets. We give a more de-
tailed description of datasets in the Appendix A.1.

4.2 Baselines

In order to demonstrate the effectiveness of PETD,
we compare it with three category baselines.
(1) Knowledge-based Methods. DKRN (Qin
et al., 2020) proposes an explicit knowledge-routed
method for topic selection. CKC (Zhong et al.,
2021) models topic transition on the commonsense
graph and utilizes graph neural network to model
the correlation between topics. ECCF (Li et al.,
2023a) augments high-frequency topic transitions
into the commonsense graph and aggregates neigh-
borhood information using relation-aware atten-
tion.
(2) Global topic-based Methods. CG-nAR (Zou
et al., 2021) constructs a topic global transi-
tion graph for topic selection, and designs a
non-autoregressive topic-grounded insertion trans-
former decoder for response generation. SGTA
(Wen et al., 2022) introduces a latent space for flex-
ibly integrating global topic transition probabilities
with sequence topic prediction probabilities.
(3)User-based Methods. Profile-Bert, TG-CRS
(Zhou et al., 2020) introduces profile informa-
tion for dialogue topic selection for the first time.
Profile-Bert uses a pre-trained language model to
encode semantic information in all user personas
for topic selection. TG-CRS uses user profile, dia-
logue context, and topic sequence for topic selec-
tion. UPCR (Ren et al., 2022) uses user embedding
and dialogue history to model long-term and short-
term user interests respectively for topic selection.

4.3 Implementation Details
All of the baselines and our method are imple-
mented in PyTorch and trained on RTX 4090 24GB.
We keep a maximum of 7 turns of historical dia-
logue for all methods and allocate k = 10 global
topics for each persona. The embedding size is
set to 768 and the L2 regularization weight is 1e-6.
Throughout the experiments, we use Adam opti-
mizer (Kingma and Ba, 2015). Its initial learning
rate is 1e-4 and the batch size is set to 80. In or-
der to prevent overfitting, the dropout rate is fixed
at 0.1. For all datasets, we split the dataset into
training/validation/testing sets. We train the model
for up to 100 epochs and early stop the training in
advance when the hit@3 and bleu-1 don’t improve
for 10 consecutive epochs on the validation set.

4.4 Evaluation Metric
Automatic Evaluation. We jointly evaluate the
abilities of topic selection and response generation
from several different perspectives. (1) For topic
selection accuracy, following previous works (Tang
et al., 2019; Zhou et al., 2020; Wen et al., 2022),
we adopt Hit@k (k=1,3,5) as evaluation metrics.
(2) We report perplexity (PPL) (Horgan, 1995) and
BLEU-n (n=1, 2) (Papineni et al., 2002) to evalu-
ate the coherence and word overlap of generated
utterances. (3) Following previous works (Zhou
et al., 2020; Wen et al., 2022), we employ Distinct-
n (n=1, 2) (Li et al., 2016) to evaluate the diversity
of the generated response.
Human Evaluation. Following previous works
(Zhou et al., 2020; Wen et al., 2022), we adopt
Relevance, Fluency and Informativeness of the gen-
erated utterances with the rating range of [0, 2].
We recruit three experienced annotators to evaluate
100 randomly selected dialogues. The Fleiss Kappa
is 0.68, indicating consistency in the estimates of
annotators. The evaluation details are shown in the
Appendix A.2.

4.5 Main Result
The evaluation results are shown in Table 2.

4.5.1 Performance on Topic Selection
Our methods consistently outperform all base-
lines, achieving an average performance increase
of 4.90%, 3.64%, and 3.17% for Hit@1/3/5 respec-
tively compared to the best-performing baseline.
This improvement is attributed to PETD, which
filters out the irrelevant information from global
topics and user persona sets, enabling more precise
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Dataset Method Topic Selection Dialogue Generation

Hit@1 Hit@3 Hit@5 PPL BLEU-1 BLEU-2 Distinct-1 Distinct-2 Relevance Fluency Informativeness
T

G
-R

eD
ia

l
DKRN 0.402 0.482 0.507 - - - - - - - -
CKC 0.591 0.786 0.827 - - - - - - - -
ECCF 0.601 0.839 0.852 34.131 0.263 0.161 0.017 0.088 1.37 1.26 1.51

CG-nAR 0.566 0.764 0.829 52.417 0.161 0.103 0.015 0.047 1.45 1.08 1.42
SGTA 0.621 0.852 0.867 21.616 0.301 0.191 0.023 0.124 1.54 1.52 1.53

Profile-BERT 0.499 0.821 0.834 23.552 0.287 0.117 0.019 0.090 1.14 1.48 1.19
TG-CRS 0.613 0.816 0.830 19.223 0.280 0.173 0.021 0.094 1.55 1.51 1.37
UPCR 0.808 0.883 0.907 41.234 0.316 0.200 0.022 0.132 1.57 1.47 1.58

PETD 0.837* 0.899 0.920* 17.076* 0.351* 0.224* 0.031* 0.176* 1.75 1.51 1.65

Pe
rs

on
a-

C
ha

t

DKRN 0.468 0.515 0.533 - - - - - - - -
CKC 0.583 0.733 0.773 - - - - - - - -
ECCF 0.634 0.775 0.839 35.499 0.257 0.166 0.038 0.238 1.35 1.36 1.43

CG-nAR 0.542 0.592 0.613 18.237 0.184 0.134 0.041 0.237 1.34 1.27 1.39
SGTA 0.664 0.857 0.907 15.648 0.327 0.207 0.047 0.241 1.52 1.43 1.57

Profile-BERT 0.502 0.820 0.836 19.938 0.269 0.170 0.031 0.228 1.19 1.47 1.28
TG-CRS 0.657 0.846 0.863 16.269 0.285 0.181 0.037 0.237 1.49 1.54 1.37
UPCR 0.685 0.855 0.865 26.735 0.311 0.216 0.016 0.192 1.62 1.45 1.52

PETD 0.727* 0.904* 0.951* 13.462* 0.346* 0.252* 0.061* 0.254 1.67 1.58 1.63

Table 2: The performance of PETD and all baselines. The results of the best baseline and best performance in each
column are underlined and in boldface respectively. We do not report dialogue generation results for DKRN and
CKC because their methods rank candidate sentences instead of generation. Significant improvements compared to
the best baseline are marked with * (t-test, p ≤ 0.05).

Dataset Method Topic Selection Dialogue Generation

Hit@1 Hit@3 Hit@5 PPL BLEU-1 BLEU-2 Distinct-1 Distinct-2 Relevance Fluency Informativeness

TG-ReDial

PETD (0.2B) 0.837 0.899 0.920 17.076 0.351 0.224 0.031 0.176 1.75 1.51 1.65
Llama2 (7B) 0.639 - - 12.710 0.314 0.226 0.044 0.197 1.71 1.75 1.81

Llama2-COT (7B) 0.658 - - 11.492 0.349 0.239 0.042 0.193 1.78 1.74 1.81
PETD† (7.1B) 0.837 0.899 0.920 10.505 0.394 0.247 0.057 0.215 1.81 1.75 1.83

Persona-Chat

PETD (0.2B) 0.727 0.904 0.951 13.462 0.346 0.252 0.061 0.254 1.67 1.58 1.63
Llama2 (7B) 0.603 - - 11.929 0.317 0.231 0.054 0.257 1.72 1.79 1.74

Llama2-COT (7B) 0.620 - - 9.876 0.320 0.248 0.067 0.271 1.74 1.81 1.77
PETD† (7.1B) 0.727 0.904 0.951 9.082 0.379 0.273 0.068 0.287 1.77 1.78 1.81

Table 3: The performance of PETD and LLMs. For Llama2 and Llama2-COT, We evaluate the accuracy of topic
prediction by detecting whether the target topic is included in the generated responses. We report the number of
parameters of each model in symbol ().

utilization of side information for dialogue topic
selection.

Overall, global topic-based methods tend to out-
perform knowledge-based methods due to their ca-
pacity to incorporate other topic paths, capturing
correlations between different dialogues. Nonethe-
less, global topic-based methods disregard the in-
fluence of persona on topic transition and treat the
global information under different personas equally.
Conversely, our method differentially considers the
global topics under different personas, resulting
in improved performance in comparison to global
topic-based methods.

The user-based methods almost achieve the best
results overall baselines due to the incorporation of
user persona information. It is worth noting that
the poor performance of Profile-BERT arises from
its failure to dynamically model the personas ex-
hibited by the user during dialogue and using the
full personas resulting in noise that heavily inter-
feres with the topic selection. UPCR achieves the
best experimental performance among all baselines
as it employs user embeddings and topic path to

model both long-term and short-term user prefer-
ences. However, these user-based methods either
consider full personas or solely rely on user em-
beddings, without adequately tackling the problem
of irrelevant information within user persona sets.
We design a person selector and optimize it using a
contrastive learning-based topic selection auxiliary
task to mitigate irrelevant information in user per-
sona sets. In summary, PETD, through its consid-
eration of fine-grained persona, exhibits the ability
to provide a more personalized and coherent topic
selection compared to state-of-the-art baselines.

4.5.2 Performance on Response Generation
Overall, SGTA and UPCR achieve better experi-
mental results in all baselines. The performance of
SGTA comes from considering multiple potential
topics simultaneously during dialogue generation.
The enhanced performance of UPCR results from
incorporating user embedding as user characteris-
tics in the generation process. Our method achieves
the best performance, with an average improvement
of 9.4%, and 25.9% in Bleu and Distinct metrics
compared to the current state-of-the-art baseline,
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respectively. The significant improvement in PETD
performance arises from a more accurate selection
of topics and user personas. The utterances gen-
erated by PETD exhibit an average enhancement
of 7.28% and 4.13% on the relevance and informa-
tiveness metrics, respectively, which indicates that
our method can better align with the user personas
and dialogue topics.

4.6 Compaered with LLMs
To demonstrate the importance of topic selection
for the Large Language Models (LLMs), we choose
Llama2-7b-chat (Touvron et al., 2023) after instruc-
tion tuning as the backbone for experiments. We
use two methods to generate responses for LLM,
(1) using the prompt to generate responses for the
model at once (Llama2), and (2) using Chain-of-
Thought (Wei et al., 2022) to select relevant per-
sonas before generating responses (Llama2-COT).
We also design an enhanced variant of our method
(PETD†) by using Llama2-7b-chat as the decoder
to generate responses. For all experiments, we
fine-tune three epochs on the corresponding dataset
using lora (Hu et al., 2021) for Llama-7b-chat. The
prompts are shown in the Table 7 in Appendix.

The experimental results are shown in Table 3.
We find that although LLM can generate more flu-
ent and diverse responses, the accuracy of topic
selection is lower than most baselines of topic-
grounded dialogue. This is consistent with previous
research results (Cao, 2023; Hudeček and Dušek,
2023). Without an external topic management mod-
ule, Llama2, like most conversation models, tends
to discuss the current topic rather than expand on
new ones. Compared to Llama2, the improvement
of Llama2-COT indicates that LLM is still sub-
ject to interference from irrelevant personas in the
prompt. PETD† achieve optimal performance by
introducing predicted topics and relevant personas
into LLM, indicating that we can cleverly utilize
small models (topic selection) to improve the ini-
tiative and information of LLM.

4.7 Ablation Study
To investigate the effectiveness of PETD, we con-
duct detailed ablation experiments around two key
components of PETD. The experimental results are
shown in Table 4.
Persona-Specific Global Topic Expansion. We
first eliminate the global topic aggregation for w/o
global topic. The dramatic drop in this variant
performance demonstrates the important role of

Dateset Method Hit@1 Hit@3 Hit@5

T
G

-R
eD

ia
l

PETD 0.837 0.899 0.920

w/o global topic 0.801 0.871 0.890
w topic similar 0.814 0.883 0.910

w co-occurrence 0.813 0.885 0.913

w/o persona 0.759 0.874 0.894
w/o persona selection 0.814 0.872 0.902

w random persona selection 0.729 0.862 0.857
w/o auxiliary task 0.816 0.877 0.903

w/o contrastive learning 0.823 0.884 0.912

Pe
rs

on
a-

C
ha

t

PETD 0.727 0.904 0.951

w/o global topic 0.703 0.834 0.901
w topic similar 0.704 0.868 0.927

w co-occurrence 0.718 0.875 0.895

w/o persona 0.676 0.778 0.857
w/o persona selection 0.718 0.872 0.890

w random persona selection 0.689 0.798 0.876
w/o auxiliary task 0.718 0.873 0.893

w/o contrastive learning 0.720 0.887 0.916

Table 4: The Performance of Ablation Study.

global information in modeling user preferences.
To demonstrate the effectiveness of personas in
global topic aggregation, we contrast two variants:
one employing topic similarity (w topic similar)
and the other utilizing global co-occurrence (w
co-occurrence) to select and aggregate global top-
ics. We observe that PETD w co-occurrence and
PETD w topic similar achieve similar performance,
indicating that the statistical frequency of global
co-occurrence can be well fitted by the topic rep-
resentation similarity. This similarity serves as the
basis for our successful decoupling of global topics
through personas and topics similarity. However,
the performance of these two variants remains no-
tably lower than that of PETD, highlighting the
necessity of distinctively accounting for global top-
ics aligned with different personas.
Contrastive Learning Based Persona Selector.
We design following variants: deletes complete
personas (w/o persona), deletes persona selection
module (w/o persona selection), instead random
selection of persona selection module (w random
persona selection), and deletes contrastive learning
based auxiliary task (w/o auxiliary task), deletes
contrastive learning (w/o contrastive learning), re-
spectively. Generally speaking, richer side infor-
mation will make the model perform better. When
all personas are given (w/o persona selection), the
performance of the model is lower than that of se-
lecting personas (PETD), indicating that the model
is poisoned by irrelevant persona, proving that per-
sona selection is necessary. For PETD with ran-
dom persona selection. The number of selected
personas is set to 2, consistent with the number of
relevant personas selected by our methods (PETD)
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in most scenarios. Since random selection has a
high probability of selecting irrelevant personas,
the performance of the PETD w random person
selection variant decreases significantly, demon-
strating the sensitivity of the model to irrelevant
personas. We believe that persona selection is an
essential component for intelligent agents as con-
versation scenarios become more complex and user
personas increase significantly. We also find that
the inclusion or exclusion persona selection mod-
ule has little impact on model performance when
the model is without the auxiliary task. This find-
ing suggests that optimizing the persona selector
using a specific end-to-end training method is chal-
lenging and the auxiliary task we proposed can
subtly address this problem through targeted opti-
mization. After removing contrastive learning, the
model’s performance drops significantly, although
it is slightly higher than the variant that removes
all the auxiliary tasks. The significant drop in per-
formance demonstrates the necessity of using con-
trastive learning to increase the difference between
irrelevant and relevant persona representations and
to specifically optimize the persona selector.

5 Conclusion

In this work, we leverage the interplay between top-
ics and personas to improve the accuracy of topic
selection by removing redundant noise in side in-
formation. We notice that user under different per-
sonas selects different topics, and existing global
topic-based methods ignore this difference. Simul-
taneously, the complicated persona information in
the user profile contains plenty of noise, and only
a few are related to the next topic. To tackle the
above problems, we propose a novel model, named
PETD. We construct a corresponding topic set for
each persona at the global level and selectively
amalgamate globally pertinent topic sets aligned
with user personas to exclude persona-irrelevant
global topics. We subsequently develop a persona
selector, curbing the adverse influence of irrelevant
personas on topic selection. A contrastive learning
based auxiliary task is proposed to optimize the
persona selector and increase the distance between
different persona representations in unlabeled sce-
narios. Comprehensive experiments showcase the
superior ability of our method to achieve more pre-
cise topic selection and produce captivating and
varied responses, outperforming all benchmarks
across various evaluation metrics.

Limitations

First, our method only uses the simplest top-k sam-
pling and threshold sampling for topic and persona
selection and does not experiment with more clever
sampling methods. Second, due to the large ex-
perimental scale and fairness issues, we used a
transformer decoder of a similar size to GPT2 in
most of the experiments. Although we demon-
strated the effectiveness of our method for LLMs
in Section 4.6, this is still a limitation. Third, con-
sidering the simplicity of the method and the gap
between the structure of the knowledge graph and
real conversations, this study does not discuss how
to introduce the knowledge graph into topic pre-
diction. However, external knowledge represented
by a knowledge graph can be considered similar
to the global topic co-occurrence matrix, as both
model topic correlation relationships outside the
sequence. Therefore, our method can be extended
to other side information such as knowledge graphs
through similar decoupling, selection, and fusion
methods.

Ethics Statement

In a broad sense, introducing personality informa-
tion into topic-grounded conversations may indeed
lead to user profile privacy leaks and false identity
forgery. However, in this work, personality infor-
mation and responses are limited to the scope of
the experiment and are not enough to threaten real
conversations. In addition, all models in this paper
are trained and evaluated on datasets collected in
the public corpus, and the dataset corpus is only
used for experimental purposes. The dataset we
use does not contain unethical language.
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Symbol Description

U , u the set of all users and a user
P , p the set of all persona and a persona
T , t the set of all topics and a topic
C, c a conversation and a utterance in conversa-

tion
W , w the set of all words and a word
R a response
PC the persona set of a conversation
P+

C , P−
C the position and negative persona set of a

conversation
tp topic path
e, E a embedding vector and the embedding ma-

trix
h, H hidden state generated in encoder
S, sij correspondence score matrix and the score

between i and j
M , mij mask matrix and the mask value between i

and j
W a learnable parameter matrix
d dimension of embedding and hidden vector

Table 5: Glossary.

A More Experiments

A.1 Datasets

TG-ReDial1 (Zhou et al., 2020) is a dialogue
dataset in the movie domain, composed of 10,000
two-party dialogues between a seeker and a recom-
mender. The dataset is structured in a topic-guided
way, i.e. each dialogue in the TG-ReDial dataset
includes a topic path to achieve target-guided topic-
grounded dialogue. Each dialogue has 7.9 topics
and each utterance contains 19.0 words. We use
the same data preprocessing strategy as in (Wen
et al., 2022; Ren et al., 2022).
Persona-Chat2 (Zhang et al., 2018) is an open-
domain dialogue dataset, which covers a broad
range of topics. Following previous works (Qin
et al., 2020; Zhong et al., 2021; Zou et al., 2021;
Kishinami et al., 2022), we use TF-IDF and part-
of-speech (POS) to extract topics from dialogue ut-
terance. Inspired by (Zhong et al., 2021; Kishinami
et al., 2022), we use the first topic in the follow-
up dialogue that does not constant movement on
the ConceptNet (Speer et al., 2017) as the target to
construct the dataset into the form of target-guided
topic-grounded dialogue task.

A.2 Human Evaluation Metrics

Relevance is used to evaluate the relevance of se-
lected topics and generated sentences to historical

1https://github.com/Lancelot39/TG-ReDial (Apache-2.0
license)

2https://parl.ai/projects/personachat/ (MIT license)

Relevance
2: Fits the user’s personality and is related to the current
conversation
1: Relevant to one of the user’s personality or current
conversation, irrelevant or conflicting with the other
0: Does not resemble any user’s personality and context
history

Fluency
2: Fluent and easy to read
1: Grammatically formed
0: Not a complete sentence or hard to read

Informativeness
2: Have clear and specific meaning
1: Contain a few informative words
0: Meaningless sentence

Table 6: Criteria of human evaluation.

Hit@1 Hit@3 Hit@50.0
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(a) history turns
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0.6

0.8
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k = 5 k = 10 k = 15 k = 20

(b) topics per persona

Figure 3: Impact of the number of history turns (a) and
topics per persona (b) on TG-ReDial dataset.

conversations and the user’s personality. Fluency
is used to measure the fluency of generated utter-
ances. Informativeness is used to evaluate whether
the generated utterance revolves around the topics
and user personas. The detailed scoring criteria are
shown in Table 6.

Considering that we conduct evaluations on Chi-
nese and English datasets, each evaluator we recruit
is required to be a native Chinese speaker and have
a high level of English proficiency. All human
evaluations are conducted anonymously.

A.3 Hyperparameter Research
To explore the sensitivity of our proposed PETD
model to hyperparameters, we conduct experiments
on two hyperparameters, the number of history
turns t ∈ {1, 4, 7, 10}, global topics corresponding
to each persona k ∈ {5, 10, 15, 20} on TG-ReDial
dataset. The experimental results are shown in
Figure 3.

The performance of the model increases with
the number of history turns, which is consistent
with previous works (Zou et al., 2021; Wen et al.,
2022), indicating that the user’s next topic is re-
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Model Prompt

L
la

m
a2

The following is a conversation between an AI assistant called Assistant and a human user called User. The assis-
tant needs to guide the conversation to target topic based on the user’s personality and historical conversations.
The users’ personas are following:
<persona 1>, <persona 2>, ...,<persona n>
The topic history is following: <topic 1>, <topic 2>, ..., <topic n>
The target topic is <target topic>
The conversation is following:
Assistant: <utterance 1>, User: <utterance 2>, Assistant: <utterance 3>, ..., User: <utterance n>,
Assistant:

L
la

m
a2

(C
O

T
)

Turn 1:
The following is a conversation between an AI assistant called Assistant and a human user called User. The
assistant needs to guide the conversation to target topic based on the user’s personality and historical conversations.
Please think step by step and first predict the personas that users may be interested in in the next turn.
The users’ personas are following:
<persona 1>, <persona 2>, ...,<persona n>
The topic history is following: <topic 1>, <topic 2>, ..., <topic n>
The target topic is <target topic>
The conversation is following:
Assistant: <utterance 1>, User: <utterance 2>, Assistant: <utterance 3>, ..., User: <utterance n>,
Relevant Personas:
Turn 2:
Please generate a response based on the selected personas and conversation history, and gradually guide the
conversation to the target topics.
Assistant:

Table 7: The prompt of Llama2 and Llama2(COT). The symbol <> is a placeholder that represents the corresponding
data in the dataset.

Dateset Method Recall Precision F1

TG-ReDial
PETD 0.754 0.854 0.801

PETD w/o auxiliary task 0.614 0.546 0.578
Llama2-COT 0.415 0.472 0.442

Persona-Chat
PETD 0.790 0.833 0.811

PETD w/o auxiliary task 0.674 0.508 0.579
Llama2-COT 0.516 0.489 0.502

Table 8: The performance of persona selection.

lated to long historical dialogue, and it is necessary
to model interest transition in historical dialogues.
We observe that the improvement of model perfor-
mance slows down significantly when the number
of turns reaches 7 rounds. To balance efficiency
and performance, we choose 7 turns as the hyperpa-
rameter of the main experiment. The performance
of PETD is not sensitive to the number of topics
corresponding to each persona, but the performance
of the model still degrades when n is too small or
large. When k exceeds 10, the performance of the
model gradually decreases as k increases, indicat-
ing that forcibly assigning too many topics for each
persona will introduce irrelevant information.

A.4 Persona Selection Analysis

We evaluated the persona prediction accuracy of
our proposed method (PETD), a variant of PETD
that deletes the contrastive learning based auxil-
iary task (PETD w/o auxiliary task), and Llama2-

7b-chat using the thinking chain (Llama2-COT).
To evaluate the accuracy of persona selection, we
manually annotated 100 pieces of data with rele-
vant personas for each dataset. We adopt Recall,
Precision and F1 as the evaluation metrics. The
experimental results are shown in Table 8.

We find that our proposed method accurately
predicts the relevant personas that users are likely
to display in the next turn. The PETD w/o auxil-
iary task variant has a significant decrease in pre-
cision, indicating that without contrastive learning
based auxiliary task, the model has difficulty distin-
guishing between relevant and irrelevant personas,
and tends to predict more irrelevant personas. We
found that the reason for the lower performance
of Llama2-COT is that, through prompts, Llama2
prefers to select relevant personas shown in the
conversation history rather than predicting relevant
personalities in the future.

A.5 Case Study

We provide an example from the TG-ReDial dataset
in Table 9. We notice that SGTA chooses globally
relevant friendship as the topic because of its lack
of consideration for user personas. Although TG-
CRS considers the persona information, it brutally
injects a whole range of personas, relevant and ir-
relevant, into the topic selection model and chooses
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Pe
rs

on
as

p1: I like expressing emotions. p6: I like music very much.
p2: I seem to fall in love lately. p7: I really like the impressive screenplay.
p3: I like children very much. p8: I’m currently studying psychology.
p4: I yearn for love very much. p9: I like famous actors.
p5: I am a person who is easily moved. p10: I want good luck.

C
on

te
xt

A: How have you been lately?
B: I’ve been fine lately. How long does it take for an actor to become popular since their debut?
A: There is no specific standard for this, some are very fast and some are many years. Anyway, it is not easy for
them to be well known by everyone, and some of them succeed by certain means.
B: Such success is not worth mentioning, let’s talk about something else, are you going to take the exam soon,
good luck to you.

R
es

po
ns

e

Gold Response: Haha, I hope this time it will pass smoothly. When you say I can reap love again, it will be
even more perfect.

SGTA: Thank you, how lucky I am to have your friendship.

TG-CRS: Let’s not talk about exams, have you listened to music recently, Stephen Chow’s new song?

UPCR: I know a way to improve luck, you know?

Llama2: Thank you for your blessings. By the way, I have watched many movies recently. Can I recommend
some movies about love to you?

PETD: Hey, the exam can pass smoothly. I just watched a movie about love last night, and I was moved to tears.
I don’t know when I will reap my own love again.
select personas: p2, p4, p5

Table 9: One case extracted from TG-ReDial. The topics are bolded and italicized.

sm
ile

en
ga

ge
m

en
t

clo
ck

sw
ee

t
lo

ve
fri

en
ds

hi
p

ru
n

ha
pp

y
an

im
al

re
ad

in
g

lu
ck

m
us

ic
da

nc
e

ac
to

r

De
ns

ity

w/o persona
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p2: fall in love p6: like music

Figure 4: The global co-occurrence frequency density plot of the topic ‘good luck’ in the TG-ReDial dataset. For
brevity, we do not draw all global topics.

persona-relevant but incorrect music as the topic.
UPCR, which models long-term preference based
on user embeddings, mistakenly chooses luck as
the topic due to the lack of explicit modeling of
each persona’s fine-grained granularity. In contrast,
PETD accurately models user preference, selects
the corresponding personas, and further chooses
the correct topics by taking into account the interac-
tion of personas and topics to selectively aggregate
relevant side information. Additionally, the PETD
response is also affected by the persona of ‘I am

a person who is easily moved.’, and generated ut-
terance ‘I was moved to tears’, which effectively
increased the user’s interest in the dialogue. The
improved performance of PETD is attributed to fil-
tering out irrelevant information on global topics
and user personas.

We further provide the global co-occurrence fre-
quency density plot of the topic ‘good luck’ in
the TG-ReDial dataset. As shown in Figure 4, the
co-occurrence frequency density under the global
topic and a certain persona has obvious distribution
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differences. We find that the global co-occurrence
topic frequency is a multimodal distribution be-
cause it can be regarded as a superposition state
of the global co-occurrence topic distribution un-
der multiple personas. This explains that indis-
criminately incorporating side information often
leads the model to irrelevant or uninteresting topic
choices.
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