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Abstract

In this paper, we tackle the challenge of inade-
quate and costly training data that has hindered
the development of conversational question an-
swering (ConvQA) systems. Enterprises have a
large corpus of diverse internal documents. In-
stead of relying on a searching engine, a more
compelling approach for people to comprehend
these documents is to create a dialogue sys-
tem. In this paper, we propose a robust dia-
log synthesising method called SynCARS. We
learn the segmentation of data for the dialog
task instead of using segmenting at sentence
boundaries. The synthetic dataset generated by
our proposed method achieves superior qual-
ity when compared to WikiDialog, as assessed
through machine and human evaluations. By
employing our inpainted data for ConvQA re-
trieval system pre-training, we observed a no-
table improvement in performance across stan-
dard benchmark datasets.1

1 Introduction

Conversational Question Answering (ConvQA)
is a computational task aimed at modeling the
information-seeking processes found in human dia-
log. The goal of this task is to allow automated sys-
tems to understand and respond to questions within
a conversational context. Several publicly avail-
able datasets, such as QuAC (Choi et al., 2018),
CoQA (Reddy et al., 2019), QreCC (Anantha et al.,
2021), and OR-QuAC (Qu et al., 2020), have been
developed for building ConvQA systems. Despite
these resources, the size of the datasets remains rel-
atively limited, posing potential challenges when
implementing ConvQA systems in real-world ap-
plications.

Meanwhile, a plethora of high-quality docu-
ments, including but not limited to sources such

1Our model and dataset are publicly available at https:
//github.com/wufanyou/SynCARS.

WD: When did the Czechs
settle in Argentina?

WD: What led to the split?

A: It is estimated that around 40,000 Czechs arrived to Argentina
until 1970.

WD: Are there any other interesting
aspects about this article?

RQ: When did the
Czechs immigrate to Argentina?

RQ: How many Czechs
immigrated to Argentina?

A: Argentina has the largest
Czech community in Latin
America. Czechs settled mainly
in Buenos Aires, Gran La Plata,
Rosario and Chaco.

Q: Where did the majority
settle?

A: Czechs in Argentina The Czech immigration in Argentina began
during the World War 1 and it was split in four periods.

A: Argentina has the largest Czech
community in Latin America.

A: Czechs settled mainly in Buenos Aires,
Gran La Plata, Rosario and Chaco.

RQ: Where did the czechs settle
in Argentina?

Text from WikiPedia WD: WikiDialog Question RQ: Ours

Figure 1: An example dialog from WikiDialog (WD)
and ours (RQ). The blue and yellow boxes in the dialog
contain the questions generated by our approach, while
the green boxes contain the corresponding answers. WD
asks a question starting with "Are there any other .."
which is not useful to train a question answering system.
Besides, some of the answers can be combined such as
the last two on the left side. In contrast, our method
fixed those problems.

as Wikipedia and arXiv, are publicly available.
Numerous technological roadmaps have been pro-
posed to leverage the vast wealth of information
within these documents to construct a ConvQA
system. One approach involves utilizing a Large
Language Model (LLM) in conjunction with infor-
mation retrieval techniques, such as New Bing from
Microsoft. Alternatively, a well-trained LLM, such
as ChatGPT without a plugin, can be employed
independently to achieve similar or even superior
results. By utilizing information retrieval tools,
LLMs can access up-to-date information, albeit at
the expense of increased inference time and latency
compared to using LLMs alone.

To effectively employ these documents along-
side LLMs for the purpose of constructing a Con-
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vQA system, there are two potential research direc-
tions to explore: the decomposition and synthesis
of the documents into a dialog format, or the pursuit
of improved question embedding representations
for the documents. Additionally, conversational
question generation (QG) can be utilized in both
of these approaches. Dai et al. (2022) pioneered
"dialog inpainting," suggesting every sentence in a
document can answer a question, leading to the cre-
ation of the WikiDialog dataset. In our study, we in-
troduce SynCARS, a novel approach that leverages
ConvQA datasets to produce synthetic conversa-
tions from unlabeled documents, yielding superior
quality compared to WikiDialog. To summarize,
our main contributions can be summarized as fol-
lows:

• We identified various challenges present within
the WikiDialog dataset, a component of FLAN
collection (Longpre et al., 2023) used for instruc-
tion fine-tuning.

• We designed a new dataset by merging existing
datasets and filtered out inadequate data to ad-
dress issues present in the WikiDialog dataset.
Additionally, we have designed a new answer
segmentation technique by introducing a special
token pmt . In comparison to the approach by Dai
et al. (2022), we obtained a new and compact
model specifically tailored for generating dia-
logues from documents.

• Our generated dataset exhibits significantly
higher answer quality and question specificity,
as validated through Human and GPT-4 evalu-
ations, when compared to WikiDialog. Further-
more, the question retrieval system trained on
our generated data achieves superior results com-
pared to the system trained on WikiDialog and
the standard retrieval-only benchmark method.

2 Related Work

Question generation (QG) is a field that seeks
to create natural questions using various types
of data sources, including structured knowledge
bases (Guo et al., 2018; Chen et al., 2023), text (Rus
et al., 2010; Du et al., 2017; Nogueira et al., 2019),
images (Li et al., 2018), and tables (Bao et al.,
2018). Past research efforts in this area have pri-
marily focussed on producing isolated and discon-
nected questions from a given passage.

Pan et al. (2019) proposed the Conversational
Question Generation (CQG) task as an approach

to improve the development of ConvQA systems.
This task involves generating the subsequent ques-
tion by incorporating a passage and a conversation
history, thereby requiring a deeper comprehension
of the given passage and prior conversation to gen-
erate a coherent and relevant question for the next
round. Unlike prior QG tasks that only consider
the passage, CQG requires an understanding of the
previous conversation, making it a more complex
task.

Kim et al. (2022) proposed SIMSEEK, a frame-
work that generates ConvQA datasets by model-
ing the information needs of questioners who may
ask incoherent questions due to excessive informa-
tion. SIMSEEK includes a conversational answer
extractor that selects answer candidates from the
passage by considering the context of the conver-
sation. However, this method is only suitable for
short answers.

In contrast, Dai et al. (2022) introduced dialog
inpainting, which assumes that each sentence in a
document can be used as an answer to a question.
The authors generated a ConvQA dataset called
WikiDialog using this approach. This dataset tends
to have longer answers as each answer corresponds
to a single sentence. This characteristic makes
it more suitable for dialog applications. While
the proposed method is straightforward and effi-
cient, concerns arise regarding the quality of the
WikiDialog dataset. An illustrative example from
the WikiDialog dataset is presented in Figure 1.
From this example, it is evident that combining cer-
tain answers could yield improved responses and
questions. Moreover, some questions are overly
broad, rendering them less suitable for training a
retriever system. In the context of the Open-QA
dataset, the "anything else" question serves as a
means to transition between topics. However, when
examining a brief paragraph, typically containing
around six sentences or less, it becomes challeng-
ing to discern any significant shifts in the topic.

3 SynCARS

Problem Statement: SynCARS (Synthesizing
Conversations using Automatic Response
Segmentation) aims to generate a high-quality
complete dialog from an informative document.
It assumes that at most N continuous sentences
where (N > 1) from the document can be treated
as an answer to an imagery question.

We build our work on top of the dialog inpaint-
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ing (Dai et al., 2022), where each sentence is
treated as an answer (equivalent to N = 1 in our
assumption). Our idea stems from the observation
that not all sentences are equally informative in
WikiDialog, the dataset generated by dialog inpaint-
ing. Figure 1 shows some examples that demon-
strate the limitations of the WikiDialog dataset.

To synthesize better ConvQA datasets, we im-
plemented a simple sentence segmentation mecha-
nism, along with a few modifications to the dialog
inpainting method. In the following section, we
will introduce these components in more detail.

3.1 Notations

Formally, a complete dialog d is a sequence of
speaker questions, answers, and optional context,
represented by:

d = (c⊕ q1 ⊕ a1 ⊕ · · · ⊕ qt ⊕ at ⊕ · · · ), (1)

where qt and at are t question and answer in a
dialog, respectively. c is the prefix optional context
and ⊕ is the sequence joint symbol. We use the
same notation for partial dialogs, where unobserved
questions are denoted by the · symbol. For example,
(c⊕ · ⊕ a1 ⊕ q2 ⊕ a2 ⊕ · ⊕ a3) is a partial dialog
where question q1 and q3 are unobserved, and we
refer to these as "masked" utterances. Additionally,
we use the shorthand dm(1,3) to denote a dialog d
with masked utterances at positions 1 and 3.

To complete the partial dialog dm(1,3), we gen-
erate predictions for questions 1 and 3, denoted q̂1
and q̂3. The inpainted dialog is then:

Inpaint(dm(1,3)) = (c ⊕ q̂1 ⊕ a1 ⊕ q2 ⊕ a2 ⊕ q̂3 ⊕ a3). (2)

In this scenario, q̂1 and q̂3 are typically ques-
tions directed towards the next answer, and our goal
is to associate them with all preceding utterances
(q and a).

3.2 Answer Segmentation

Each answer at in Eq. (2) can be further decom-
posed with sentences, denoted by:

at = (s1t ⊕ p1t ⊕ · · · ⊕ smt ⊕ pmt · · · ), (3)

where smt is the m-th sentence in answer at, and
pmt is its corresponding placeholder. Here we in-
volve placeholder pmt to aid in answer segmenta-
tion. Specifically, if pmt is a special token (e.g.,
empty string in this paper), then we consider that

st and st+1 should be combined as one answer to-
wards a question qt. Considering a similar case in
Eq. (2), our inpainted dialog with answer segmen-
tation can be written as follows:

SegInpaint(dm(1,3)) = (c⊕q̂1⊕s
1
1⊕p̂

1
1⊕s

2
1⊕q2⊕s

1
2⊕q̂3⊕s

1
3). (4)

Our model is capable of generating questions
(q̂1 and q̂3) and performing answer segmentation
(p̂1

1) simultaneously. If p̂1
1 is the special token that

we defined, then q1 is considered as the question to
(s11⊕s21). Otherwise, (q̂1⊕s11) and (p̂1

1⊕s21) form
two question-answer pairs. By combining some of
those sentences, we can generate more comprehen-
sive responses as well as improved questions.

3.3 Training
To train our model, we utilize a partial dialog and
aim to predict two values: qt and pit. This task is
similar to the masked language modeling used in
BERT (Kenton and Toutanova, 2019), where miss-
ing tokens in a passage are reconstructed. However,
in our case, we aim to reconstruct a missing utter-
ance in a dialog.

Let us assume that the model is a generative
model with parameters θ, which specify a prob-
ability distribution Pθ(qt | dm(t)). Our training
objective is to minimize the standard cross-entropy
loss:

L(θ) = −
∑

d∈D
Eqt∼d

[
logPθ(qt | dm(t))

]
(5)

where D is the set of complete dialogs and qt is a
randomly sampled question from the dialog D.

Following Dialog Inpainting (Dai et al., 2022),
we used T5 (Raffel et al., 2020), a text-to-text
encoder-decoder Transformer as our pre-trained
model. T5 uses a denoising objective that is
slightly different from the original Masked Lan-
guage Modeling (MLM) used in BERT. We be-
lieve that T5’s denoising pre-training objective and
encoder-decoder architecture are the most suitable
for this task. Figure 2 shows the original texts,
inputs and targets during our training.

During training, we randomly masked at least
one and at most N continuous questions q within
a dialogue or question-answer pairs, as well as all
answer segmentation placeholders p. As mentioned
earlier in Section 3, our assumption is that N is the
maximum number of sentences that can form an
answer. To balance the contextual awareness of
the model, we decided to randomly add or remove
titles of the dialogue or QA during training.
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Question 1  Sentence 1 Sentence 2

Sentence 1 Sentence 2

Question 1 

Original Text

Input 

Target

Figure 2: An illustration of preparing the training
dataset, considering a training instance with a ques-
tion and two sentences as answers. Here, grey boxes
represent the extra_ids tokens for T5.

3.4 Inference

Yes

 

Document ,Context ,Model ,
Counter 

Output
 

False

Figure 3: A flowchart illustrating the use of a trained
model to convert a document into a dialogue format
where, in each iteration, at most N sentences are pro-
cessed, and only the first generated question is retained.

Figure 3 illustrates the process of using a trained
model to convert a document into a dialogue for-
mat. The process begins with a document (d) that
contains a set of sentences. The trained model
takes this document as input, along with a context
(c) that includes the document’s title. The model
then generates a dialogue by predicting questions
and their corresponding answers based on the input
sentences.

The model processes the document iteratively.
In each iteration, it considers a fixed number of sen-
tences (denoted as N in the figure) and generates
a question that summarizes these sentences. The
generated question and its corresponding answer
are then added to the dialogue history. This process
continues until all the sentences in the document
have been processed.

During the inference process, the model main-
tains a counter to keep track of the number of sen-
tences processed so far. The output of the model
is a dialogue consisting of generated questions and
their associated answers, which together provide a
comprehensive summary of the input document.

By following this approach, the trained model
can effectively convert a document into a more ac-
cessible and interactive dialogue format, enabling
users to quickly grasp the key points of the doc-
ument through a series of relevant questions and
answers.

4 Experimental Setup

4.1 Datasets

The successful implementation of answer segmen-
tation highly depends on the training dataset. Natu-
rally, if the training dataset only contains short an-
swers or single sentences, the answer segmentation
will fail. So we perform some basic data analysis
in this section. Table 1 shows the distribution of
the number of sentences from the selected train-
ing datasets. Dialog Inpainting use OR-QuAC (Qu
et al., 2020), and QreCC (Anantha et al., 2021) to
conduct semi-supervised training, where more than
90% of the answers consist of only one sentence. In
order to improve the answer segmentation capacity,
we utilized an additional Dolly dataset (Conover
et al., 2023), where answers usually have more
than one sentence. Based on the statistics of those
datasets, we set N = 3 for our experiments re-
ported in this paper.

Dataset Avg # Sen. 1 Sen. 2 Sen. ≥ 3 Sen.

OR-QuAC 1.08 92.52% 6.99% 0.49%
QreCC 1.10 90.03% 9.29% 0.67%
Dolly 3.44 43.18% 13.83% 42.99%

Table 1: The distribution of the number of sentences
from the selected training datasets.

We noticed that the WikiDialog dataset often in-
cludes a specific follow-up question – "Are there
any other interesting aspects about this article?".
Figure 1 also shows this behavior. This follow-
up question is a common sentence in the QreCC,
and OR-QuAC datasets. For instance, in QreCC,
approximately 4% of question-answer pairs and
22.9% of dialogs contain this type of question. The
original objective of those "anything else" ques-
tions was to indicate shifts in the current topic and
to request any new information. However, gen-
erating these questions is not ideal because they
lack the specificity needed to elicit answers that
are meaningfully representative of the content be-
ing discussed. Simultaneously, we believe that a
short documents should be within a topic. So we
decided to cleanup QreCC and OR-QuAC datasets,
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using a hand-crafted rule that excludes any ques-
tion which contain "other interesting". Thus, our
synthetic data is less likely to generate questions
regarding the shift of topics.

Furthermore, each entry in QreCC and OR-
QuAC datasets contains two question types, the
raw question (RQ) and the rewritten question (WQ).
In cases where the raw question includes personal
pronouns (such as "she," "they," and "we") and
demonstrative pronouns (such as "these," "this,"
and "that"), a question rewriting model may involve
hand-crafted rules to replace those pronouns or
rewrite the question entirely. See Qu et al. (2020);
Anantha et al. (2021) for more details. In this paper,
we chose to use both question types during training
as a data augmentation technique. Additionally,
to control the desired output question types, we
added a prefix to the input as "Type: {question
type}" to indicate the current question type for the
placeholder.

4.2 Models

In this study, we decided to use FLAN-T5-
XL (Chung et al., 2022) due to the limitations
in our computational resources. Although T5-
XXL (Raffel et al., 2020), an 11B parameter model,
was used in dialog inpainting (Dai et al., 2022),
we opted for a smaller model. In Table A.1 (pro-
vided in the Appendix), we show that there is not
much difference in performance when applying the
proposed method to either FLAN-T5-XL or its
counterpart T5-V1_1-XL. Both models are effec-
tive and efficient compared to the dialog inpainting
approach.

To summarize, we initialized our model with
FLAN-T5-XL, which has 3 Billion parameters,
and fine-tuned it with 8 V100 16GB GPUs. The
training process employed a constant learning rate
of 10−4, a dropout rate of 0.1, an equivalent batch
size of 32, and ran for 3.5K iterations (equivalent
to 4 epochs).

5 Evaluation

Our primary focus in this study centers around con-
ducting a human evaluation to compare the outputs
generated by our approach with those produced by
WikiDialog (WD) using Dialog inpainting method.
To carry out this assessment, we utilize Amazon
Mechanical Turk (MTurk) as our platform. Each
human annotator is compensated at a rate of 0.036
US dollars per question, and we provide them with

identical instructions and sample examples as out-
lined in Figures 6 to 10 in the work of Dai et al.
(2022). A potential issue in Dai et al. (2022) lies in
their use of the same raters for evaluations, which
could introduce bias due to the evaluators’ percep-
tion of the subject matter. To mitigate this concern,
our evaluation process involves presenting subjec-
tive questions to a minimum of three distinct human
evaluators for each dialogue turn. We label the an-
swer for each question as the one agreed upon by
at least two human annotators. Given that MTurk
offers a more diverse pool of human evaluators, we
use two-proportion z-test for evaluations.

We report our findings based on dialogs that
correspond to a set of 50 selected passages2. Re-
cent studies suggest using large language models
(LLMs) as reference-free metrics for evaluating nat-
ural language generation (NLG) tasks. LLMs have
the advantage of being applicable to new tasks that
lack human-generated reference texts (Liu et al.,
2023). Furthermore, Faysse et al. (2023) demon-
strate that LLMs are more aligned with human pref-
erences and exhibit consistent performance across
a diverse set of generative tasks. In this study, we
utilized the OpenAI chat completion API with the
GPT-4 model (Brown et al., 2020) to perform the
same evaluation as human annotators. We used
the exact same rubric as Dai et al. (2022). The
rubrics and prompt templates used for both human
and GPT-4 evaluations are provided in Table A.4
in the Appendix. The results of this evaluation are
presented in Table 2.

5.1 Quality Comparison

Overall, our approach consistently outperforms
WikiDialog (WD) in terms of generating more
specific questions and better answers, despite our
model’s smaller size. To assess the statistical sig-
nificance of these improvements, we conducted
a two-proportion z-test, which is a statistical test
used to determine if the proportions of categories in
two group variables significantly differ from each
other. This means that it is suitable when your
variable of interest is categorical and have more
than 10 values in each of the populations. If we
consider ‘Very’ as an acceptable answer for the
question ‘How specific is the question?’, then RQ
is significantly better than WD with a p-value of
2.5 × 10−2 according to human assessment and

2These passages are the first 50 passages in the
WD dataset and can be found at https://github.com/
google-research/dialog-inpainting
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Evaluator Human GPT 4

Answer RQ WD WQ RQ WD WQ

Is the question information seeking?
Yes (%) 82.6 87.1 82.8 99.3 99.0 100.0

How relevant is question to the conversation?
Not at all (%) 3.3 4.1 2.2 4.9 2.4 0.0
Topic only (%) 45.0 45.5 43.0 20.3 26.4 22.0
Follows up (%) 51.7 50.4 54.8 74.8 71.2 78.0

How specific is the question?
Not at all (%) 4.5 4.8 5.3 1.0 10.6 0.6
Somewhat (%) 42.4 46.9 47.3 24.4 31.0 16.9
Very (%) 53.1 48.3 47.4 74.6 58.4 82.5

How well answered is the question?
Not at all (%) 3.1 2.7 7.7 13.0 11.8 9.0
Incompletely (%) 10.3 13.7 1.9 22.3 38.0 23.7
Sufficiently (%) 40.9 40.4 47.4 21.7 21.6 19.3
Perfectly (%) 45.7 43.2 43.0 43.0 28.6 48.0

Table 2: Results from a human evaluation of the generated dialog in four variants of our method vs. WikiDialog. In
this evaluation, ‘RQ’ represents the questions generated by our proposed method, ‘WQ’ indicates rewritten questions,
and ‘WD’ represents questions generated by WikiDialog. Our findings indicate that our proposed method’s ‘RQ’
outperforms WD in 7 out of the 8 cases.

3.0 × 10−4 according to GPT-4. This indicates
that our proposed method excels in asking more
specific questions compared to WD.

We also conducted a similar test on the criterion
‘How well answered is the question?’ with ‘Per-
fectly’ as an acceptable answer choice. In this eval-
uation, RQ once again outperforms WD, with a p-
value of 4.7×10−4 according to human assessment
and 2.0× 10−3 according to GPT-4. This demon-
strates that RQ achieves better answer quality than
WD. The improved question specificity and answer
quality can enhance the utility of the synthesized
dataset for downstream tasks, such as information
retrieval. While WQ and RQ are both superior to
WD in terms of question relevance based on human
and GPT-4 evaluations, these differences are not
statistically significant. In summary, RQ outper-
forms WD in 7 out of the 8 cases, demonstrating
the superiority of our proposed method compared
to the baseline.

5.2 Question Types

Unlike the WikiDialog dataset, we offer rewrit-
ten questions (WQ). The expectation is that these
rewritten questions are superior based on many pro-
posed criteria, especially since they tend to contain

fewer personal and demonstrative pronouns. This
assumption is also validated in Table 2. However,
for downstream tasks or real-world scenarios where
users provide natural inputs, questions are less of-
ten in this rewritten style.

5.3 GPT-4 vs Human Evaluation

In general, from our comparison analysis results,
GPT-4 evaluation is aligned with our human eval-
uation in most of the cases, which supports the ar-
gument that GPT-4 evaluation is helpful (Liu et al.,
2023; Faysse et al., 2023).

We have also observed that GPT-4 become more
"binary thinking" than our human evaluators. GPT-
4 tends to output the highest ordinal variable while
human evaluators seems more conservative. Those
evidences could be found from Table 2 that GPT-4
has higher absolute difference between largest or-
dinal variable and the second largest one compared
to the one produced by human.

There is a discrepancy, though no statistical dif-
ferences, between GPT-4 and humans in determin-
ing whether a question is information-seeking or
not. The discrepancy can be attributed to the pres-
ence of ‘anything else’ questions in WD. When
GPT-4 assesses ‘anything else’ questions, it cate-
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gorizes them as information-seeking with 100%,
while other questions have a 98.2% chance of be-
ing considered as information-seeking. In contrast,
humans treat 79.6% of ‘anything else’ questions as
information-seeking, while 88.0% of the remaining
questions are also considered information-seeking.
Additionally, the disagreement may arise from the
fact that ‘anything else’ questions often lead to
more vague or general answers in the training data
for GPT-4 causing it to classify such questions as
less information-seeking.

6 Application to Conversational Retrieval

As mentioned earlier in the introduction section,
there are few ways to utilize the generated dataset,
for e.g., use the dataset to train chatbot directly
or transform it as a open-domain conversation re-
trieval task. In this section, we will focus on open-
domain conversational retrieval, as datasets such as
OR-QuAC (Qu et al., 2020), Trec-CAsT-19 (Dal-
ton et al., 2020), and Trec-CAsT-20 (Dalton et al.,
2021) exist in this domain.

A ConvQA system interacts with a user in a
multi-turn dialogue, where the user primarily asks
questions and the system responds (with occasional
exceptions, such as the system asking for clarifi-
cation). When it is the system’s turn to speak at a
given time t, it considers the entire dialogue history,
comprising all previous turns, and generates a new
utterance as its response. This work focuses on the
conversational retriever, showing how to improve
it by pre-training on our dataset comparing to WD,
leaving improvements to the generator for future
work.

6.1 Dual Encoder

In our methodology, we employ a standard dual
encoder as described in Ni et al. (2022). The ob-
jectives involve optimizing for a combination of
factors: maximizing the similarity between a query
q and its corresponding positive passage p∗, while
simultaneously minimizing the similarity between
query q and all of its negative samples N (p). This
is achieved through the following loss function:

l(θ) = − log
exp(sθ(q,p)/τ)∑

p∈p∗∪N (p) exp(sθ(q,p)/τ)
(6)

Here, sθ(q,p) represents a standard cosine sim-
ilarity, defined as:

sθ(q,p) =
embedθ(q)⊺embedθ(p)

∥embedθ(q)∥∥embedθ(p)∥
(7)

In this context, embedθ refers to an embedding
model used to map text into a fixed-dimension em-
bedding vector. We adopt the setup outlined in Dai
et al. (2022), utilizing a pre-trained T5-LARGE

encoder as the embed model.

6.2 Datasets

The entire WD dataset consists of a total of 11.3
million dialogs. This comprehensive dataset is di-
vided into 100 separate sections, commonly re-
ferred to as "dumps." However, due to the sheer size
of the WD dataset, utilizing all of it for demonstra-
tion purposes can be overwhelming. Therefore, to
simplify the demonstration and still provide mean-
ingful insights, we are focusing only on the first five
dumps, labeled as #00000 through #00004. These
chosen dumps are used to create the RQ and WQ
datasets. Notably, each dump from the RQ and WQ
datasets represents 1% of the entire WD dataset.
For readers interested in a more detailed statistical
comparison between our generated datasets (RQ
and WQ) and the original WD dataset, please refer
to Appendix Table A.2.

6.3 Two-Stage Training Strategy

We employ a two-stage training approach for our
dual encoder. Figure 4 provides more details of our
training strategy.

Pre-Trained Dialog
(WD, RQ, WQ)

History

Passage
in-batch neg. samp.

Encoder
(Shared weight)

Encoder
(Shared weight)

Or-QuAC

History

Passage
(pos. 1, neg. 4)

Encoder
(Shared weight)

Encoder
(Shared weight)

Stage 1

Stage 2

Figure 4: Our dual encoder employs a two-stage training
approach. ⊗ represents the cosine similarity. Initially,
the T5-encoder is pre-trained using the generated dataset
(WD, RQ, WQ). Subsequently, it is fine-tuned using the
OR-QuAC dataset.

In the first phase, we use our generated dataset,
comprising WD, RQ, and WQ, to train embedθ.
This is accomplished by implementing in-batch
negative sampling, whereby the positive passage
for a given instance, represented by i, is treated as a
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negative sample for all other instances in the same
batch that do not equal to i. This in-batch negative
sampling strategy is an efficient, straightforward
method to train our sentence embedding model. To
summarize our initial training phase, we used the
aforementioned datasets with a mini-batch size of
8, a learning rate of 1 × 10−4, an iteration step
of 500 for each 1% subset, and the accumulated
gradient batches parameter set to 32 and AdamW
optimizer (Loshchilov and Hutter, 2017).

In the second phase, we fine-tune the model us-
ing OR-QuAC training set. For simplicity and in
the interest of fair comparison, we’ve chosen not to
incorporate the mutli stage hard sampling method
outlined in Dai et al. (2022). Instead, we only use
the annotated positive sample and negative sam-
ples in the dataset. Each model employed here
was trained using the following parameters: a mini-
batch size of 16, a learning rate of 1 × 10−4, an
iteration step of 250, and the AdamW optimizer for
weight adjustments. These parameters were chosen
to ensure the robustness of our models.

6.4 Results

System OR-QuAC CAsT-19 CAsT-20
MRR@5 MRR MRR

BM25-QR 20.2 58.1 25.0
ANCE-QR 45.7 66.5 37.5
ConvDR 61.6 74.0 50.1

T5-Large DE 57.3 61.1 34.5
+ 1% WD 60.1 (0.53) 62.6 (0.41) 37.2 (0.85)
+ 1% RQ 60.9 (0.71) 63.5 (0.92) 37.4 (0.40)
+ 1% RQ + 1% WQ 62.1 (0.18) 64.3 (0.69) 38.2 (0.34)
+ 5% RQ + 5% WQ 62.8 64.7 38.5

Table 3: Performance analysis of a Retrieval-Only Dual
Encoder on the OR-QuAC, Trec-CAsT-19 and Trec-
CAsT-20. Key abbreviations include DE for Dual En-
coder, WD for WikiDialog Dataset, RQ for generated
questions, and WQ for rewritten questions. For subsets
labeled with ‘1%’, results from five distinct experiments
are averaged and presented using mean (standard de-
viation). The Retrieval-Only Dual Encoder, fine-tuned
on our generated datasets RQ and WQ, demonstrates
superior performance compared to the Retrieval-Only
Dual Encoder fine-tuned on the original WD dataset and
other existing baselines.

During our experimentation, we discovered that
using a small portion of the dataset for training can
still improve the performance of the dual encoder.
This finding offers valuable insights for optimiz-
ing computational efficiency without substantially
compromising the effectiveness of the model. For
example, in our cases, finetuning on 1% of RQ can
lead to an average 0.8% performance improvement

comparing to using the same WD for OR-QuAC
dataset. Upon analysis, our generated datasets (RQ
and WQ) consistently exhibited superior perfor-
mance when compared to the original WD dataset
in the context of open-domain conversational re-
trieval tasks, and this superiority is statistically sig-
nificant.

In addition, we evaluated our pre-trained dual-
encoder retrievers in comparison to three well-
known retrieval-only benchmarks: BM25-T5QR
by Wu et al. (2022), ANCE-Query Rewriter by Yu
et al. (2020) and ConvDR by Yu et al. (2021). Our
approach outperforms all of these existing base-
lines. This conclusion not only confirms the quality
of our data generation methods but also highlights
their potential applicability and utility in enhanc-
ing the model’s ability to address the inherent com-
plexities of such tasks. Additionally, as we increase
the size of the fine-tuning dataset from 1% to 5%
percent, the performance improves further.

7 Conclusion

In this paper, we introduce SynCARS, a novel ap-
proach that generates high-quality synthetic conver-
sations from unlabeled documents by leveraging
ConvQA datasets. Our method outperforms ex-
isting benchmarks in terms of the quality of the
generated conversations. To generate high-quality
synthetic data, we developed an answer segmen-
tation technique that incorporates a special token
and curated a new dataset. Despite using a smaller
model and lower compute, human evaluations show
that our generated dataset surpasses the WikiDia-
log dataset in terms of answer quality and question
specificity. This demonstrates the effectiveness of
the proposed approach. Moreover, the question re-
trieval system trained on our dataset outperforms
both the standard retrieval-only benchmark and the
same model trained using the WikiDialog dataset.
We believe our contributions will facilitate future
progress in the development of document-based
conversational systems.

Limitations

In our computational setup, we employed machines
that were equipped with 8 × V100 GPUs to train
the FLAN-T5-XL model. This training process
involved using a mixed dataset comprising three
public datasets. To give an estimate of the time re-
quired, training the FLAN-T5-XL model typically
takes approximately one day. These time estimates
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highlight the significant computational resources
needed for training both models effectively.

For the retrieval experiments, it is important to
note that the performance of the in-batch negative
sampling strategy is significantly influenced by the
mini-batch size. As the size of the mini-batch in-
creases, model performance typically improves,
since each iteration introduces more negative sam-
ples. However, due to constraints on the compu-
tational resources, we had to keep the mini-batch
size relatively small.

In addition, we are unable to replicate the ex-
periment conducted by Dai et al. (2022) and train
our model using a full dataset (either 100% WD or
100% RQ and WQ) due to our limited computing
resources. It is important to note that this limitation
may impact the validation of the model’s effective-
ness. The absence of evidence in this regard leaves
uncertainty about the model’s performance in this
context.

Ethics Statement

This paper does not present any ethics-related is-
sues. The data and additional resources utilized
in this work are open-source and widely used in
existing research.
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Appendix

A.1 Choice of the base model
We conducted an ablation study to check which base model to use. Table A.1 shows the result for GPT-4
evaluation. Using either T5-XL or FLAN-T5-XL, our method produces successful results in the GPT-4
evaluation. We also added LLAMA-7B based on zero-shot setting as baseline method for reference.

Model T5-XXL T5-XL FLAN-T5-XL LLAMA2-7B

Dataset WD RQ WQ WD RQ 0-shot

Is the question information seeking?
Yes (%) 99.0 100.0 100.0 99.3 100.0 88.8

How relevant is question to the conversation?
Not at all (%) 2.4 1.5 0.0 4.9 0.0 4.0
Topic only (%) 26.3 15.0 22.1 20.3 22.0 23.7
Follows up (%) 71.2 83.5 77.9 74.8 78.0 71.8

How specific is the question?
Not at all (%) 10.6 1.1 1.2 1.0 0.6 12.0
Somewhat (%) 31.0 30.1 19.1 24.4 16.9 35.6
Very (%) 58.4 68.9 79.7 74.6 82.5 52.0

How well answered is the question?
Not at all (%) 11.8 11.5 9.9 13.0 9.0 17.3
Incompletely (%) 38.0 16.9 18.0 22.3 23.7 50.3
Sufficiently (%) 21.6 25.2 22.7 21.7 19.3 20.8
Perfectly (%) 28.6 46.4 49.4 43.0 48.0 11.6

Table A.1: Results from a GPT-4 evaluation of 50 generated dialogs in four variants of our method vs. WikiDialog.
Here RQ are generated questions, WQ is rewritten questions and WD is WikiDialog.

A.2 Statistics of the generated dataset
The WikiDialog (WD) dataset consists of a total of 11.3 million dialogues. This dataset is divided into 100
separate partitions for easier handling and processing. We use the first five partitions (#00000 to #00004)
to generate new dialogs and label them as RQ and WQ datasets. Appendix Table A.2 shows the statistics
of our generated dataset compared to the WD dataset. While there are a few entries for which our model
cannot generate outputs in the correct format, the number of dialogs in the RQ and WQ datasets for each
partition is slightly fewer than that in the WD dataset. The dialogues in our dataset generally consist of a
small number of turns, which aligns with our objective of combining multiple responses to create a single,
comprehensive answer.

Stat. Part. # WD RQ WQ

# Dialog 00000 113,678 113,650 113,609
00001 113,651 113,613 113,574
00002 113,536 113,498 113,466
00003 114,286 114,263 114,221
00004 113,596 113,571 113,542

Avg. Turn 00000 4.93 3.55 3.49
00001 4.93 3.57 3.50
00002 4.93 3.56 3.49
00003 4.93 3.56 3.49
00004 4.93 3.56 3.50

Table A.2: Statistics of WD, RQ, and WQ datasets. Here, RQ is the dataset with the generated raw questions, WQ is
the dataset with rewritten questions and WD corresponds to the WikiDialog dataset.

8022



A.3 Question and Answer Overlapping
Table A.3 shows the overlap between questions and answers using the ROUGE score. We can conclude
that our RQ and WQ datasets have higher Rouge scores compared to WD dataset, although the absolute
ROUGE scores still indicate a low level of text overlap. This further demonstrates the superior quality of
our RQ and WQ datasets.

Dataset ROUGE-1 ROUGE-2 ROUGE-L

WD 0.111 0.026 0.095
RQ 0.158 0.046 0.130
WQ 0.205 0.080 0.166

Table A.3: ROUGE score for the generated question and the corresponding answers.
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A.4 Prompt Template for GPT-4 evaluation
In Table A.4, we show the prompt Template for GPT-4 evaluation. The same rubric is also used for
human evaluation.

Question: Is the question information seeking?
Prompt Template and Rubric:
Is the QUERY information-seeking based on RUBRIC? Output option only
option:
* Yes
* No
RUBRIC:
* Yes. The user is looking to learn some information from the system. Note: Information-seeking queries don’t have to be phrased as questions.
* No. The query is unclear, difficult to understand or not seeking information. Note: Not all questions are information seeking, e.g. questions directed
at the system ("how are you", "what do you think") or ones that are nonsensical in the context ("Brian, how is Jill doing?").
CONVERSATION: {conversation}
QUERY: {query}
ANSWER: {answer}

Question: How relevant is question to the conversation?
Prompt Template and Rubric:
How is the QUERY relevant to a CONVERSATION based on RUBRIC? Output option only.
option
* A
* B
* C
RUBRIC:
* A. Follows up on a previous query or response. It is difficult to correctly understand the query without reading the conversation history.
* B. It is difficult to correctly understand the query without reading the conversation history. Only related to the topic of the conversation. The query
is topically similar to previous queries or responses, but can be understood without reading them.
* C. Not relevant. The query doesn’t appear to be relevant to the topic or a previous query or response. Rule of thumb: if you are surprised by a
query, it is probably not relevant.
CONVERSATION: {conversation}
QUERY: {query}
ANSWER: {answer}

Question: How specific is the question?
Prompt Template and Rubric:
How specific is the QUERY based on RUBIC? CONVERSATION is the history context. Only output option text.
option
* Very
* Somewhat
* Not at all
RUBRIC:
* Very. Only a specific answer would satisfy the user. Example: "Why did she make the news in 1999?" likely requires a very specific answer.
* Somewhat. A variety of answers of a specific kind would satisfy the user. Example: While there are many possible answers to "What else does she
do?", they are all likely to be a job or activity.
* Not at all. Many topically different answers would satisfy the user. Example: "Tell me something interesting about her." can be answered in many
different ways.
CONVERSATION: {conversation}
QUERY: {query}
ANSWER: {answer}

Question: How specific is the question?
Prompt Template and Rubric:
How well does the response ANSWER the QUERY based on RUBRIC? CONVERSATION is history context. Only output option text.
option: * Perfectly
* Sufficiently
* Incompletely
* Not at all
RUBRIC:
* Perfectly. The response completely satisfies the user’s information need.
* Sufficiently. The response mostly answers the user’s information need, though some additional information could be provided.
* Incompletely. The response provides some information relevant to the user, but doesn’t adequately answer the question.
* Not at all. The response does not provide any relevant information for the user’s query or is not intelligible.
CONVERSATION: {conversation}
QUERY: {query}
ANSWER: {answer}

Table A.4: Prompt Template for GPT-4 evaluation.
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A.4 Additional Generated Examples
In Figure A.1 and Figure A.2, we show two more examples to compare performance with WD.

WD: What is meant by common ground
in terms of political communication?

RQ: What is common ground?

A: Common ground (communication technique) Common ground is
the overlap between the positions of parties that may otherwise
disagree. " Finding common ground" is a technique people use to
facilitate interpersonal relationships. To find common ground
between parties, participants must search for signals of
recognition, which are often subtle and prone to misunderstanding.

Q: What is common ground?

A: Common ground (communication
technique) Common ground is the overlap
between the positions of parties that may
otherwise disagree.

WD: what is the difference between
common ground and joint ventures?

A: " Finding common ground" is a
technique people use to facilitate
interpersonal relationships.

WD: what are the obstacles to common
ground?

A: To find common ground between
parties, participants must search for
signals of recognition, which are often
subtle and prone to misunderstanding.

WD: what are some examples of those
signals?

Q: What are the signals? RQ: What are some of the signals used
to find common ground?

A: Generally, smiles, bland faces, or frowns can be the positive, neutral, or negative signals.

WD: what role do verbal communications
play in the search for common ground?

Q: Are there other ways to find common
ground?

RQ: Are there other ways to find
common ground?

A: When verbal communication is possible, the participants can speak and then listen.
Another aspect to establishing common ground is the use of visual cues.

A: When verbal communication is possible,
the participants can speak and then listen.

WD: are there other ways to establish
common ground?

A: Another aspect to establishing common
ground is the use of visual cues.

Text from WikiPedia WD: WikiDialog Question RQ: Ours Rewrite QuestionQ: Ours Raw Question

Figure A.1: Comparison examples #1. Here we can find the ability of our proposed method to perform segmentation
of the sentences. This link (https://en.wikipedia.org/wiki/Grounding_in_communication) gives the raw
Wikipedia web page.
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WD: What was 2NE1's To Anyone? RQ: What is the name of the debut
studio album by 2NE1?

Q: What is the name of the album?

A: To Anyone To Anyone is the debut studio album by South Korean girl group 2NE1.

Text from WikiPedia WD: WikiDialog Question RQ: Ours Rewrite QuestionQ: Ours Raw Question

WD: When was it released? RQ: When was the album To Anyone
released?

Q: When was it released?

A: The album was released on September 9, 2010, by YG Entertainment and CJ E&M Music.

WD: Who did they work with? RQ: Who produced the album To
Anyone?

Q: Who produced it?

A: 2NE1 worked with YG Entertainment CEO Yang Hyun Suk, Teddy, and e.knock to produce the album.

WD: What kind of music was it? RQ: What kind of music was on the
album To Anyone?

Q: What kind of music is it?

A: Musically, the album is classified as pop, with elements of R&B, dance, and hip hop.

WD: What did critics say about the
album?

RQ: How did the album To Anyone do?Q: How did the album do?

A: The album received mostly mixed reception.

WD: What are some of the songs on the
album?

RQ: What did people think of the album
To Anyone?

Q: What did people say about it?

A: While the album was praised for its top production quality, complaints were often made about the overuse of either vocoders or the
auto-tune software.

Figure A.2: Comparison example #2. Here we can find a relatively better question generation compared to
WikiDialog. This link (https://en.wikipedia.org/wiki/2NE1) gives the raw Wikipedia web page.

8026

https://en.wikipedia.org/wiki/2NE1

