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Abstract
The recent advances in natural language pro-
cessing have predominantly favored well-
resourced English-centric models, resulting in
a significant gap with low-resource languages.
In this work, we introduce TURNA, a language
model developed for the low-resource language
Turkish and is capable of both natural language
understanding and generation tasks. TURNA
is pretrained with an encoder-decoder architec-
ture based on the unified framework UL2 with
a diverse corpus that we specifically curated
for this purpose. We evaluated TURNA with
three generation and five understanding tasks
for Turkish. The results show that TURNA out-
performs several multilingual models in both
understanding and generation tasks, and com-
petes with monolingual Turkish models in un-
derstanding tasks.

1 Introduction

Recent advances in natural language processing
(NLP) have predominantly resulted in English-
centric models (Devlin et al., 2019; Clark et al.,
2020; Radford et al., 2019; Brown et al., 2020; Tou-
vron et al., 2023; Jiang et al., 2023), which have
benefited from the vast amount of training data
gathered from an abundance of English resources
present on the web. The use of these models fu-
els further research yielding state-of-the-art results
across various tasks (Touvron et al., 2023; Jiang
et al., 2023). On the other hand, low-resource lan-
guages suffer from lack of data and limited com-
putational resources, leading to a significant gap
between models trained on well-resourced versus
low-resource languages. Several multilingual mod-
els have been proposed to bridge this gap (Devlin
et al., 2019; Conneau et al., 2020; Xue et al., 2021a;
Liu et al., 2020). While such models address some
tasks, they often fall short in those requiring deep
understanding of language-specific nuances, such
as dependency parsing and named entity recogni-
tion (Virtanen et al., 2019; Baumann, 2019; Tanvir

et al., 2021). Thus, multilingual models lag behind
monolingual models of the same scale (Rust et al.,
2021; Nozza et al., 2020).

Recently, pretrained language models built upon
transformers (Vaswani et al., 2017) have domi-
nated NLP. These models vary in terms of their
architectures and objectives. The architectures
are commonly classified as encoder-only, decoder-
only, or encoder-decoder models. Encoder-only
models are typically trained with denoising objec-
tives and focus on natural language understand-
ing (NLU) tasks (Devlin et al., 2019; Clark et al.,
2020). Decoder-only models are designed for nat-
ural language generation (NLG) tasks with causal
language modeling (Radford et al., 2019; Brown
et al., 2020; Touvron et al., 2023). Finally, encoder-
decoder models deal with NLP tasks that require
both NLU and NLG (Dong et al., 2019; Tay
et al., 2023). Towards this end, the Text-to-Text
Transformer (T5) (Raffel et al., 2020) employs an
encoder-decoder architecture that is pretrained with
a denoising objective known as span corruption.
The Unifying Language Learning (UL2) frame-
work (Tay et al., 2023) proposes the Mixture-of-
Denoisers (MoD) pretraining objective which com-
bines several denoising objectives. By coupling the
MoD objective with an encoder-decoder architec-
ture, state-of-the-art results are achieved in a range
of NLP tasks.

For the Turkish language, low-resource in pre-
trained language models, encoder-only models ex-
ist (Schweter, 2020), however, there is a need for
large-scale pretrained models that can perform both
NLU and NLG. This work aims to develop such
a model for Turkish that performs well across a
variety of tasks of both types. Towards this end,
we first compile a diverse Turkish corpus for pre-
training purposes that includes web data, scientific
articles, graduate theses, books, creative writing,
and parliamentary speech transcriptions. Subse-
quently, we pretrain TURNA on this corpus with
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an encoder-decoder architecture based on the UL2
framework (Tay et al., 2023). We report perfor-
mance results for various generation and under-
standing tasks for Turkish. Our contributions are
summarized as follows:

• The release of TURNA1, the first unified lan-
guage model capable of both understanding
and generation tasks in Turkish. Thus far, this
model is the largest of its kind, which has
1.1B parameters and is trained on a diverse
range of corpora consisting of ∼43B tokens
from various domains.

• The evaluation of TURNA on 13 datasets
across eight tasks where it surpasses multi-
lingual models across many tasks and it either
outperforms or is on par with the state-of-the-
art Turkish monolingual encoder-only model,
BERTurk (Schweter, 2020)), in understanding
tasks.

• The release of open-source code for collecting
and filtering data2, pretraining a monolingual
model for Turkish3, and fine-tuning this model
for various tasks4. All resources are carefully
prepared for the benefit of the scientific com-
munity with hopes of the furtherance of this
work, model training and fine-tuning.

• A public and easy-to-use deployment of the
model for all tasks presented in this paper5.

2 Related Work

Multilingual language models address multiple lan-
guages including those considered low-resource
languages. Turkish, considered as a low-resource
language in this respect, is moderately represented
in multilingual models such as mBERT (Devlin
et al., 2019), XLM-R (Conneau et al., 2020),
mBART (Liu et al., 2020), mT5 (Xue et al., 2021a),
XGLM (Lin et al., 2022), mGPT (Shliazhko et al.,
2022), and mDeBERTa (He et al., 2023). However,
these models are not up to par in language-specific
tasks when compared with monolingual models

1At https://huggingface.co (kept anonymous during
the review process)

2https://anonymous.4open.science/r/
turkish-academic-text-harvest

3https://anonymous.4open.science/r/TURNA-6753
4https://anonymous.4open.science/r/

turkish-lm-tuner-37AF
5At https://huggingface.co (kept anonymous during

the review process)

developed with abundant data (Rust et al., 2021;
Nozza et al., 2020).

A series of BERT models for Turkish known
as BERTurk have been trained (Schweter, 2020)
including several variations of BERT (Devlin
et al., 2019), DistilBERT (Sanh et al., 2019),
ConvBERTurk (Jiang et al., 2020), and ELEC-
TRA (Clark et al., 2020). Most of these mod-
els were trained on a 35GB corpus consisting of
4.4B tokens drawn from the Turkish OSCAR cor-
pus (Abadji et al., 2022), a Wikipedia dump6,
and various OPUS corpora (Tiedemann, 2012).
Some models, like ConvBERTurk and ELECTRA,
were also trained on the Turkish portion of the
mC4 (Xue et al., 2021b) corpus – a certain cleaned
version of the public web crawl data of Common
Crawl. These models have been evaluated on vari-
ous downstream tasks (such as part-of-speech tag-
ging, named entity recognition, and question an-
swering) where they generally outperform their
multilingual counterparts mBERT (Devlin et al.,
2019) and XLM-R (Conneau et al., 2020). These
models are encoder-only, meaning mostly suitable
for NLU tasks. Presently, there is a clear need for
Turkish models that also excel in NLG tasks, which
require a decoder component. This work focuses
on an encoder-decoder model to address both types
of tasks.

Encoder-only models are typically trained with
span corruption with various lengths and frequen-
cies (Devlin et al., 2019; Clark et al., 2020). Con-
versely, decoder-only models typically employ
causal language modeling (Radford et al., 2019;
Brown et al., 2020; Touvron et al., 2023) and are
designed for generation tasks.

A popular model built on the transformer archi-
tecture, the Text-to-Text Transformer (T5) (Raffel
et al., 2020), proposed a unified framework that
treats all NLP tasks as conversions from some
text to another. It employs an encoder-decoder
architecture that is pretrained with a denoising
objective. This model has demonstrated success
over numerous tasks and is reported to scale well.
UniLM (Dong et al., 2019) is also an encoder-
decoder model, but pretrained using unidirectional,
bidirectional, and sequence-to-sequence language
modeling. This can be seen as a combination
of causal and denoising objectives. The Unify-
ing Language Learning framework (UL2) that is

6An unspecified Wikipedia dump which we speculate to
be from 2020.
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based on a pretraining objective called Mixture-of-
Denoisers (MoD) was proposed, which combines
span corruption objectives with varying mixture
parameters (Tay et al., 2023). This study found
that among the decoder-only and encoder-decoder
models, both of which are trained using the MoD
objectives, the encoder-decoder models performed
better. By using the MoD objective and moderately
scaling up the model, they achieved state-of-the-art
performance on a diverse set of NLU and NLG
tasks.

3 Data

We compiled a diverse Turkish monolingual dataset
to pretrain our model. Our dataset comprises of a
web corpus, scientific corpora consisting of Turkish
articles and graduate theses, Turkish books, a cor-
pus of creative writing assignments from Bilkent
University, and transcriptions of parliamentary de-
bates. The details of each corpus are explained in
the following subsections, and the training corpora
statistics are summarized in Table 1.

During data splitting, we ensured that the val-
idation set of each dataset contained a minimum
of 100K tokens. The train-validation splits are re-
ported under each subsection.

3.1 Web Corpora

mC4 (Raffel et al., 2020) and OSCAR-
2201 (Abadji et al., 2022) are two large
multilingual web corpora. Their Turkish sections
contain 87.7M and 10.8M web pages, yielding
98.5M web pages in total. As is common in web
content, this data includes noise, such as titles
and repeating SEO (search engine optimization)
targeted keywords that are not considered natural
language. Therefore, such corpora should be
cleaned before being used for training. The
OSCAR and mC4 corpora used in this work were
cleaned by the VNGRS-AI team using a set of
heuristics and rules, detailed in their work (Turker
et al., 2024a). The cleaned version of the combined
web corpus contains 50.3M pages.

3.2 Scientific Corpora

To create a corpus in the scientific domain charac-
terized by its formal and informative language style,
we collected articles and theses written in Turkish.
We downloaded the articles from DergiPark7, a ma-
jor platform for Turkish academic journals. Our

7dergipark.org.tr

initial collection included 407,146 articles, all in
PDF format and labeled as Turkish. These articles
were sourced from 1,857 distinct journals, compris-
ing a diverse range of topics. These articles form
our Dergipark scientific corpus.

In addition to articles, we also collected sci-
entific texts in the form of theses. These theses,
products of higher education in Turkey, were ac-
cessed through Turkey’s National Thesis Center8.
From this repository, we downloaded 486,166 the-
ses marked as Turkish, which compose our YökTez
scientific corpus.

The collected documents were in PDF format.
For text extraction, we utilized the Apache Tika
parser9. We applied a rigorous cleaning and fil-
tering strategy to remove undesired content like
page numbers, equations, table entries, and similar
unnecessary tokens introduced by the extraction
process, as detailed in Section A.1.

We used 99.99 of the cleaned Dergipark docu-
ments for training and the rest for validation, to
avoid over-inflation of the validation set due to the
high number of documents. For YökTez, 99.999 of
the documents were used for training. The final
number of documents and the number of tokens
after line and document-wise filtering of our scien-
tific training corpora are listed in Table 1.

3.3 Book Corpus

The Book Corpus is a compilation of 5,080 Turkish
fiction and non-fiction books. We cleaned the Book
Corpus in a similar fashion to the previously men-
tioned procedures, albeit with a simpler heuristic.
We first standardized the punctuation and removed
invalid characters. The initial 100 lines of each
book have been filtered out if they contain author,
translator, or publishing information. We dropped
any line in each book with all numerals, or that con-
tained a URL or an e-mail. After the initial 70% of
lines, we truncated the lines after a keyword indi-
cating a bibliography, notes, or a list of works of
the author or the publishing house. 99.97% of the
books were used for training (5,078 books), and
the remaining two books were used for validation.

3.4 Bilkent Creative Writings

The Bilkent Creative Writings corpus comprises
8,630 documents produced by Bilkent University
students while taking creative writing courses in

8tez.yok.gov.tr/UlusalTezMerkezi
9github.com/apache/tika
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Corpus Type # Docs # Tokens (B)

OSCAR & mC4 Web 50,336,214 25.33
Dergipark Scientific 334,429 1.78
Yöktez Scientific 475,817 15.24
Books Literary 5,078 0.61
Bilkent Creative Writings Creative Text 8,457 0.01
ParlaMintTR Dialogue 1,333 0.07

Table 1: Training Corpora Statistics

Turkish10. This data was cleaned similarly to the
Book Corpus by removing special keywords (such
as the Turkish word for assignment) and truncating
the content after the bibliographies. 8,457 of them
were used for training and the rest was used for
validation.

3.5 ParlaMintTR
The ParlaMintTR corpus is assembled from the
CLARIN Flagship project11 and consists of the
Turkish portion of parliamentary debates in Europe
(1,335 documents). No special cleaning or filtering
was applied to this data. 1,333 of the debates were
used for training, and two were used for validation.

4 Methodology

4.1 Model
We used an encoder-decoder Transformer
model12 (Raffel et al., 2020) for TURNA. This
choice was based on the finding that encoder-
decoder models surpass decoder-only models when
the UL2 objective is used, as demonstrated in Tay
et al., 2023. Furthermore, the encoder component
can still be employed effectively for understanding
tasks when coupled with task-specific classification
heads, thus reducing the model parameters by half.
Due to our limited computational resources, we
opted for the Large36L configuration (Tay et al.,
2021) for our model. This configuration requires
only 37% of the parameters of a model configu-
ration of comparable size, yet still outperforms
it.

TURNA has 36 encoder and decoder layers, each
with 16 attention heads. The model’s token embed-
dings are 1,024 dimensional. The multi-layer per-
ceptron layers have 2,816 hidden dimensions and
employ Gated GeLu activations (Shazeer, 2020).

10github.com/selimfirat/bilkent-turkish-
writings-dataset

11clarin.eu/parlamint
12Specifically, we used the version 1.1 of

the official T5 implementation described at
github.com/google-research/text-to-text-transfer-
transformer/blob/main/released_checkpoints.md#t511

The parameters of the input and classification lay-
ers are not shared. These architectural choices
result in a model with 1.1B parameters.

For tokenization, we used a unigram subword
tokenizer (Kudo, 2018) trained on 10GB of text
that consists of random subsets of OSCAR (Abadji
et al., 2022), OPUS (Zhang et al., 2020) and a
Wikipedia dump dated September 17, 2021, us-
ing the SentencePiece implementation13 (Kudo and
Richardson, 2018). This tokenizer14 (Turker et al.,
2024b) is provided by the VNGRS-AI Team. The
initial vocabulary size of 32,000 was expanded to
32,128 with the addition of 128 sentinel tokens
used by pretraining objectives.

4.2 Pretraining Objectives
The pretraining was performed with Mixture-of-
Denoisers (MoD), consisting of several denoising
objectives, which were shown to achieve better
downstream performance (Tay et al., 2023). These
objectives are R-denoising (regular denoising), S-
denoising (sequential denoising), and X-denoising
(extreme denoising), each characterized by the
mean length of the corrupted spans, the ratio of cor-
rupted tokens, and the number of corrupted spans.
R-denoising follows the standard span corruption
method of T5, selecting spans of 2 to 5 tokens,
covering about 15% of the input. The task is then
to predict the corrupted tokens in the decoder out-
put. S-denoising, on the other hand, corrupts a
continuous portion from a random point in the in-
put, accounting for approximately 25% of the input.
Similar to R-denoising, this objective aims to pre-
dict a single corrupted span. However, it is similar
to standard causal language modeling in its model-
ing approach. X-denoising is designed as an inter-
polation between R-denoising and S-denoising. It
aims to corrupt 50% of the input on average. This
is achieved through a varying mix of many short or
fewer long corrupted spans, exposing the model to
both denoising and causal language modeling-like
objectives. During pretraining, these objectives are
randomly assigned to each input sequence, with a
distribution of 40% each for the R- and X-denoisers
and 20% for the S-denoiser.

The model differentiates between these denois-
ers by using specific sentinel tokens at the begin-
ning of samples: [NLG] for the X-denoiser, [NLU]
for the R-denoiser, and [S2S] for the S-denoiser.

13github.com/google/sentencepiece
14github.com/vngrs-ai/vnlp/tree/main/

vnlp/turkish_word_embeddings
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4.3 Implementation details

Pretraining. We pretrained TURNA for a total
of 1,740,000 steps with a batch size of 48 and a
source and target sequence length of 512 using a
single v3-8 type TPU with the T5X15 library. This
configuration results in TURNA being exposed to
42.7B tokens at the end of its training. We disabled
dropout during pretraining but enabled it during
fine-tuning.

The pretraining data is a mixture of samples
from the collected datasets. To ensure a fair repre-
sentation of different language characteristics, we
randomly selected samples from each dataset ac-
cording to their proportions: Web Corpora (50%),
YökTez (25%), DergiPark (10%), Book Corpus
(10%), ParlaMintTR (3%), and Bilkent Creative
Writings (2%).

Baselines. We compared our model with multilin-
gual models: mT5, specifically mT5-large16 (Xue
et al., 2021a), and mBART17 (Liu et al., 2020),
as well as a monolingual encoder-only model,
BERTurk18 (Schweter, 2020), where applicable.

Fine-tuning. We fine-tuned the models using
Hugging Face’s transformers library19 (Wolf
et al., 2020) on NVIDIA A40 GPUs. The stan-
dard text-to-text formulation is used for fine-tuning
the encoder-decoder models, i.e., TURNA, mT5
and mBART. Additionally, we fine-tuned TURNA’s
encoder with a task-specific head for certain under-
standing tasks, referring to it as TURNA-Encoder.
The models were optimized for 10 epochs with
an early stopping patience of 3 epochs. We used
the Adafactor optimizer (Shazeer and Stern, 2018)
with a learning rate of 1 × 10−3 to tune TURNA

and mT5 models, without a scheduler. However,
our attempts at fine-tuning the mBART model with
the Adafactor optimizer did not yield a satisfac-
tory training loss curve. Consequently, we opted
for the AdamW optimizer (Loshchilov and Hutter,
2017) with a learning rate of 5 × 10−5 and a lin-
ear scheduler. The same optimizer and scheduler
settings were applied for fine-tuning the BERTurk
and TURNA-Encoder models. Due to our limited
computational resources, we could not perform hy-
perparameter tuning and used the recommended

15github.com/google-research/t5x
16hf.co/google/mt5-large
17hf.co/facebook/mbart-large-cc25
18hf.co/dbmdz/bert-base-turkish-cased
19github.com/huggingface/transformers

fine-tuning settings for Adafactor20 and default
trainer settings21 for AdamW. For each task and
dataset, the batch size, and maximum input and
target length parameters were individually selected,
and their corresponding values can be found in
Table 7.

We used beam decoding with a beam size of
4 and early stopping to generate predictions. For
summarization and title generation tasks, we also
applied a length penalty of 2 and enforced a no-
repeat n-gram size of 3 to ensure the diversity of
the output and prevent repetition of sequences.

5 Experiments

5.1 Fine-tuning tasks
This section provides an overview of downstream
tasks used to evaluate our model. These tasks as-
sess model capabilities across various domains, and
include both natural language understanding and
generation tasks. The understanding tasks include
text classification, natural language inference, se-
mantic textual similarity, named entity recognition,
and part-of-speech tagging. The generation tasks
comprise paraphrasing, summarization, and news
title generation.

Paraphrasing. This task involves rephrasing a
given text while retaining the original meaning. It
assesses the model’s understanding of semantics
and its ability to generate diverse texts. We utilized
two paraphrasing datasets, constructed from par-
allel corpora via machine translation and filtered
based on semantic similarity (Alkurdi et al., 2022).
They are TAT, which contains paraphrases from
Tatoeba22, and OST, which includes pairs from
OpenSubtitles2018 (Lison et al., 2018).

Summarization. Similar to paraphrasing, sum-
marization also rephrases a text. However, it aims
to produce a condensed version that only includes
key information. Consequently, it imposes addi-
tional constraints on a model’s generative capa-
bilities. For evaluation, we used two datasets:
TRNews (Baykara and Güngör, 2022) and the Turk-
ish subset of MLSUM (Scialom et al., 2020).

News Title Generation. Generating titles for
news articles evaluates a model’s ability to capture

20hf.co/docs/transformers/main_classes/
optimizer_schedules#transformers.Adafactor

21hf.co/docs/transformers/main_classes/
trainer#trainer

22tatoeba.org

10107

https://github.com/google-research/t5x
https://huggingface.co/google/mt5-large
https://huggingface.co/facebook/mbart-large-cc25
https://huggingface.co/dbmdz/bert-base-turkish-cased
https://github.com/huggingface/transformers
https://huggingface.co/docs/transformers/main_classes/optimizer_schedules#transformers.Adafactor
https://huggingface.co/docs/transformers/main_classes/optimizer_schedules#transformers.Adafactor
https://huggingface.co/docs/transformers/main_classes/trainer#trainer
https://huggingface.co/docs/transformers/main_classes/trainer#trainer
https://tatoeba.org


the most salient information in a concise manner
and checks the model’s creativity and understand-
ing of key phrases in the news domain. We used the
same two summarization datasets: TRNews and
MLSUM.

Named Entity Recognition. Named entity
recognition (NER) aims to locate named entities,
and subsequently classifies these entities into pre-
defined categories, typically “person”, “location”
and “organization”. We employed two datasets
for this task: WikiANN (Rahimi et al., 2019) and
MilliyetNER (Tür et al., 2003).

Part-of-speech Tagging. Part-of-speech (POS)
tagging involves categorizing each word in a sen-
tence according to its grammatical function. This
task assigns a specific part of speech, such as
noun, pronoun, or verb, to each word, classify-
ing its role within the structure of a sentence. We
used two Turkish Universal Dependencies (Nivre
et al., 2020) treebanks, IMST (Türk et al., 2023)
and BOUN (Marşan et al., 2023), to fine-tune and
evaluate our model.

Semantic Textual Similarity. Semantic textual
similarity (STS) tests a model’s ability to contex-
tually compare two sentences by producing a sim-
ilarity score. We used the STSb-TR (Beken Fikri
et al., 2021) dataset to fine-tune and evaluate our
model.

Natural Language Inference. Natural language
inference (NLI), also known as textual entailment,
involves examining a pair of sentences, the premise
and the hypothesis, to determine their relation-
ship as “entailment”, “contradiction”, or “neutral”.
This task tests a model’s understanding of con-
text by assessing if the hypothesis logically fol-
lows the premise. Therefore, NLI also measures a
model’s reasoning skills. For this task, we used the
Natural Language Inference in Turkish (NLI-TR)
dataset (Budur et al., 2020) for evaluation.

Text Classification. Text classification involves
categorizing texts into predefined groups based on
their contents. This task assesses the model’s con-
textual awareness and robustness in extracting rel-
evant features from the input text, allowing it to
discern important patterns and information crucial
for accurate classification. We used three differ-
ent datasets for evaluating this task: Product Re-

views23, TTC490024 (Yıldırım and Yıldız, 2018),
and Tweet Sentiments (Amasyali et al., 2018).

5.2 Evaluation Metrics

We evaluated the generation tasks with
ROUGE (Lin, 2004), BLEU (Papineni et al.,
2002) and METEOR (Banerjee and Lavie, 2005)
metrics. For the understanding tasks, we adopted
standard classification metrics such as accuracy,
precision, recall, and F1. The only exception was
semantic textual similarity, a regression task, for
which we used the Pearson correlation coefficient
for evaluation. For NLI and classification tasks,
weighted precision, recall and F1 were reported,
leaving out accuracy due to its equality to weighted
recall.

5.3 Results

5.3.1 Generation Tasks
We evaluated TURNA’s generative capabilities on
three tasks and compared the results to mT5 and
mBART. The results, as presented in Table 2, show
that TURNA outperformed the baseline models in
both paraphrasing and summarization, with mT5
ranking second and mBART last. In title generation,
TURNA performed the best on the TRNews dataset,
followed by mBART. However, for the MLSUM
dataset, mBART outperformed both TURNA and
mT5.

Table 2: Downstream performance of models on gener-
ation tasks.

Task Dataset Model Rouge1 Rouge2 RougeL BLEU METEOR

Pa
ra

ph
ra

si
ng OST

mBART 76.86 61.34 75.18 48.85 72.61
mT5 77.49 62.15 75.87 49.66 73.61
TURNA 78.43 63.58 76.81 51.47 74.79

TAT
mBART 82.77 68.68 81.31 55.57 77.34
mT5 88.76 77.75 87.51 67.80 85.58
TURNA 90.22 80.23 88.95 71.14 87.56

Su
m

m
ar

iz
at

io
n

MLSUM
mBART 41.39 27.63 35.61 19.66 32.30
mT5 43.43 29.95 37.71 21.58 34.20
TURNA 44.33 30.99 38.62 24.25 36.47

TRNews
mBART 39.96 25.53 34.90 16.69 32.23
mT5 41.46 27.47 36.60 18.31 34.48
TURNA 41.77 27.81 36.99 19.05 34.61

Ti
tle

G
en

er
at

io
n

MLSUM
mBART 32.97 19.71 31.32 7.41 18.29
mT5 32.60 19.65 30.93 7.15 17.75
TURNA 32.67 19.60 31.12 7.08 17.90

TRNews
mBART 35.40 21.92 34.32 11.95 23.26
mT5 34.84 21.62 33.85 11.96 22.40
TURNA 36.47 22.88 35.47 12.64 23.62

5.3.2 Understanding Tasks
In assessing understanding tasks, we compared
both encoder-decoder models fine-tuned with the

23hf.co/datasets/turkish_product_reviews
24kaggle.com/savasy/ttc4900
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standard text-to-text formulation and encoder-only
models, such as TURNA-Encoder and BERTurk.
TURNA achieved results that surpass both mT5
and mBART across various tasks and datasets, as
detailed in Tables 3, 4, and 5, reporting POS tag-
ging & NER, NLI, and classification results, re-
spectively. TURNA outperformed mBART and mT5
in all classification, NLI, STS, POS tagging and
NER tasks, except for the Milliyet (NER) dataset.
While TURNA slightly lagged behind BERTurk on
some tasks, this was not surprising as encoder-
decoder models often struggle with understanding
tasks (Lewis et al., 2020; Kementchedjhieva and
Chalkidis, 2023). However, TURNA-Encoder sur-
passed BERTurk in NER, NLI and some classifica-
tion tasks, and was competitive in others. The no-
table exception was the semantic textual similarity
task (Table 6), where TURNA-Encoder significantly
lagged behind BERTurk. This suggests that further
hyperparameter tuning could improve performance,
as evidenced by an additional experiment where ad-
justing the learning rate enabled TURNA-Encoder
to achieve a significantly higher Pearson correla-
tion score in the STS task (refer to Table 11 in the
Appendix).

Table 3: Downstream performance of models on POS
tagging and NER.

Task Dataset Model Precision Recall F1 Accuracy

PO
S

BOUN

mBART 88.15 87.75 87.95 87.75
mT5 90.90 90.74 90.82 90.74
TURNA 92.39 92.35 92.37 92.35

BERTurk 90.60 90.41 90.50 93.22
TURNA-Encoder 90.30 90.31 90.31 93.05

IMST

mBART 77.68 77.40 77.54 77.39
mT5 93.17 93.05 93.11 93.04
TURNA 94.66 94.48 94.57 94.48

BERTurk 94.28 94.14 94.21 95.62
TURNA-Encoder 93.34 93.27 93.31 94.91

N
E

R

Milliyet

mBART 87.62 70.67 78.23 98.11
mT5 84.73 71.98 77.83 98.20
TURNA 91.36 83.28 87.13 97.91

BERTurk 93.51 94.84 94.17 99.24
TURNA 95.16 96.03 95.59 99.46

WikiANN

mBART 90.76 89.12 89.93 95.84
mT5 90.50 89.90 90.20 95.93
TURNA 90.48 90.20 90.34 96.18

BERTurk 89.83 90.41 90.12 96.53
TURNA-Encoder 91.08 92.01 91.54 97.08

Table 4: Downstream performance of models on natural
language inference (NLI).

Model Precision Recall F1

mBART 86.14 86.06 86.08
mT5 83.67 83.66 83.66
TURNA 86.20 86.19 86.19

BERTurk 86.94 86.88 86.90
TURNA-Encoder 88.28 88.30 88.28

Table 5: Downstream performance of models on text
classification.

Dataset Model Precision Recall F1

Pr
od

uc
tR

ev
ie

w
s mBART 87.67 93.63 90.55

mT5 93.01 94.17 93.27
TURNA 94.67 95.24 94.81

BERTurk 94.90 95.44 94.70
TURNA-Encoder 95.57 95.92 95.67

T
T

C
49

00
mBART 78.23 71.81 73.08
mT5 67.52 66.74 66.80
TURNA 89.15 88.11 88.16

BERTurk 91.97 91.85 91.88
TURNA-Encoder 91.05 90.53 90.52

Tw
ee

tS
en

tim
en

t mBART 74.07 71.85 72.25
mT5 68.20 67.45 66.71
TURNA 74.58 73.78 73.94

BERTurk 75.91 75.20 74.79
TURNA-Encoder 77.08 76.82 76.76

Table 6: Downstream performance of models on seman-
tic textual similarity (STS).

Model Pearson

mBART 66.95
mT5 59.40
TURNA 78.74

BERTurk 82.60
TURNA-Encoder 73.63

6 Conclusion

In this study, we introduced TURNA, a new Turk-
ish language model that adopts an encoder-decoder
architecture following the UL2 framework. This
model was pretrained on a broad corpus covering
web data, scientific articles, theses, books, cre-
ative writing, and parliament corpora. Our com-
prehensive evaluations across three generation and
five understanding tasks on 13 different datasets
showed that TURNA outperforms existing multi-
lingual models, mT5 and mBART, and performs
better than or on par with the Turkish encoder-only
model BERTurk. To encourage further research and
facilitate benchmarking in Turkish NLP, these mod-
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els and the entire source code for data collection,
filtering, model training, and fine-tuning are made
publicly accessible.

Limitations

TURNA, with its 1.1B parameters, excels in a vari-
ety of NLP tasks, surpassing similar-scale multilin-
gual models like mT5 (1.2B) and mBART (610M)
in both generation and understanding. However,
its efficiency, especially in understanding tasks,
is closely matched by the smaller, encoder-only
model BERTurk, which has only 110M parameters.
This suggests that the scale-to-performance ratio
of TURNA may not be as efficient as expected.

Addressing this, we modified TURNA into
TURNA-Encoder by removing the decoder and
adding task-specific heads, which enhanced its effi-
ciency. TURNA-Encoder, having half the parame-
ters of TURNA, surpassed BERTurk in some tasks,
showing an improvement in efficiency. However,
the comparison with BERTurk indicates a need for
additional pretraining to fully leverage TURNA’s
larger parameter count.

Current research on scaling laws indicates that
training models for up to four epochs can be benefi-
cial (Taylor et al., 2022; Muennighoff et al., 2023).
Despite having 1.1B parameters, TURNA has been
trained with approximately 43B tokens, which
is roughly equivalent to one epoch. This under-
training might be limiting its potential. Therefore,
we suggest further pretraining of TURNA to en-
hance its performance.

In our downstream evaluations, we used the
same optimization hyperparameters across all tasks
and datasets due to limited computational resources.
This approach may have influenced performance
as datasets carry differing sizes and tasks exhibit
different difficulties. Hence, we suggest dataset
and task-specific hyperparameter tuning to thor-
oughly demonstrate the capabilities of our model
in downstream tasks.

Ethics Statement

Web content carries the risk of harmful content in-
cluding toxicity, abuse, and obscenity. Significant
effort was expended to remove such harmful lan-
guage from the web corpus that we used to train
TURNA. However, despite the efforts to filter out
such content, there is a high risk that some of the
harmful content still remains in the training cor-
pora. Thus, such language could emerge during

language generation tasks. This calls for contin-
uous monitoring of this system to eliminate such
occurrences.

Another concern is the introduction of bias into
TURNA from the data we used for training. Such
bias is significant when it concerns tasks that ren-
der decisions involving people, such as admission,
promotion, and loans. More research is needed to
detect and deal with biases such as based on gender,
race, ethnicity, religion, and other social factors.

Incorporating books, theses, and papers into the
training data concerns the licensing. We have re-
leased our model under a restricted license, permit-
ting only academic use.

AI Assistants

During the coding of the model, we used GitHub
Copilot25 to write some of the boilerplate parts
of the code, which is a timesaver when formulat-
ing standard constructs. Most of the code snippets
were related to data processing scripts. The team
members have written the code for all the core func-
tionality of the data processing, the model, and the
evaluations. All the code has gotten meticulously
reviewed as part of handling pull requests.

ChatGPT26 and Notion AI27 services were uti-
lized to proofread, spell-check, and correct the
grammar of this document. These services were
mostly utilized during the early stages of writing.
The resulting manuscript has been carefully re-
viewed by team members for correctness, flow, and
articulation.
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A Appendix

A.1 Cleaning Procedure for Scientific Corpus
Initially, we replaced invalid or misinterpreted char-
acters resulting from Optical Character Recogni-
tion (OCR) errors, employing a predefined dictio-
nary. Subsequently, we omitted preliminary text
appearing before the abstract, which typically con-
tains non-essential information such as affiliations
and article metadata. This was achieved using reg-
ular expressions tailored for this purpose. While
this approach was sufficient for scientific articles,
the theses posed additional challenges, including
sections like lists of figures, tables, and customary
declarations. To handle these sections, we relied
on regular expressions designed to identify and
subsequently discard specific titles and their ac-
companying content.

In our effort to maintain the quality of the ex-
tracted text from the PDF articles, we also imple-
mented a line-wise filtering procedure involving
the steps below:

• Text Statistics: Each line from the arti-
cles was analyzed based on various statistics.
These included character count, token count,
numeric content, average token length, and
metrics reflecting the prevalence of numbers,
specifically the proportion of numeric tokens
to total tokens and frequency of digit appear-
ances. This stage ensured the removal of non-
content elements, such as headers, page num-
bers, and table items.

• Language Identification and Correction:
Given the potential presence of non-Turkish
lines within the articles, each line was checked
for its Turkish content using the langid li-
brary28. In cases of potential anomalies or

28github.com/saffsd/langid.py

false detections, the surrounding lines were
examined to correct such anomalies, ensuring
that the majority of our extracted content is in
Turkish.

• Content Identification: Although article
metadata typically appears at the beginning
of the documents, they may also appear else-
where. To identify such elements as dates,
email addresses, and names, each line was
checked using specific regular expressions.
Additionally, captions, identified by their dis-
tinct patterns, were detected and subsequently
removed.

• Identification and Filtering of Special Sec-
tions: In scientific texts, certain lines—like
those in bibliographies and footnotes—may
not contribute essential content, or they may
even disrupt the primary narrative. To address
this, we implemented strategies to detect and
subsequently omit such lines. This step en-
sured the retention of the text’s coherence and
continuity.

• Citation Filtering: Citations, while crucial
to academic papers, can interrupt text flow,
especially when preparing data for language
model training. We thus used patterns to iden-
tify and remove inline citations, guaranteeing
a smooth textual flow.

After the line-wise filtering procedure was com-
plete, we applied document-based filtering with the
help of a Statistical Language Model (LM) trained
on a compilation of May 2023 Turkish Wikipedia
articles29. A KenLM 5-gram language model was
trained (Heafield, 2011) on 6.8M sentences tok-
enized with a Turkish SentencePiece tokenizer30.
The KenLM model was then used to discard docu-
ments defined by separate thresholds for the Dergi-
park articles (less than 5% LM score) and the Yök-
Tez theses (less than 2% LM score). The thresholds
have been selected by native Turkish speakers by
analyzing the distribution of documents and their
qualities based on document-based average LM
score.

A.2 Fine-tuning Datasets
OST (Alkurdi et al., 2022) OST is a paraphras-
ing dataset, constructed by translating English sub-

29hf.co/datasets/musabg/wikipedia-tr
30github.com/vngrs-ai/vnlp/tree/main/

vnlp/turkish_word_embeddings

10114

https://doi.org/10.18653/v1/2021.naacl-main.41
https://doi.org/10.5505/pajes.2018.15931
https://doi.org/10.5505/pajes.2018.15931
http://arxiv.org/abs/2004.11867
http://arxiv.org/abs/2004.11867
https://github.com/saffsd/langid.py
https://huggingface.co/datasets/musabg/wikipedia-tr
https://github.com/vngrs-ai/vnlp/tree/main/vnlp/turkish_word_embeddings
https://github.com/vngrs-ai/vnlp/tree/main/vnlp/turkish_word_embeddings


titles from OpenSubtitles2018 (Lison et al., 2018)
into Turkish. The original subtitles and their trans-
lations were preprocessed to create an unfiltered
version of the dataset with 1,944,955 pairs. These
pairs were then filtered based on semantic similar-
ity, resulting in a filtered version of the dataset with
706,488 pairs.

TAT (Alkurdi et al., 2022) TAT is another para-
phrasing dataset created using the same methodol-
ogy as OST. The initial parallel corpus originates
from Tatoeba31. The unfiltered and filtered ver-
sions of the dataset include 265,203 and 50,423
pairs, respectively.

TR-News (Baykara and Güngör, 2022) TR-
News is a collection of news articles along with cor-
responding summaries and titles covering a wide
range of topics. It is compiled from three Turk-
ish national news outlets: Cumhuriyet, NTV, and
HaberTürk. The dataset consists of approximately
307K articles, split into 277,573 train, 14,610 vali-
dation, and 15,379 test documents.

MLSUM (Scialom et al., 2020) MLSUM is a
large-scale, multilingual summarization dataset
that includes Turkish articles. The Turkish subset
contains 273,617 articles from InternetHaber, fur-
ther divided into 259,277 train, 11,565 validation,
and 12,755 test documents.

WikiANN (Rahimi et al., 2019) WikiANN is a
multilingual named entity recognition dataset con-
taining instances from Wikipedia articles annotated
with tags of “location”, “person”, and “organiza-
tion”. The Turkish subset of the dataset includes
40,000 rows, split into 20,000 for training, 10,000
for validation, and 10,000 for testing.

MilliyetNER (Tür et al., 2003) Milliyet NER is
a named entity recognition dataset that includes in-
stances from Turkish news articles annotated with
tags of “location”, “person”, and “organization”.
The dataset comprises 515,123 words, divided into
a training set of 419,996, a validation set of 45,532
and a test set of 49,595 words.

UD Turkish IMST (Türk et al., 2023) The
IMST-UD Treebank is a Turkish dependency tree-
bank in the format of the Universal Dependencies
(UD) framework (Sulubacak and Eryiğit, 2018).
The treebank was annotated manually in a format
other than UD, and then automatically converted

31tatoeba.org

for the UD version v1.3 to be the first Turkish UD
treebank. It has since then received various up-
dates and corrections. The latest version, v2.13,
has 56,422 tokens in total, with 36,415 tokens for
training, 10,257 for validation, and 9,750 for test-
ing.

UD Turkish BOUN (Marşan et al., 2023) The
BOUN treebank is another Turkish dependency
treebank that has been a part of the UD project
since v2.7. Since then, it has received a few up-
dates with corrections. The latest version, v2.13,
has 121,835 tokens in total, with 97,797 tokens
for training, 12,023 for validation, and 12,015 for
testing.

STSb-TR (Beken Fikri et al., 2021) STSb-TR
is derived from the English Semantic Textual Simi-
larity benchmark (STSb) dataset (Cer et al., 2017)
by translating the English sentences into Turkish
using Google Translate, with no manual correc-
tions. Each data element has two sentences and a
corresponding similarity score. The dataset con-
tains 5,749 training, 1,500 validation and 1,379
test samples.

NLI-TR (Budur et al., 2020) The Natural Lan-
guage Inference in Turkish (NLI-TR) dataset con-
sists of two large-scale datasets containing pairs
of sentences labeled as “entailment”, “contradic-
tion”, or “neutral”. These sentence pairs were
obtained by translating the widely used NLI cor-
pora, made up of SNLI (Bowman et al., 2015)
and MultiNLI (Williams et al., 2018). The SNLI
dataset includes 570K samples, with 550K for train-
ing, 10K for validation, and 10K for testing. The
MultiNLI dataset contains 413K samples, with
393K for training and 20K for validation, evenly
divided between matched and mismatched pairs.

Product Reviews The Turkish Product Reviews
is a sentiment classification dataset that contains
product reviews from various online sources, and
is available on Hugging Face32. A total of 235,165
reviews are categorized as positive or negative. We
deduplicated the dataset before usage, and split it
with an 80-10-10 train-validation-test ratio. The
resulting dataset contains 186,806 training, 23,351
validation and 23,351 test samples.

TTC4900 (Yıldırım and Yıldız, 2018) The
dataset is made available by the Kemik NLP

32hf.co/datasets/turkish_product_reviews
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Group33, and contains 4,900 news articles and texts
classified with one of seven categories: economy,
culture-arts, health, politics, sports, technology and
world. The dataset is available on Kaggle34 and
Hugging Face35. The TTC4900 data was also dedu-
plicated before fine-tuning, and split with an 80-10-
10 ratio, leaving 3,631 samples for training, and
454 samples each for test and validation.

Tweet Sentiments (Amasyali et al., 2018) Tweet
Sentiments is a sentiment classification dataset with
three categories: positive, negative and neutral.
The dataset consists of 17,289 tweets that contain
comments about a GSM operator, split into 13,832
training and 3,457 test samples. Due to lack of
a validation set, the training set was split with a
90-10 train-validation ratio. After deduplication,
the resulting fine-tuning dataset contains 12,421
training, 1,381 validation and 3,456 test samples.

A.3 Fine-tuning details
Data splits. We used predefined splits for
datasets, including training, validation, and test
sets. For datasets lacking both validation and test
sets, we divided the data into training, validation,
and test sets with an 80-10-10 ratio. In the absence
of the validation set only, we utilized 10% of the
original training data to generate a validation set,
while the remaining 90% was used for training. We
used the same approach for datasets that lacked a
test set. For the NLI task, we fine-tuned our model
on the training set referred to as NLI-TR (Budur
et al., 2020), which is the combination of the train-
ing sets of SNLI-TR and MultiNLI-TR, and we
used the already existing test and validation sets of
the SNLI-TR dataset.

Dataset-specific parameters. Considering the
varying lengths of dataset samples, we used dataset-
specific parameters. These parameters set the max-
imum input and target lengths, and batch size to fit
into the largest batch. In order to speed up the fine-
tuning process, we employed bf16 mixed precision
in the summarization and title generation experi-
ments, allowing for a larger batch size. Table 7
shows the hyperparameters used for fine-tuning.

A.4 Mode-Switching
In the UL2 framework, specific sentinel tokens
are dedicated to different pretraining objectives,

33kemik.yildiz.edu.tr
34kaggle.com/savasy/ttc4900
35hf.co/datasets/ttc4900

enabling the model to adjust its mode for optimal
task performance. This approach is also applied to
fine-tuning and few-shot learning by using a token
tailored to the needs of the downstream task, such
as [S2S] for generation tasks. This is known as
mode switching.

We tested mode switching by fine-tuning
TURNA on several tasks and datasets. The re-
sults, detailed in Tables 8, 9, and 10, showed that
TURNA models fine-tuned without any sentinel
token scored highest on paraphrasing evaluations.
However, a separate sentinel token achieved the
best scores on different classification datasets, with
the scores being remarkably close. In the semantic
textual similarity task, the model trained with the
[NLG] token performed the best.

We found no consistent pattern in the perfor-
mance of different tokens across various tasks and
datasets. This suggests that mode-switching might
not always enhance performance, and could poten-
tially degrade it.

Table 9: Comparison of mode switching modes on the
text classification task.

Dataset Mode Precision Recall F1

Product Reviews

- 94.67 95.24 94.81
[NLG] 94.30 95.03 94.39
[NLU] 94.45 95.10 94.60
[S2S] 94.34 95.04 94.47

TTC4900

- 89.15 88.11 88.16
[NLG] 89.50 88.33 88.39
[NLU] 86.18 84.14 84.31
[S2S] 90.83 90.31 90.24

Tweet Sentiment

- 74.58 73.78 73.94
[NLG] 76.01 75.84 75.56
[NLU] 75.45 75.46 75.45
[S2S] 75.55 74.91 74.86

Table 10: Comparison of mode switching modes on
semantic textual similarity (STS).

Mode Pearson

- 78.74
[NLG] 79.71
[NLU] 78.45
[S2S] 78.30

A.5 Hyperparameter Tuning

We conducted an additional experiment on the
Semantic Textual Similarity task due to the low
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Table 7: Dataset-specific hyperparameters for fine-tuning

Task Dataset Max Input Length Max Target Length Batch Size

Summarization
TRNews 768 128 4
MLSUM 768 128 4

Title Generation
TRNews 256 64 8
MLSUM 256 64 8

Paraphrasing
Tatoeba 20 20 128
OpenSubtitles 20 20 128

NER
WikiANN 60 40 64
MilliyetNER 380 60 8

POS
BOUN 90 300 8
IMST 60 210 16

NLI NLI-TR 128 8 32

Classification
Product Reviews 20 4 32
TTC4900 1,450 8 2
Tweet Sentiment 160 4 32

STS STSb-TR 140 10 32

Table 8: Comparison of mode switching modes on the
paraphrasing task.

Dataset Mode Rouge1 Rouge2 RougeL BLEU METEOR

OST

- 78.43 63.58 76.81 51.47 74.79
[NLG] 76.20 61.11 74.50 46.27 73.76
[NLU] 77.18 61.97 75.33 48.39 74.02
[S2S] 77.20 61.98 75.44 48.53 74.05

TAT

- 90.22 80.23 88.95 71.14 87.56
[NLG] 89.66 79.28 88.41 69.54 87.18
[NLU] 89.08 78.53 87.90 68.33 86.82
[S2S] 89.71 79.37 88.45 69.61 87.26

Pearson correlation score obtained by TURNA-
Encoder when compared to TURNA and BERTurk.
We fine-tuned TURNA-Encoder with different
learning rates on the regression task. The results are
reported in Table 11. The difference in Pearson cor-
relation scores suggest that elaborate hyperparam-
eter tuning can significantly alter the downstream
performance of our model.

Table 11: Comparison of TURNA-Encoder performance
with different learning rates on semantic textual similar-
ity (STS).

Learning Rate Pearson

(Default) 5× 10−5 73.63
5× 10−4 77.13
5× 10−3 −3.56
5× 10−2 17.92
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