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Abstract

The rapid advancement of Large Language
Models (LLMs) in the realm of mathematical
reasoning necessitates comprehensive evalua-
tions to gauge progress and inspire future di-
rections. Existing assessments predominantly
focus on problem-solving from the examinee
perspective, overlooking a dual perspective of
examiner regarding error identification and cor-
rection. From the examiner perspective, we
define four evaluation tasks for error identifi-
cation and correction along with a new dataset
with annotated error types and steps. We also
design diverse prompts to thoroughly evalu-
ate eleven representative LLMs. Our principal
findings indicate that GPT-4 outperforms all
models, while open-source model LLaMA-2-
7B demonstrates comparable abilities to closed-
source models GPT-3.5 and Gemini Pro. No-
tably, calculation error proves the most chal-
lenging error type. Moreover, prompting LLMs
with the error types can improve the aver-
age correction accuracy by 47.9%. These re-
sults reveal potential directions for develop-
ing the mathematical reasoning abilities of
LLMs. Our code and dataset is available on
https://github.com/LittleCirc1e/EIC.

1 Introduction

Large Language Models (Brown et al., 2020;
Ouyang et al., 2022; Anil et al., 2023; OpenAI,
2023) have been successfully applied to mathemat-
ical reasoning, particularly in the Math Word Prob-
lems (MWP) (Kushman et al., 2014; Roy and Roth,
2018). LLMs cultivate a nuanced understanding
of number-intensive context and multi-step reason-
ing. Cutting-edge models such as GPT-4 (OpenAI,
2023) have demonstrated impressive performance
in addressing mathematical problems. For example,
it has achieved an accuracy of 97% on the GSM8K
dataset (Zhou et al., 2023). With the rapid advance-
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our evaluation on error identification and correction.

ment of LLMs, evaluating their effectiveness and
reliability becomes increasingly crucial.

Existing evaluations are mainly from the exami-
nee perspective, which directly assess the problem-
solving capability of LLMs regarding the correct-
ness of answers (Shakarian et al., 2023; Fu et al.,
2023; Hong et al., 2024; Shi et al., 2022) and the
consistency of intermediate reasoning steps (Wei
et al., 2022; Golovneva et al., 2022; Zhang et al.,
2023; Gaur and Saunshi, 2023). However, current
research rarely delve into a dual perspective of ex-
aminer, i.e., the ability to identify and correct errors
(Figure 1), which is equally crucial as problem-
solving and worthwhile exploring. On one hand,
the performance of traditional evaluation tasks is al-
most approaching saturation, calling an urgent need
for new perspectives of evaluation. On the other
hand, accurate error recognition and correction can
facilitate the development of problem-solving ca-
pability.

Aiming to construct fine-grained evaluation on
error recognition and correction, we define four
distinct tasks. These tasks are as follows: 1) Error-
Presence Identification (EP): Identifying whether
any error exists in the entire solution. 2) Error-
Step Identification (ES): Identifying the first wrong
step within the solution, which is the root cause of
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error. 3) Error-Type Identification (ET): Identify-
ing the error type present in the first wrong step,
such as calculation error. 4) Error Correction (EC):
Rectifying the wrong steps and obtaining the fi-
nal corrected answer. To our knowledge, we are
the first to comprehensively define the four evalu-
ation tasks for error identification and correction
regarding mathematical reasoning.

Moving one step further, we consider con-
structing the evaluation dataset for these four
tasks. Given a question, the dataset should include
ground-truth answers, solutions with errors, step
numbers of wrong steps, and types of errors. To
construct this dataset, we need to define the types
of error first. By collating examples from exist-
ing studies and practical instances, we distill nine
common error types. Subsequently, harnessing the
exceptional text generation capability of GPT-4
(OpenAI, 2023), we transform initially correct solu-
tions of GSM8K (Cobbe et al., 2021) and MathQA
(Amini et al., 2019) into solutions featuring single-
step and single-type errors. Through this approach,
we establish a dataset comprising 1800 instances to
evaluate the ability to recognize and rectify errors.

Based on the evaluation dataset, we test closed-
source models, including GPT-3.5 (Ouyang et al.,
2022), GPT-4 (OpenAI, 2023), GLM-4 (Du et al.,
2022), Gemini Pro (Team et al., 2023), and their
open-source counterparts such as LLaMA-2-7B,
LLaMA-2-13B (Touvron et al., 2023), MetaMath-
7B, MetaMath-13B (Yu et al., 2023), Mistral-7B
(Jiang et al., 2023), Llemma-7B (Azerbayev et al.,
2023) and LEMA-7B (An et al., 2023). We devise
diverse prompts of each task to evaluate the robust-
ness of these LLMs. Through extensive experi-
ments, we derive five key findings: 1) Across all
four tasks, GPT-4 exhibits outstanding performance
compared to other models with GLM-4 closely
following. GPT-3.5, Gemini Pro, and LLaMA-2-
7B show varying strengths and weaknesses. 2)
While GPT-4 and GLM-4 demonstrate overall com-
petence across four tasks, their ability to identify
and rectify calculation error lags behind other error
types. This suggests a need for further enhance-
ment of the calculation capability of LLMs. 3) In
the task of ET, many error types are easily recog-
nized as the type of calculation error, with the type
of missing step proving to be the most challenging
to identify. 4) In the task of EC and ES, by pro-
viding the error types, the average accuracy can
be improved by 47.9% and 45.9%, respectively.
5) Open-source models are highly influenced by

prompts, while closed-source models demonstrate
a comparatively robust performance.

Our contributions can be summarized as follows:
1) We define four tasks for evaluating the mathe-
matical reasoning ability of LLMs regarding error
identification and correction. To our knowledge,
our work represents the first comprehensive assess-
ment of the fine-grained capability of LLMs in rec-
ognizing and rectifying errors. 2) We define nine
common error types and provide a dataset based
on these error types. The dataset is intended to fa-
cilitate a more nuanced examination of the LLMs’
performance in handling different error scenarios.
3) Through the comprehensive evaluation of four
commercial and seven open-source LLMs, we de-
rive key findings that hold insightful implications
for the subsequent advancement of LLMs.

2 Task Formulation

As the proverb goes, errors are the stepping stones
to wisdom. If a model is adept at mathematical rea-
soning, it should excel at identifying and correcting
errors. Hence, we gauge the mathematical reason-
ing abilities of LLMs by assessing their proficiency
in recognizing and rectifying errors. To compre-
hensively accomplish the evaluation, as shown in
Figure 2, we define four tasks at a fine-grained level
of error identification and correction.

• Task 1: Error-Presence Identification (EP)
aims to detect whether any error exists in the
solution of a mathematical question. Formally,
given a mathematical question q with an LLM-
generated solution s, EP estimates the binary la-
bel y that indicates whether s contains errors. We
design three prompts for open-source and closed-
source LLMs for EP: Simple requires LLMs to
only output the judgment ŷ; Normal requires to
not only output the judgment but also provide
an explanation; Misleading informs LLMs that
there might be errors in the solution and instructs
LLMs to generate the judgment with explana-
tion. To save space, we move detailed prompts to
Figure 19 to 24. For evaluation of EP, we com-
pute the accuracy in identifying error presence
by acc1 = 1

N

∑N
i=1 1{y = ŷ}, where N is the

number of evaluation cases and ŷ is the predicted
label by LLMs.

• Task 2: Error-Step Identification (ES) intends
to find the first wrong step t in a wrong solu-
tion. For Task 2, we require LLMs to output the
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Question:
James buys 6 t-shirts for 
50% off. They each cost 
$20. How much did he 

pay?

       Correct Solution:
Step1: Each shirt cost 
20*.5=$10 with the sale
Step 2: So he paid 10*6=$60

Correct Answer: 60

Wrong Solution: 
Step1: Each shirt cost 
20*.5=$10 with the sale
Step 2: So he paid 10*6=$50

Wrong Answer: 50

Wrong Step: 2

Generation Rule Design: 
Only the calculation result of a 
randomly selected step in the 
original solution is modified, 

without altering any operands or 
operators within the expression.

Error Type:
Calculation Error 

• Judgement: Incorrect
• Explanation for 

Judgement:…It makes a 
mistake when 
multiplying the 
discounted price by the 
number of t-shirts to find 
the total cost, which 
should not be $50…

• Judgement: Incorrect
• Corrected Solution: …So 

he paid 10*6=$60
• Correction Answer: 60
• Explanation for 

Correction: …The correct 
calculation is $10 per skirt 
times 6 skirts, which 
equals $60, not $50… 

• Judgement: Incorrect
• Wrong Step: 2
• Explanation for Wrong 

Step: … Step 2 makes an 
error in calculating the 
discounted price 
multiplied by the number 
of t-shirts, which is the 
first wrong step …

• Judgement: Incorrect
• Wrong Type: Calculation 

Error
• Explanation for Wrong 

Type: …The operands and 
the operator in step 2 are 
correct, but the result is 
incorrect, so it belongs to 
calculation error.…

Error-Presence 
Identification

GPT-4

①Dataset Construction

②Evaluation
Evaluation Tasks

Support

Error-Step
Identification

Error-Type
Identification

Error
Correction

Figure 2: Illustration of dataset construction and the four evaluation tasks. For dataset construction, we use GPT-4
to convert ground-truth solutions into wrong solutions containing specific error types. The four evaluation tasks
comprehensively access LLMs’ error identification and correction abilities from diverse perspectives.

judgment ŷ on whether s contains errors, and we
also instruct LLMs to identify the first erroneous
step t in the solutions. We devise the zero-shot
prompts and few-shot prompts with in-context
learning examples for the ES task. Figure 25 and
26 show the zero-shot prompts for open-source
and closed-source models. For ES evaluation, we
compute acc1 as EP and the accuracy in identi-
fying error step by acc2 = 1

N

∑N
i=1 1{t = t̂},

where t̂ denotes the first wrong step predicted by
LLMs.

• Task 3: Error-Type Identification (ET) endeav-
ors to identify the error type. We instruct LLMs
to output the judgment for y and identify the error
type c of the first wrong step if s contains errors.
Here, c is selected from the pre-defined error
types, such as calculation error. We define error
types in the prompts and design zero-shot and
few-shot prompts, where the few-shot prompt
provides an example for each error type. Figure
29 and 30 showcase the zero-shot prompts for
open-source and closed-source models. Consid-
ering that the order of error types might affect
the accuracy of identifying error types, we design
prompts that reverses the original order of error
types and randomly shuffles them. We compute

acc1 and the accuracy in identifying error type
acc3 = 1

N

∑N
i=1 1{c = ĉ}, where ĉ is the error

type of the first wrong step identified by LLMs.

• Task 4: Error Correction (EC) seeks to rectify
the error and output the correct solution. We
prompt LLMs to output the judgment for y and
provide the corrected solution and answer â if
s contains errors. We devise zero-shot and few-
shot prompts as ES. The prompts are displayed
in Figure 31 and 32. We calculate acc1 and the
accuracy of correction acc4 = 1

N

∑N
i=1 1{a =

â}, where â and a are the predicted and ground-
truth answers, respectively.

For Task 2 and Task 4, we propose to leverage the
error type information in the prompts to hint LLMs
for error step identification and error correction.
Accordingly, we design the zero-shot and few-shot
prompts with error type information as shown in
Figure 27, 28, 33 and 34.

3 Dataset Construction

A significant challenge in achieving the four eval-
uation tasks is lacking compatible datasets with
fine-grained error annotation. Therefore, we opt to
construct a dataset that meets the requirements of
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Error Type Definition

Calculation Error (CA) Error appears during the calculation process.
Counting Error (CO) Error occurs during the counting process.
Context Value Error (CV) Error arises when attributes of named entities do not align with the information provided.
Hallucination (HA) Error involves adding fictitious unrelated statements contradictory to the question.
Unit Conversion Error (UC) Error occurs during unit conversion process.
Operator Error (OP) Error involves a single operator being erroneously applied within the expression.
Formula Confusion Error (FC) Error appears when applying formula in inappropriate scenario.
Missing Step (MS) Error entails an incomplete generation of reasoning process, lacking a necessary step.
Contradictory Step (CS) Error manifests inconsistency between preceding and subsequent reasoning steps.

Table 1: Definition of nine common error types. Among them, unit conversion error, operator error, and formula
confusion error can be categorized as common sense error, indicating errors in the relationships that should be
understood within worldly common sense. The generation rules and examples are designed in Appendix C.

our evaluation tasks. This dataset should encom-
pass erroneous solutions, error steps, error types,
and correct answers for mathematical questions.

Initially, we distill nine common error types
from existing works (Wei et al., 2022; Toh et al.,
2023; Lightman et al., 2023; Shakarian et al., 2023;
Bubeck et al., 2023; Sawada et al., 2023; Suzgun
et al., 2022; Lyu et al., 2023; Kojima et al., 2022;
Li et al., 2023; Wang et al., 2022; Wang et al.,
2023; Paul et al., 2023; Golovneva et al., 2022;
Ribeiro et al., 2023; Lewkowycz et al., 2022) and
practical examples. Table 1 shows the error names
and definitions, covering the single-step and cross-
step errors. The specific definition difference and
illustration examples are presented in Appendix B.
Data Generation. As illustrated in Figure 2, we
utilize the state-of-the-art LLM, GPT-4 (OpenAI,
2023), to generate the dataset, EIC-Math (Error
Identification and Correction on Mathematical
problems), to support the evaluation tasks. We de-
sign some generation rules for different error types,
which regulate the generated wrong solutions to
strictly meet the definition of one error type1. Then
we construct the data generation prompt based on
these generation rules and the in-context learning
approach (Brown et al., 2020; Ouyang et al., 2022;
Min et al., 2022) to instruct GPT-4 to transform
correct solutions into wrong solutions. The data
generation process is detailed in Appendix F.1.1 to
save space. Note that we use two datasets GSM8K
(Cobbe et al., 2021) and MathQA (Amini et al.,
2019) to construct the error cases, where GSM8K
has annotated multi-step solutions and MathQA
adopts the correct solutions generated by GPT-3.5.
Each dataset is comprised of 100 cases per error
type, resulting in a total of 1,800 cases for error

1In this work, we only consider generating the wrong so-
lution with only one error type in one step to simplify the
evaluation process, leaving more complicated error identifica-
tion and correction to future work.

identification and correction tasks.
Human Evaluation. To evaluate the quality of
EIC-Math, we randomly select 180 cases and invite
three evaluators for human evaluation. The results
indicate that 92.5% cases have exactly satisfied
the requirements of the data generation prompts,
demonstrating the high quality of the generated
dataset. More details of human evaluation can be
found in Appendix D.

4 Experiment

We conduct extensive experiments to address the
following research questions:
- RQ1: How do different LLMs perform on the
four tasks on error identification and correction?
- RQ2: How difficult are identifying and correcting
different error types?
- RQ3: How robust are LLMs to different prompts
w.r.t. the four evaluation tasks?

Experiment Setup. We select typical commercial
closed-source LLMs, GPT-3.5, GPT-4, GLM-4,
Gemini Pro, along with the general-purpose open-
source LLaMA-2 series, and the state-of-the-art
mathematical MetaMath series in their 7B and 13B
versions for evaluation. Besides, we also evaluate
other three cutting-edge mathematical models: Mis-
tral, Llemma and LEMA in their 7B versions. 2 To
minimize randomness, we set the temperature to 0.
For ease of statistical analysis, we prompt closed-
source LLMs to output in JSON format. However,
open-source models do not consistently adhere to
the format requirement, so we use a relaxed format
for their prompts.

2Specifically, we conduct experiments using gpt-
3.5-turbo-1106, gpt-4-1106-preview, LLaMA-2-7B-chat,
LLaMA-2-13B-chat, MetaMath-7B-V1.0, MetaMath-13B-
V1.0, Mistral-7B-V0.1, Llemma-7B, LEMA-V1-PEFT-
LLaMA-2-7B-GSM8K.
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GSM8K MathQA
EP ES ET EC Avg EP ES ET EC Avg Avg
acc1 acc2 acc1 acc3 acc1 acc4 acc1 acc acc1 acc1 acc2 acc1 acc3 acc1 acc4 acc1 acc acc1 acc acc1

GPT-3.5 0.547 0.147 0.598 0.211 0.737 0.169 0.340 0.269 0.556 0.493 0.173 0.642 0.173 0.676 0.141 0.302 0.245 0.528 0.257 0.542
GPT-4 0.930 0.843 0.946 0.516 0.951 0.883 0.929 0.793 0.939 0.917 0.714 0.954 0.481 0.957 0.810 0.909 0.731 0.934 0.762 0.937
GLM-4 0.849 0.640 0.819 0.349 0.941 0.804 0.881 0.661 0.873 0.772 0.551 0.892 0.327 0.910 0.574 0.808 0.556 0.846 0.609 0.860

Gemini Pro 0.217 0.359 0.541 0.090 0.312 0.248 0.279 0.229 0.337 0.197 0.239 0.389 0.096 0.603 0.200 0.260 0.183 0.362 0.206 0.350
LLaMA-2-7B 0.538 0.184 0.914 0.048 0.396 0.067 0.871 0.209 0.680 0.536 0.176 0.861 0.052 0.358 0.039 0.792 0.201 0.637 0.205 0.659
LLaMA-2-13B 0.166 0.007 0.027 0.127 0.843 0.000 0.008 0.075 0.261 0.219 0.009 0.071 0.116 0.939 0.000 0.010 0.086 0.310 0.081 0.286

Avg 0.541 0.363 0.641 0.224 0.697 0.362 0.551 0.372 0.608 0.522 0.310 0.635 0.208 0.741 0.294 0.514 0.334 0.603 0.353 0.605

Table 2: Average accuracy of different models in four tasks on GSM8K and MathQA separately under zero-shot
prompts. EP calculates the average acc1 over all error types. ES calculates the average acc2 and acc1 as the values
for the first and second column respectively. And ET and EC conduct similar calculation as ES. The first column of
Avg is the average value of acc1, acc2, acc3, and acc4 over all error types of models and represents the ability to
identify and correct errors, while the second column is the average value of acc1 of four tasks and only represents
the ability to identify errors.

CA CO CV CS MS HA UC OP FC Avg
acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1

GPT-3.5 0.201 0.366 0.285 0.518 0.246 0.581 0.339 0.640 0.189 0.525 0.319 0.645 0.215 0.354 0.256 0.619 0.261 0.629 0.257 0.542
GPT-4 0.606 0.681 0.733 0.955 0.841 0.986 0.719 0.934 0.608 0.935 0.860 0.968 0.833 0.988 0.780 0.988 0.878 0.995 0.762 0.937
GLM-4 0.338 0.468 0.653 0.839 0.611 0.933 0.544 0.859 0.523 0.878 0.794 0.949 0.676 0.884 0.605 0.949 0.733 0.975 0.608 0.859

Gemini Pro 0.089 0.128 0.171 0.310 0.243 0.386 0.131 0.274 0.201 0.350 0.396 0.594 0.096 0.210 0.271 0.476 0.251 0.420 0.206 0.350
LLaMA-2-7B 0.310 0.675 0.131 0.533 0.195 0.695 0.239 0.698 0.236 0.821 0.234 0.641 0.148 0.540 0.210 0.735 0.141 0.586 0.205 0.658
LLaMA-2-13B 0.036 0.265 0.043 0.260 0.088 0.306 0.166 0.299 0.071 0.318 0.131 0.294 0.054 0.234 0.088 0.328 0.046 0.265 0.080 0.285

Avg 0.263 0.430 0.336 0.569 0.371 0.648 0.356 0.617 0.305 0.638 0.456 0.682 0.337 0.535 0.368 0.682 0.385 0.645 0.353 0.605

Table 3: Average accuracy of different models in different error types on GSM8K and MathQA under zero-shot
prompts. We use the first two letters of the name of error type to represent it. The calculation of the first and second
column is similar as the Avg in Table 2.

4.1 Model Performance (RQ1)

Overall Performance. Table 2 presents the aver-
age accuracy of each LLM in four tasks on the EIC-
Math dataset with GSM8K and MathQA. Over-
all, GPT-4 demonstrates overwhelming superiority,
followed by GLM-4. GPT-3.5, Gemini Pro, and
LLaMA-2-7B have their own strengths and weak-
nesses in four tasks. It is noteworthy that LLaMA-
2-7B performs better than LLaMA-2-13B, which
may be related to inverse scaling (McKenzie et al.,
2023). This suggests that the ability of models
to identify and correct errors does not necessarily
increase with model size. Moreover, the mathemat-
ical models can only provide answers without error
identification or correction abilities, and thus their
accuracy is low as showcased in Appendix E.4 and
F.2. This indicates that they can only solve prob-
lems and lack comprehensive reasoning abilities.
Comparison Across Tasks. The average accuracy
of EP (acc1) is the highest among the four tasks
(acc1, acc2, acc3, acc4), as it is the simplest. ES
(acc2) and ET (acc3) tend to have close average
accuracy compared to EC (acc4), despite being in-
tuitively less challenging. Actually, ES involves
an additional counting process, while ET involves
additional classification, leading to different em-
phases. It can also be noted that the average accu-
racy acc1 fluctuates across the four tasks, which is

due to the efforts of LLMs to maintain consistency
with different generated contents.

Regarding the difference in two average accu-
racy (acc1, acc4) between EC, among the models
with poor performance, Gemini Pro exhibits the
smallest difference, while LLaMA-2-7B shows the
largest. This suggests that Gemini Pro is cautious
in error identification, with most identified errors
being correctable, whereas LLaMA-2-7B is more
liberal in error identification rather than correction.
Comparison Between Datasets. From the per-
spective of two datasets, it is often observed that
the same model on MathQA tends to have lower ac-
curacy across the four tasks compared to GSM8K.
This is attributed to the higher difficulty level of
MathQA.
Future Direction. Additionally, despite the over-
whelming superiority of GPT-4, its average accu-
racy across the four tasks on the two simple MWP
datasets is only 76.2%. This indicates that the error
identification and correction tasks we design are
challenging, and the lack of error identification and
correction capability in LLMs somewhat restricts
their mathematical reasoning abilities.

4.2 Error Type Analysis (RQ2)

Difficulty Levels of Error Types. In Table 3, we
compute the average accuracy of each model across
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CA CO CV CS MS HA UC OP FC Avg
acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1

EP - 0.350 - 0.482 - 0.575 - 0.552 - 0.557 - 0.609 - 0.428 - 0.648 - 0.584 - 0.532
ES 0.203 0.476 0.323 0.589 0.362 0.697 0.367 0.667 0.320 0.683 0.408 0.697 0.323 0.583 0.383 0.699 0.343 0.652 0.337 0.638
ET 0.312 0.541 0.204 0.682 0.177 0.751 0.163 0.713 0.029 0.763 0.433 0.817 0.298 0.655 0.082 0.785 0.241 0.761 0.215 0.719
EC 0.188 0.355 0.335 0.523 0.369 0.569 0.344 0.537 0.313 0.549 0.372 0.604 0.298 0.473 0.361 0.598 0.373 0.583 0.328 0.532
Avg 0.263 0.430 0.336 0.569 0.371 0.648 0.356 0.617 0.305 0.638 0.337 0.535 0.368 0.682 0.385 0.645 0.456 0.682 0.353 0.605

Table 4: Average accuracy of different tasks in different error types on GSM8K and MathQA under zero-shot
prompts. And we calculate the average acc1 over all models for EP, the average acci(i = 2, 3, 4) and acc1 as the
values for the first and second columns respectively for ES, ET and EC.

the four tasks in each error type on two datasets to
assess the difficulty levels of different error types.
It is found that calculation error is the most chal-
lenging to identify and correct, with an average
accuracy of only 26.3%, while hallucination is the
easiest, with an average accuracy of 45.6%. It is
noteworthy that although GPT-4 and GLM-4 per-
form well overall, their performance in identify-
ing and correcting calculation error is significantly
lower compared to other error types. This suggests
that LLMs should focus more on developing their
computational capability. In addition, difficulty in
identifying missing step is attributed to its poorest
performance in the ET of 2.9% shown in Table 4,
making it the most challenging type for LLMs to
classify. This is because it requires traversing the
entire solution’s CoT to analyze whether essential
reasoning steps are missing.
Comparison between Different Models on the
Same Error Type. Furthermore, GPT-3.5 and
Gemini Pro struggle with unit conversion error,
and the LLaMA-2 series also perform poorly in
unit conversion error and formula confusion error.
At the same time, GPT-4 and GLM-4 perform well
in unit conversion error and formula confusing er-
ror. We speculate that this may be related to the
size of the stored parameter knowledge. Due to the
lack of relevant common sense in the parameter
knowledge, it becomes challenging to identify and
correct related errors for smaller models.

The average accuracy of LLaMA-2-7B surpris-
ingly reaches 31% in calculation error, on par with
GLM-4. Compared to other error types, LLaMA-2-
7B and LLaMA-2-13B excell in contradictory step
but perform poorly in counting error.
Statistical Classification of Error Types. Table 5
provides statistic on the count of error types clas-
sified on GPT-3.5 with GSM8K. Similar statistics
for most other models and datasets are presented in
Appendix F.2.2. It can be observed that most of the
error types are often misclassified as calculation
error, which may be attributed to the models’ lack
of true understanding of the meanings of each error

CA CO CV CS MS HA UC OP FC
CA 119 30 15 32 2 3 10 11 2
CO 56 108 55 33 1 2 5 9 0
CV 109 35 73 57 1 15 40 23 7
CS 161 37 74 98 1 28 16 46 0
MS 132 24 71 59 4 14 15 22 7
HA 32 15 71 28 0 358 4 1 0
UC 46 26 11 6 0 0 262 7 1
OP 145 36 48 39 0 17 73 31 3
FC 90 12 16 36 1 20 44 69 149

Table 5: Counting statistics for error type classification
of GSM8K on GPT-3.5 with varied prompts. Row and
column headers denote the golden and the classified
types, respectively. Darker color indicates larger counts.

GSM8K MathQA
Simple Normal Misleading Simple Normal Misleading

GPT-3.5 0.705 0.759 0.543 0.698 0.680 0.621
GPT-4 0.672 0.875 0.805 0.555 0.741 0.713
GLM-4 0.854 0.795 0.750 0.808 0.722 0.678

Gemini Pro 0.701 0.705 0.740 0.703 0.718 0.752

LLaMA-2-7B 0.667 0.445 - 0.667 0.705 0.113
LLaMA-2-13B 0.667 0.691 - 0.649 0.658 0.099

Table 6: F1 scores on EP under three prompt settings.
Because LLaMA-2-7B and LLaMA-2-13B misclassify
all the positive samples of GSM8K under the Misread-
ing prompt, resulting in the denominators of their F1
scores being 0, they are replaced with -.

type and relevant classification training data.

4.3 Prompt Robustness (RQ3)

We devise a variety of prompts for the four tasks
to explore the robustness of different models to dif-
ferent prompts. In addition, we investigate whether
providing the error types to models can improve
the accuracy in ET and EC.
Prompt Robustness of EP. For EP, we select 50
negative samples and add an equal number of posi-
tive samples for each error type, totaling 100 sam-
ples for testing. And in Table 6, we compute their
average F1 scores under three different prompts:
Simple, Normal and Misleading. By calculating
the difference in average F1 scores across all error
types for each model, we evaluate their robustness
to different prompts. It is observed that closed-
source models exhibit greater robustness to differ-
ent prompts, with the maximum difference in aver-
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GSM8K MathQA
Zero-shot Few-shot Zero-shot-type Few-shot-type Zero-shot Few-shot Zero-shot-type Few-shot-type

GPT-3.5 0.147 0.198 0.294 0.352 0.173 0.157 0.248 0.304
GPT-4 0.843 0.841 0.878 0.881 0.714 0.691 0.739 0.739
GLM-4 0.640 0.632 0.744 0.689 0.551 0.496 0.603 0.581

Gemini Pro 0.359 0.052 0.567 0.112 0.239 0.031 0.394 0.086

LLaMA-2-7B 0.184 0.109 0.209 0.094 0.176 0.133 0.197 0.120
LLaMA-2-13B 0.007 0.003 0.002 0.004 0.009 0.003 0.004 0.017

Table 7: Average accuracy acc2 of models in ES on GSM8K and MathQA separately under four different prompt
settings. Zero-shot-type and Few-shot-type provide models with the error types. Few-shot is set to 2-shot. The
maximum average accuracy for each model on each dataset is in boldface.

GSM8K MathQA
Zero-shot Few-shot Zero-shot-reverse Zero-shot-random Zero-shot Few-shot Zero-shot-reverse Zero-shot-random

GPT-3.5 0.211 0.171 0.281 0.256 0.173 0.129 0.228 0.204
GPT-4 0.516 0.577 0.538 0.483 0.481 0.520 0.471 0.443
GLM-4 0.349 0.409 0.411 0.381 0.327 0.218 0.360 0.353

Gemini Pro 0.108 0.090 0.147 0.122 0.096 0.052 0.132 0.113

LLaMA-2-7B 0.048 0.076 0.097 0.081 0.052 0.104 0.121 0.082
LLaMA-2-13B 0.127 0.003 0.112 0.136 0.116 0.017 0.127 0.133

Table 8: Average accuracy acc3 of models in ET on GSM8K and MathQA separately under four different prompt
settings. Few-shot is set to 2-shot. Few-shot-random and Few-shot-reverse present similar results and are included
in Appendix F.2.3.

GSM8K MathQA
Zero-shot Few-shot Zero-shot-type Few-shot-type Zero-shot Few-shot Zero-shot-type Few-shot-type

GPT-3.5 0.296 0.169 0.477 0.594 0.274 0.141 0.402 0.572
GPT-4 0.901 0.883 0.922 0.929 0.834 0.810 0.847 0.874
GLM-4 0.853 0.804 0.912 0.937 0.692 0.574 0.694 0.752

Gemini Pro 0.117 0.248 0.844 0.283 0.082 0.200 0.680 0.186

LLaMA-2-7B 0.067 0.066 0.071 0.050 0.039 0.063 0.041 0.048
LLaMA-2-13B 0.000 0.006 0.000 0.010 0.000 0.018 0.000 0.019

Table 9: Average accuracy acc4 of models in EC on GSM8K and MathQA separately under four different prompt
settings. Zero-shot-type and Few-shot-type provide models with the error types. Few-shot is set to 2-shot. The
maximum average accuracy for each model on each dataset is in boldface.

age F1 scores around 0.2. In contrast, open-source
models are more sensitive to different prompts, ex-
hibiting a tendency to classify almost all cases as
correct without much consideration under Simple
and being misled to mostly classify cases as incor-
rect under Misleading.

Prompt Robustness of ES. For ES, we design zero-
shot and few-shot prompts for comparison and find
that the shot has minimal effect on improving the
accuracy of this task and could even be counter-
productive in Table 7. This indicates that simple
examples cannot make models fully understand
the meaning of identifying the first erroneous step.
However, by providing models with the error types,
the accuracy of identifying error steps has been
significantly improved, with an average increase of
1.459 times and maximum increase of 12.71 times.
This informs that carefully designed examples can
effectively improve the models’ ability to identify
erroneous steps.

Prompt Robustness of ET. For ET, we define nine
error types in the prompts and design zero-shot and

few-shot prompts. Recognizing that the sequence
of error types may impact the accuracy of identify-
ing errors, we also devise prompts that reverse the
default order of error types and randomly shuffle
them. In Table 8, the impact of increasing the shot
on improving accuracy is also negligible by com-
paring zero-shot and few-shot prompts. The order
of error types does indeed affect classification ac-
curacy as shown in Table 35 and 36. For example,
hallucination is listed last in the sequential prompt.
The average classification accuracy of hallucina-
tion in the sequential prompt is much lower than
that in the reversed order. It is noteworthy that in
the random order, we place missing step first, but
its classification accuracy remains consistently low,
indicating its inherent difficulty in identification.

Prompt Robustness of EC. For EC, we adopt sim-
ilar prompt settings with ES and obtain similar
results. Only delicately constructed prompts that
provide the error types can effectively improve the
models’ ability to correct errors, with an average
increase of 1.479 times and up to a maximum of
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Figure 3: Accuracy of traditional task and our task on
GSM8K.

8.29 times as displayed in Table 9.

4.4 In-depth Analysis

Comparison with Traditional Task. We conduct
traditional task by inputting the questions from our
dataset into LLMs and obtaining the solutions and
answers as outputs to compare with the difficulty
of our task. The average accuracy of traditional
task and our task is showcased in Figure 3. And
details are in Appendix F.2.4. It can be observed
that closed-source models perform well on both
datasets in traditional task, while among the open-
source models, only MetaMath series achieve high
accuracy on GSM8K, possibly due to overfitting.
It is worth noting that the ability of LLaMA-2-7B
to identify and correct errors is greater than its
problem-solving ability. However, the accuracy of
traditional task is overall higher than that of our pro-
posed task, which indicates the significance of our
evaluation task in improving LLMs’ mathematical
reasoning abilities.
Influence of Stopping at Error Step. We inves-
tigate the comparison between writing only up to
the error step in the solution and continuing from
the error step to complete the solution. It can be
observed from Figure 4 that, for both EP and EC,
stopping at the error step aids in error identification
and correction. Continuing from the error step to
complete the solution may confuse LLMs. More
details can be found in Appendix F.2.5.

5 Related Work

Mathematical Reasoning Evaluation. Most of
assessments of LLMs’ mathematical proficiency
have primarily focused on evaluating the correct-
ness in solving mathematical problems based on
whether the answers are accurate (Shakarian et al.,
2023; Fu et al., 2023; Hong et al., 2024; Shi
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0.0

0.2

0.4

0.6

0.8

1.0

Av
er
ag
e 
Ac
cu
ra
cy

0.
54
7
0.
82
7

0.
16
9

0.
18
9

0.
93

0.
93
3

0.
88
3

0.
88
6

0.
84
9

0.
86
7

0.
80
4

0.
78
7

0.
21
7

0.
75
3

0.
24
8 0.

48
3

EP on Complete Cases
EP on Incomplete Cases

EC on Complete Cases
EC on Incomplete Cases

Figure 4: Accuracy of incomplete cases and complete
cases on GSM8K for closed-source models.

et al., 2022; Dahlgren Lindström and Sam Abra-
ham, 2022; Frieder et al., 2023). The correctness
and consistency of intermediate steps in the solu-
tions are also commonly used as an evaluation cri-
terion to assess the coherence of Chain of Thought
(CoT) (Wei et al., 2022; Golovneva et al., 2022;
Zhang et al., 2023; Gaur and Saunshi, 2023). Oth-
ers employ human interactions to provide a dy-
namic evaluation of the answers and intermediate
steps (Zhuang et al., 2023; Collins et al., 2023).
However, little work has investigated LLMs’ ability
to identify and correct errors, or only from a macro
perspective and conduct simple experiments (Liu
et al., 2023; Yen and Hsu, 2023; Valmeekam et al.,
2023; Stechly et al., 2023; An et al., 2023; Huang
et al., 2023). Hence, there lacks a fine-grained
study that comprehensively evaluates the LLMs’
abilities in error identification and correction.

In-Context Learning. With the widespread adop-
tion of LLMs (Brown et al., 2020; Ouyang et al.,
2022; Anil et al., 2023; OpenAI, 2023), in-context
learning (Brown et al., 2020; Ouyang et al., 2022;
Min et al., 2022) has emerged as the predominant
method for deploying downstream tasks. This ap-
proach involves providing LLMs with textual in-
structions and examples without the need for pa-
rameter updates. When applied to dataset gener-
ation, studies have found that datasets generated
by LLMs exhibit higher quality in terms of accu-
racy and fluency (Lu et al., 2022; Min et al., 2022)
compared to datasets annotated by crowd-sourced
workers. Furthermore, the cost of generating data
through LLMs is significantly lower than the ex-
pense associated with crowd-sourced annotations.
Consequently, employing LLMs for data gener-
ation proves to be a viable alternative to crowd-
sourced annotation (Liu et al., 2022; Wiegreffe
et al., 2022; West et al., 2022). Therefore, we opt
to utilize in-context learning on the state-of-the-art
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GPT-4 to generate the evaluation dataset.

Program Repair. Automated program repair
(APR), aimed at fixing potential errors within pro-
grams, plays a crucial role in the software devel-
opment cycle. Early approaches (Nguyen et al.,
2013; Qi et al., 2014; Diekmann and Tratt, 2018)
were symbolic and often relied on error recovery
mechanisms within parsers to enumerate local edits.
More recently, neural networks have been success-
fully used to correct syntax and compilation errors
(Yasunaga and Liang, 2020; Yasunaga and Liang,
2021; Ahmed et al., 2021; Berabi et al., 2021). Be-
sides, some systems also integrate symbolic and
neural components to rectify faulty programs (Bav-
ishi et al., 2022). Due to the remarkable capabili-
ties of LLMs, they are utilized in program repair
to detect, locate and rectify errors, enabling au-
tomated software development workflows (Joshi
et al., 2023; Jin et al., 2023; Bouzenia et al., 2024).
These efforts differ from ours in that they focus
on identifying and correcting errors within code
scenarios, while we concentrate on mathematical
reasoning problems.

6 Conclusion

We systematically delineated four evaluation tasks
aimed at identifying and rectifying errors, mark-
ing the first comprehensive attempt in this domain.
To facilitate the evaluation process, we curated a
dataset categorized by error types. Furthermore,
we conducted thorough experiments across various
closed-source and open-source models, yielding
significant insights that bolster the mathematical
reasoning capabilities of LLMs. In future research,
we will explore more avenues such as rectifying
single-step and single-type errors, single-step multi-
type errors on various LLMs, and increasing the
continuity of our correction prompts which can
rectify errors based on incorrect preceding steps.

Limitations

In future research, we can focus on the following
directions. First, we mainly investigated the capa-
bility of different LLMs in identifying and rectify-
ing single-step and single-type errors, and future
research can address combined errors involving
single-step and multiple-type, as well as single-
type and multiple-step, and more complex errors
such as semantic comprehension error. Futhermore,
our correction prompts did not emphasize continu-
ity, whose meaning is to correct on the basis of

incorrect steps. And correction based on continuity
may indeed pose a greater challenge. Lastly, our
discussion focused solely on machine performance
regarding these error types, and we will explore
if there are differences between humans and ma-
chines in identifying and rectifying errors in future.

Ethics Statement

One ethical concern revolves around the accuracy
and reliability of LLMs in recognizing and correct-
ing errors in mathematical reasoning. Errors in
mathematical reasoning can have profound conse-
quences, particularly in educational contexts where
students rely on accurate feedback and guidance to
develop their mathematical skills. Therefore, en-
suring the robustness and integrity of LLMs’ error
correction capabilities through rigorous validation
and continuous improvement processes is essential
to mitigate the risks associated with erroneous cor-
rections. Moreover, ethical responsibilities extend
to the broader societal impacts of LLMs’ role in
mathematical education and problem-solving. As
LLMs increasingly assist students and profession-
als in mathematical reasoning tasks, the dissemina-
tion of accurate and credible mathematical knowl-
edge becomes paramount. Ensuring that LLMs are
equipped to discern and rectify errors in mathemat-
ical reasoning contributes to fostering a culture of
mathematical integrity, critical thinking, and intel-
lectual hones. Lastly, we will check there are no
ethical issues in the constructed dataset before re-
leasing it publicly, which can be used for research
purposes by related researchers.
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A Dataset Selection

The datasets commonly used for MWP assessment
include GSM8K (Cobbe et al., 2021), MathQA
(Amini et al., 2019), MAWPS (Koncel-Kedziorski
et al., 2016), SVAMP (Patel et al., 2021), and
MATH23K (Wang et al., 2017). GSM8K corre-
sponds to elementary-level mathematical problems.
MathQA comprises GRE-level mathematical ques-
tions, which is served as a benchmark for Amer-
ican college entrance exams. MAWPS is akin to
the fourth-grade level. SVAMP focuses on uni-
variate linear problems, where all questions can be
solved using a single expression. And MATH23K
is a large-scale Chinese dataset containing Chinese
mathematical word problems and their correspond-
ing expression solutions. Considering various fac-
tors, we select GSM8K and MathQA as our pri-
mary datasets. Due to MathQA’s multiple-choice
format and considerable noise in its original anno-
tations, we employed GPT-3.5 to generate correct
solutions for its questions. For GSM8K, we utilize
its annotated solutions.

B Detailed Error Type Definition

A substantial collection of erroneous instances is
gathered from existing studies (Wei et al., 2022;
Toh et al., 2023; Lightman et al., 2023; Shakarian
et al., 2023; Bubeck et al., 2023; Sawada et al.,
2023; Suzgun et al., 2022; Lyu et al., 2023; Ko-
jima et al., 2022; Li et al., 2023; Wang et al., 2022;
Wang et al., 2023; Paul et al., 2023; Golovneva
et al., 2022; Ribeiro et al., 2023; Lewkowycz et al.,
2022) and practical scenarios. Subsequently, nine
common and distinct error types are distilled, focus-
ing on the single-step errors and cross-steps errors.
The first seven types pertain to single-step errors,
while the latter two relate to cross-steps errors.

Calculation Error: Error appears during the
calculation process when the formula is entirely
correct. It is well-known that LLMs often exhibit
inconsistent computation units, resulting in simple
arithmetic errors (Toh et al., 2023).

Counting Error: Error occurs during the count-
ing process. Bubeck et al., 2023 indicates that
counting error is prone due to not only the chal-
lenging implementation of this operation within

transformer structures but also the lack of relevant
data in the training sets.

Context Value Error: Error arises when at-
tributes of named entities (such as quantities) do
not align with the information provided in the ques-
tion. The tendency of LLMs to misinterpret prob-
lem meanings and erroneously substitute numerical
values remains a prominent challenge in mathemat-
ics reasoning (Yen and Hsu, 2023).

Hallucination: Error involves adding fictitious
unrelated statements contradictory to the question.
This refers to the inclusion of information in the
solution that is not present in the question state-
ment, thereby disrupting the final answer (Lyu et al.,
2023).

Unit Conversion Error: Error occurs during
unit conversion process, indicating a misunder-
standing of the quantitative relationships between
units (Choi, 2023).

Operator Error: Error involves a single opera-
tor being erroneously applied within the expression
due to a misconception of operator concepts (Paul
et al., 2023).

Formula Confusion Error: Error appears when
applying formula in inappropriate scenario. This
stems from a misunderstanding of formula mean-
ings, leading to an error in their application (Light-
man et al., 2023).

Missing Step: Error entails an incomplete gen-
eration of reasoning process, lacking a necessary
inference step. The addition of such a step could
yield the correct result (Wei et al., 2022).

Contradictory Step: Error manifests inconsis-
tency between preceding and subsequent reasoning
steps, resulting in discrepancy within the inference
chain (Golovneva et al., 2022).

Among above, unit conversion error, operator
error, and formula confusion error can be catego-
rized as common sense error, indicating errors in
the relationships that should be understood within
worldly common sense. Here, common sense er-
ror leans toward factual error, while hallucination
leans toward faithful error.

From the perspective of equation, calculation
error is equivalent to errors on the right-hand side
of the equation. Counting error, context value er-
ror, contradictory step, unit conversion error are
equivalent to errors in one operand on the left-hand
side of the equation. Operator error is equivalent to
errors in one operator on the left-hand side of the
equation, while formula confusion error, and hallu-
cination are equivalent to errors in both operands
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and operators on the left-hand side of the equation.

C Generation Rules Design and Examples

To generate cases conforming to the nine error
types defined in Table 1, we formulate generation
rules for each type and manually craft high-quality
examples according to these rules for GPT-4 to
emulate.

We solely focus on single-step and single-type
errors. Given the error type and the original solu-
tion to the question, we instruct GPT-4 to randomly
select a step and modify it according to the genera-
tion rule of this error type. To emulate a realistic
error process, subsequent steps referencing the re-
sult of this modified step are also affected. We then
filter out cases where the final results after transfor-
mation differ from the correct results for evaluation
purpose.

Calculation Error: Only the calculation result
of a randomly selected step in the original solu-
tion is modified, without altering any operands or
operators within the expression.

Counting Error: Here, we address issues in-
volving counting days. A modification is made
solely to the count result of a step where counting
occurs in the original solution. For instance, while
the original solution counts Saturday and Sunday
as two days, the transformed solution counts them
as one day incorrectly.

Context Value Error: An incorrect reference to
a number in the question is introduced solely in one
step of the original solution. Since only one step
is considered erroneous, all other steps referencing
this number continue to do so correctly.

Hallucination: Additional information affecting
the final outcome, not mentioned in the question
statement, is inserted solely into one step of the
original solution.

Unit Conversion Error: An incorrect unit con-
version is applied solely to a step in the original
solution where unit conversion appears.

Operator Error: A random modification is
made solely to one operator within a formula of a
step in the original solution, such as changing addi-
tion to subtraction, multiplication to division. The
formula’s result should remain correctly calculated
after the operator change.

Formula Confusion Error: The formula used
in one step of the original solution is mistakenly
replaced, such as substituting the perimeter formula
of a rectangle with the area formula.

Missing Step: The transformed solution should
be one step shorter than the original solution. It can
occur in three scenarios: deleting the first, middle,
or last step. For the first step, step 1 often refer-
ences the number from the question, so subsequent
steps referencing its outcome should directly refer-
ence the number from the question after deleting it.
If step 1 references multiple numbers, the largest
one is selected for subsequent relevant steps. For
middle steps, if the deleted middle step refers to
the result of only one preceding step, subsequent
relevant steps need to reference the result of the
preceding step after deleting. Otherwise the largest
number from multiple numbers it references is se-
lected for subsequent relevant steps. For the last
step, it can be simply deleted, and the result of the
second-to-last step becomes the final outcome.

Contradictory Step: An erroneous reference
to the result of the preceding relevant step is intro-
duced solely into one step of the original solution.
As only one step error is considered, all other steps
referencing the result of the preceding relevant step
continue to correctly reference it.

It is worth noting that errors involving counting
error, unit conversion error, and formula confusion
error require selecting appropriate questions and
original solutions for transformation. However,
other errors can be converted using any questions
and original solutions.

Here is a [Question] and its [Correct solution].
We use them for converting different types of errors.
The following are examples for the seven wrong
types related to this [Question].
[Question]: On the weekend, Tony will walk to the
store. On weekdays, he runs to the store. When he
walks, he goes 2 MPH. When he runs, he goes 10
MPH. The store is 4 miles away. If he goes on Sun-
day, Tuesday, and Thursday, what is the average
time in minutes that he spends to get to the store?
[Correct solution]: On Sunday he takes 2 hours to
get there because 4 / 2 = 2
This takes him 120 minutes because 2 x 60 = 120
On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him 24 minutes
to get to the store because .4 x 60 = 24
In total it takes him 168 minutes to get to the store
because 120 + 24 + 24 = 168
On average it takes him 56 minutes because 168 /
3 = 56.
Calculation Error:
[Transformed solution]: On Sunday he takes 2
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hours to get there because 4 / 2 = 2
This takes him 120 minutes because 2 x 60 = 120
On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him 24 minutes
to get to the store because .4 x 60 = 24
In total it takes him 168 minutes to get to the store
because 120 + 24 + 24 = 168
On average it takes him 55 minutes because 168 /
3 = 55.
[Explanation]: The operands and operators of the
formula in step 6 are correct, but only the result is
incorrectly calculated as 55 instead of 56.
Counting Error:
[Transformed solution]: On Sunday he takes 2
hours to get there because 4 / 2 = 2
This takes him 120 minutes because 2 x 60 = 120
On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him 24 minutes
to get to the store because .4 x 60 = 24
In total it takes him 168 minutes to get to the store
because 120 + 24 + 24 = 168
On average it takes him 84 minutes because 168 /
2 = 84.
[Explanation]: Step 6 counts Sunday, Tuesday,
and Thursday wrongly as 2 days instead of 3 days,
only resulting in an operand error in the formula.
Context Value Error:
[Transformed solution]: On Sunday he takes 2
hours to get there because 4 / 2 = 2
This takes him 120 minutes because 2 x 60 = 120
On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him .2 hours to
get to the store because 4 / 20 = .2
On Tuesday and Thursday, it takes him 12 minutes
to get to the store because .2 x 60 = 12
In total it takes him 144 minutes to get to the store
because 120 + 12 + 12 = 144
On average it takes him 48 minutes because 144 /
3 = 48.
[Explanation]: Step 3 mistakenly references the
number 20 instead of 10 from the question, only
resulting in an operand error in the formula. The
subsequent steps are affected by it. Please note that
we only consider errors of single step and single
type, and step 2 still correctly references 10.
Hallucination:
[Transformed solution]: On Sunday he takes 2
hours to get there because 4 / 2 = 2
This takes him 120 minutes because 2 x 60 = 120

On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him 24 minutes
to get to the store because .4 x 60 = 24
Because the road congestion on Tuesday takes an
additional 20 minutes, so in total it takes him 168
minutes to get to the store because 120 + 24 + 24
+ 20 = 188
On average it takes him On average it takes him
62.6 minutes because 188 / 3 = 62.6.
[Explanation]: Step 5 adds the additional infor-
mation <Because the road congestion on Tuesday
takes an additional 20 minutes> not mentioned in
the questions, causing the result of step 5 to be over-
estimated by 20. And it influences step 6, which
references its result.
Unit Conversion Error:
[Transformed solution]: On Sunday he takes 2
hours to get there because 4 / 2 = 2
This takes him 100 minutes because 2 x 50 = 100
On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him 24 minutes
to get to the store because .4 x 60 = 24
In total it takes him 148 minutes to get to the store
because 100 + 24 + 24 = 148
On average it takes him 49.3 minutes because 148
/ 3 = 49.3.
[Explanation]: Step 2 performs an incorrect unit
conversion and mistakenly assumes that one hour
has 50 minutes, which only results in an error in
one operand in the formula. The subsequent steps 5
and 6 are affected by it. Because we only consider
errors of single step and single type, step 4 still
correctly performs unit conversion.
Operator Error:
[Transformed solution]: On Sunday he takes 2
hours to get there because 4 / 2 = 2
This takes him 120 minutes because 2 x 60 = 120
On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him 24 minutes
to get to the store because .4 x 60 = 24
In total it takes him 168 minutes to get to the store
because 120 + 24 + 24 = 168
On average it takes him 171 minutes because 168
+ 3 = 171.
[Explanation]: Step 6 mistakenly uses addition
instead of division, and only one operator in the
formula is incorrect.
Missing Step:
[Transformed solution]: On Sunday he takes 2
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hours to get there because 4 / 2 = 2
On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him 24 minutes
to get to the store because .4 x 60 = 24
In total it takes him 50 minutes to get to the store
because 2 + 24 + 24 = 50
On average it takes him 16.6 minutes because 50 /
3 = 16.6.
[Explanation]: Step 4 does not convert the time he
went to the store on Sunday from hours to minutes,
but directly adds up the time on Sunday (hours)
and the time on Tuesday and Thursday (minutes).
So there is a missing step here to convert Sunday’s
time from hours to minutes.
Contradictory Step:
[Transformed solution]: On Sunday he takes 2
hours to get there because 4 / 2 = 2
This takes him 120 minutes because 2 x 60 = 120
On Tuesday and Thursday, it takes him .4 hours to
get to the store because 4 / 10 = .4
On Tuesday and Thursday, it takes him 24 minutes
to get to the store because .4 x 60 = 24
In total it takes him 188 minutes to get to the store
because 140 + 24 + 24 = 188
On average it takes him 62.6 minutes because 188
/ 3 = 62.6
[Explanation]: Step 5 erroneously references the
result 140 of step 2 instead of 120, which only re-
sults in an error in one operand in the formula.

Here is another [Question] and its [Correct so-
lution] for converting formula confusion error.
[Question]: Linda is painting her bedroom. Her
bedroom has 4 walls, with the room being 20 feet
wide by 20 feet long by 8 feet tall. One wall has a
3-foot by 7-foot doorway. A second wall has a 6-
foot by 4-foot window. A third wall has a 5-foot by
7-foot doorway to a walk-in-closet. And the fourth
wall is completely solid. What is the total area of
wall space that Linda will have to paint?
[Correct solution]: The solid wall is 8 ft. * 20 ft.
= 160 sq. ft.
The doorway is 3 ft. * 7 ft. = 21 sq. ft.
The window is 6 ft. * 4 ft. = 24 sq. ft.
The closet door is 5 ft. * 7 ft. = 35 sq. ft.
The total area of the doors and windows is 21 sq.
ft + 24 sq. ft. + 35 sq. ft. = 80 sq. ft.
The solid wall is 160 sq. ft., so before the areas of
the doors and window are taken into account, the
total wall area is 4 * 160 sq. ft. = 640 sq. ft.
Taking into account the doors and window, the total
wall area Linda will have to paint is 640 sq. ft. -

80 sq. ft. = 560 sq. ft.
Formula Confusion Error:
[Transformed solution]: The solid wall is 8 ft. *
20 ft. = 160 sq. ft.
The doorway is 3 ft.+7 ft.+3 ft. +7 ft.=20 sq. ft.
The window is 6 ft. * 4 ft. = 24 sq. ft.
The closet door is 5 ft. * 7 ft. = 35 sq. ft.
The total area of the doors and windows is 20 sq.
ft + 24 sq. ft. + 35 sq. ft. = 79 sq. ft.
The solid wall is 160 sq. ft., so before the areas of
the doors and window are taken into account, the
total wall area is 4 * 160 sq. ft. = 640 sq. ft.
Taking into account the doors and window, the total
wall area Linda will have to paint is 640 sq. ft. -
79 sq. ft. = 561 sq. ft.
[Explanation]: Step 2 confuses the perimeter and
area formulas of rectangle and it should calcu-
late the area of the rectangle which is equal to the
length multiplied by width, rather than the length
plus length plus width plus width, equivalent to
the perimeter of the rectangle. And step 5 and 7
referencing the result of step 2 are affected.

D Human Evaluation

Assessment Procedure: The format of the dataset
we generate is illustrated in Figure 5. Evaluators
should first comprehend the question and origi-
nal solution. Subsequently, they should carefully
compare the original solution with the transformed
solution to determine if the transformed one con-
tains single-step and single-type error according to
specific error type rule. Additionally, evaluators
should ascertain whether the generated wrong step
represents the first error step.
Assessment Quality Control: We enlist two eval-
uators to assess 10 cases of each error type in ev-
ery dataset, totaling 180 cases. A consensus be-
tween the two evaluators is required for a case to
be deemed satisfactory. In cases of disagreement
between two evaluators, a third party is consulted
for a final decision. Throughout the evaluation, our
generated dataset have achieved an accuracy rate of
92.5%, demonstrating its suitability for evaluating
the ability of LLMs to identify and rectify errors.

E Additional In-depth Experiments

E.1 Influence of Step Count
We examine the influence of step count on EP and
EC. For calculation error, we select 50 solutions
ranging from 2 to 9 steps to transform. It can be
observed that the accuracy of identification and cor-
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Generated Dataset Format

{
"question": "Natalia sold clips to 48 of her friends in 

April, and then she sold half as many clips in May. How 
many clips did Natalia sell altogether in April and May?",

"original_solution": "Natalia sold 48/2 = 24 clips in 
May.\nNatalia sold 48+24 = 72 clips altogether in April 
and May.\n#### 72",

"original_answer": 72.0,
"transformed_solution": "Natalia sold 48/2 = 12 

clips in May.\nNatalia sold 48+12 =60  clips altogether in 
April and May. \n#### 60",

"transformed_answer":60.0,
"wrong_step": 1,
"wrong_type": "calculation_error",
"is_single_error": true,
"explanation": "Here, the 48/2 in step 1 is wrongly 

calculated as 12. It should be noted that step 2 needs to use 
the result of step 1, so the original 48+24 will be changed 
to 48+12. So, it should be noted that if a step is 
miscalculated, subsequent steps will inherit its error and 
use the number of miscalculations to further calculate. 
Futhermore, step 2 needs to be calculated correctly, and 
you should only consider one step error."

}

Figure 5: Dataset format.

rection is not significantly affected by the number
of steps in Figure 10 to 13.

E.2 Influence of the Wrong Step Order
We consider the impact of the occurrence order of
the error step on EP and EC. For the 8-step prob-
lems involving calculation error, we generate 50
cases for each error step from 1 to 8 for evaluation.
It can be observed that the accuracy of identifica-
tion and correction is also not significantly affected
by the order of the error step in Figure 14 to 17.

E.3 Comparasion between GLM-4 and GPT-4
To further validate the robustness of our conclu-
sions, we conduct supplementary experiments us-
ing GLM-4 for data generation. Due to resource
limit, we only use GLM-4 to generate three types
of errors – CA, MS, and UC – on GSM8K and
MathQA, with 50 instances each, totaling 300 in-
stances. The experimental results are as shown in
Table 10. We arrive at conclusions consistent with
those drawn from the dataset generated by GPT-
4, e.g., GPT-4’s superior error identification and
correction capabilities compared to other models.

E.4 Comparasion with other math models
We conduct the evaluation results of other three
math-specialized LLMs: Mistral (Jiang et al.,
2023), Llemma (Azerbayev et al., 2023) and

LEMA (An et al., 2023) in their 7B versions. We
analyze their performance across different error
types and tasks. The experimental results are as
shown in Table 11 and 12. It can be observed that
LEMA, which is aware of errors, outperforms the
other math-specialized LLMs. And the capabil-
ity of GPT-4 and GLM-4 still far surpasses these
open-source models. This indicates that the abil-
ity to identify and correct errors of these math-
specialized LLMs is inferior to that of the general-
purpose powerful LLMs, GPT-4 and GLM-4.

E.5 Combination Error Analysis

We conduct some experiments with multi-step and
multi-type errors. We first test the combinations
of CA and CV. Experimental settings are divided
into two: two error types occurring in the same
step (Single-step and Two-type Error, ST) and two
error types happening in two separate steps (Two-
step and Two-type Error, TT). For both settings, we
manually annotate 50 data samples and use them
to evaluate LLMs’ performance in the basic tasks
of EP and EC. The experimental results are shown
in the Table 13 and 14.

Result analysis. By comparing the average ac-
curacy of GPT-4 and GLM-4 with other models, it
is evident that GPT-4 and GLM-4 significantly sur-
pass others. As shown in Table 13, for GPT-4 and
GLM-4, the EP accuracy of ST and TT is higher
than that of CA. This implies that the introduction
of CV makes CA more prone to exposure. As il-
lustrated in Table 14, for GPT-4 and GLM-4, the
EC accuracy of ST and TT is higher than that of
CA. This is because these models exhibit strong
correction ability for identified errors.

F Experiment Details

This section contains prompts and specific experi-
mental results in the experiment.

F.1 Prompts and Input Formatting

F.1.1 Dataset Generation

The prompt for generating the evaluation dataset is
shown in Figure 18. After practical experience, we
find that 5-shot has good generation results.

F.1.2 EP

We design three zero-shot prompts: Simple, Nor-
mal, Misleading for EP on open-source and closed-
source models in Figure 19 to 24.
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F.1.3 ES
We design four prompts: zero-shot, few-shot, zero-
shot-type, few-shot-type for ES, where few-shot is
set to 2-shot. We display zero-shot and zero-shot-
type prompts on open-source and closed-source
models in Figure 25 to 28.

F.1.4 ET
We design six prompts: zero-shot, few-shot, zero-
shot-random, zero-shot-reverse, few-shot-random,
few-shot-reverse for ET, where few-shot is set to 2-
shot. We display zero-shot prompts on open-source
and closed-source models in Figure 29 and 30.

F.1.5 EC
We design four prompts: zero-shot, few-shot, zero-
shot-type, few-shot-type for EC as ES, where few-
shot is set to 2-shot. We display zero-shot and
zero-shot-type prompts on open-source and closed-
source models in Figure 31 to 34.

F.2 Detailed results
In this section, we present the original detailed
experimental results.

F.2.1 Main Experiment
We present the accuracy of each model for each
task on each error type in the Table 15 and 16. And
we conduct an analysis of the MetaMath series in
the Table 17, 18 and 19.

F.2.2 Error Type Analysis
We conduct statistical analysis on the classifica-
tion of error types for each model on GSM8K and
MathQA in the Figure 20 to 30.

F.2.3 Prompt Robustness Analysis
We design different prompts for four tasks on
GSM8K and MathQA to test the robustness of each
model. The robustness analysis of EP can be seen
in 31 and 32, ES can be seen in 33 and 34, ET can
be seen in 35 and 36, and EC can be seen in 37 and
38.

F.2.4 Comparison with Traditional Task
We provide the accuracy of the questions in our
dataset in traditional task in Table 39 and 40. And
we show the performance of each model in tradi-
tional task on MathQA in Figure 6.

F.2.5 Influence of Stopping at Error Step
We showcase the performance of each model on
the GSM8K and MathQA datasets stopping at error
step in Figure 7, 8 and 9.
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Figure 7: Evaluation results of incomplete cases for
GSM8K on open-source models.
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Figure 8: Evaluation results of incomplete cases for
MathQA on closed-source Models.
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Figure 9: Evaluation results of incomplete cases for
MathQA on open-source models.
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Figure 10: The influence of step number in GSM8K on
EP.
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Figure 11: The influence of step number in MathQA on
EP.
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Figure 12: The influence of step number in GSM8K on
EC.
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Figure 13: The influence of step number in MathQA on
EC.

GPT-4 GLM-4
CA MS UC Avg CA MS UC Avg

acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1
GPT-3.5 0.20 0.37 0.19 0.53 0.22 0.35 0.20 0.42 0.24 0.44 0.22 0.55 0.26 0.38 0.24 0.46
GPT-4 0.61 0.68 0.61 0.94 0.83 0.99 0.68 0.87 0.66 0.82 0.60 0.95 0.83 0.98 0.70 0.91
GLM-4 0.34 0.47 0.52 0.88 0.68 0.88 0.51 0.74 0.47 0.61 0.50 0.80 0.69 0.88 0.55 0.76

Gemini-Pro 0.09 0.13 0.20 0.35 0.10 0.21 0.13 0.23 0.08 0.11 0.11 0.23 0.10 0.16 0.09 0.17
LLaMA-2-7B 0.31 0.68 0.24 0.82 0.15 0.54 0.23 0.68 0.27 0.71 0.18 0.76 0.14 0.59 0.20 0.69

LLaMA-13-7B 0.04 0.27 0.07 0.32 0.05 0.23 0.05 0.27 0.06 0.31 0.06 0.31 0.08 0.26 0.06 0.29

Table 10: Comparasion between GLM-4 and GPT-4.

CA CO CV CS MS HA UC OP FC Avg
acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc

Mistral-7B 0.01 0.50 0.04 0.53 0.07 0.55 0.01 0.50 0.07 0.58 0.05 0.54 0.08 0.60 0.08 0.61 0.03 0.57 0.05
Llemma-7B 0.04 0.21 0.02 0.21 0.06 0.41 0.02 0.25 0.05 0.27 0.03 0.27 0.09 0.36 0.04 0.25 0.07 0.32 0.05
LEMA-7B 0.13 0.60 0.12 0.46 0.20 0.65 0.12 0.63 0.24 0.68 0.30 0.55 0.20 0.70 0.17 0.52 0.11 0.57 0.17

Table 11: Average accuracy of other math models in different error types under zero-shot prompts.

GSM8K MathQA
EP ES ET EC Avg EP ES ET EC Avg Avg
acc1 acc2 acc1 acc3 acc1 acc4 acc1 acc acc1 acc1 acc2 acc1 acc3 acc1 acc4 acc1 acc acc1 acc acc1

Mistral-7B 0.081 0.127 0.366 0.000 0.788 0.000 1.000 0.052 0.559 0.092 0.102 0.302 0.000 0.797 0.000 0.996 0.049 0.547 0.050 0.553
Llemma-7B 0.021 0.169 0.506 0.014 0.208 0.000 0.537 0.051 0.318 0.020 0.133 0.442 0.014 0.092 0.000 0.449 0.042 0.251 0.047 0.284
LEMA-7B 0.277 0.323 0.809 0.080 0.537 0.000 0.503 0.170 0.531 0.360 0.260 0.883 0.093 0.676 0.000 0.712 0.178 0.658 0.174 0.595

Table 12: Average accuracy of other math models in different tasks under zero-shot prompts.
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Figure 14: The influence of wrong step order in GSM8K
on EP.

1 2 3 4 5 6 7 8
Wrong step

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

0.42

0.44

0.42

0.46 0.46 0.46 0.46 0.44

0.72

0.74
0.78 0.76 0.78

0.7
0.74

0.66

0.46

0.38

0.46 0.46

0.44
0.38 0.36 0.34

0.04 0.02 0.04 0.02 0.04
0.0 0.02 0.0

GPT-3.5
GPT-4
GLM-4
Gemini Pro

Figure 15: The influence of wrong step order in MathQA
on EP.
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Figure 16: The influence of wrong step order in GSM8K
on EC.
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Figure 17: The influence of wrong step order in MathQA
on EC.

ST TT CA CV Avg
GPT-3.5 0.36 0.78 0.44 0.57 0.538
GPT-4 1.00 0.98 0.61 0.98 0.893
GLM-4 0.98 0.92 0.32 0.94 0.790

Gemini Pro 0.08 0.06 0.06 0.17 0.093
LLaMA-2-7B 0.58 0.5 0.58 0.49 0.538
LLaMA-13-7B 0.16 0.14 0.10 0.14 0.135

Avg 0.527 0.563 0.352 0.548 0.498

Table 13: Accuracy of EP in combination error types on GSM8K under zero-shot prompts.

ST TT CA CV Avg
acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4

GPT-3.5 0.08 0.10 0.12 0.48 0.13 0.23 0.16 0.39 0.123
GPT-4 0.96 1.00 0.96 0.98 0.58 0.59 0.96 0.99 0.865
GLM-4 0.94 0.98 0.92 0.96 0.37 0.38 0.90 0.96 0.783

Gemini Pro 0.06 0.06 0.12 0.14 0.06 0.06 0.30 0.30 0.135
LLaMA-2-7B 0.06 0.92 0.08 0.92 0.15 0.91 0.08 0.90 0.093
LLaMA-13-7B 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.000

Avg 0.350 0.510 0.367 0.580 0.215 0.363 0.400 0.590 0.333

Table 14: Accuracy of EC in combination error types on GSM8K under zero-shot prompts.
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Prompt for Generating Evaluation Dataset by GPT-4

Task Overview:
Assuming you are a case generator, I will give you some cases, and you need to imitate my case generation 
process. 
Format Requirement:
Specifically, each case includes question, original_solution, original_answer, transformed_solution, 
transformed_answer, wrong_step, wrong_type, is_single_error and explanation. 
During the generation process, I will provide you with question and original_solution, and you need to generate 
a dictionary, whose keys are question, original_solution, original_answer, transformed_solution, 
transformed_answer, wrong_step, wrong_type, is_single_error and explanation, just like the example cases.  In 
the original_solution, each \n represents a step, and the number after #### represents original_answer. To 
generate the transformed_solution, I need you to make some modifications based on the original_solution. The 
transformed_answer is the number after #### in the transformed_solution. Wrong_step represents your first 
modification step. You can be consistent with the cases given to you in wrong_type and is_single_error. And 
explanation is your illustration of the process of converting the original_solution into the transformed_solution.
5-shot:
Case1：
{

"question": "Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May. 
How many clips did Natalia sell altogether in April and May?",

"original_solution": "Natalia sold 48/2 = 24 clips in May.\nNatalia sold 48+24 = 72 clips altogether in 
April and May.\n#### 72",

"original_answer": 72.0,
"transformed_solution": "Natalia sold 48/2 = 12 clips in May.\nNatalia sold 48+12 =60  clips altogether in 

April and May. \n#### 60",
"transformed_answer":60.0,
"wrong_step": 1,
"wrong_type": "calculation_error",
"is_single_error": true,
"explanation": "Here, the 48/2 in step 1 is wrongly calculated as 12. It should be noted that step 2 needs to 

use the result of step 1, so the original 48+24 will be changed to 48+12. So, it should be noted that if a step is 
miscalculated, subsequent steps will inherit its error and use the number of miscalculations to further calculate. 
Futhermore, step 2 needs to be calculated correctly, and you should only consider one step error."

},
…
Case5：
…
Error method design:
I hope that you randomly change the calculation result of one step in the original_solution without changing any 
operands or operators of the formula to generate the transformed_solution. And the subsequent related steps in 
the transformed_solution will be affected, without affecting the previous or unrelated steps. Furthermore, the 
transformed_answer should be different from the original_answer. Therefore, how to convert the following case?
Case to be converted:
question:{original_dataset['question']}
original_solution:{original_dataset['answer']}
Remember to only output the dictionary, not other things.

Figure 18: Prompt for generation.
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Simple Prompt for EP of Closed-source Models

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. 

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. If correct, 

only output the string of 'yes'; otherwise only output the string of 'no'.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

Figure 19: Simple prompt for EP on closed-source models.

Simple Prompt for EP of Open-source Models

Below is an instruction that describes a task

Write a response that appropriately completes the request.

### Instruction:

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. 

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. 

If the [Solution] is correct, only output the string of 'yes' as response; while if the [Solution] is incorrect, only 

output the string of 'no' as response.

Case to be judged:

[Question] {data['question']}

[Solution] {data['transformed_solution']}

### Response:

Figure 20: Simple prompt for EP on open-source models.
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Normal Prompt for EP of Closed-source Models

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. 

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. Your output 

should be a dictionary, with two keys 'is_correct' and 'any_explanation'. 

If the solution is correct, set 'is_correct' in the dictionary to be the string of 'yes', and the value of 

'any_explanation' to be the string which explains why it is correct, while if the solution is incorrect, set 

'is_correct' in the dictionary to be the string of 'no', and the value of 'any_explanation' should be the string 

which explains why it is incorrect. 

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

Remember that you only need to output the dictionary of these two key values, and do not output anything 

else. 

Figure 21: Normal prompt for EP on closed-source models.

Normal Prompt for EP of Open-source Models

Below is an instruction that describes a task

Write a response that appropriately completes the request.

### Instruction:

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. 

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. 

If the [Solution] is correct, format your response as: The solution is correct, and the explanation is #, which is 

your explanation about why the [Solution] is correct. If the [Solution] is incorrect, format your response as: 

The solution is incorrect, and the explanation is #, which is your explanation about why the [Solution] is 

incorrect.

Case to be judged:

[Question] {data['question']}

[Solution] {data['transformed_solution']}

### Response:

Figure 22: Normal prompt for EP on open-source models.
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Misleading Prompt for EP of Closed-source Models

Task Overview:

Assuming you are currently a math teacher, you need to grade a student's homework whose mathematical 

level is very poor. You need to decide whether the [Solution] is correct based on the [Question] and [Solution], 

which includes the student's reasoning process and final answer. The student's reasoning process and final 

answer may contain a lot of errors. 

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. Your output 

should be a dictionary, with two keys 'is_correct' and 'any_explanation'. 

If the solution is correct, set 'is_correct' in the dictionary to be the string of 'yes', and the value of 

'any_explanation' to be the string which explains why it is correct, while if the solution is incorrect, set 

'is_correct' in the dictionary to be the string of 'no', and the value of 'any_explanation' should be the string 

which explains why it is incorrect. 

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

Remember that you only need to output the dictionary of these two key values, and do not output anything 

else. 

Figure 23: Misleading prompt for EP on closed-source models.

Misleading Prompt for EP of Open-source Models

Below is an instruction that describes a task

Write a response that appropriately completes the request.

### Instruction:

Task Overview:

Assuming you are currently a math teacher, you need to grade a student's homework whose mathematical 

level is very poor. You need to decide whether the [Solution] is correct based on the [Question] and [Solution], 

which includes the student's reasoning process and final answer. The student's reasoning process and final 

answer may contain a lot of errors. 

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. 

If the [Solution] is correct, format your response as: The solution is correct, and the explanation is #, which is 

your explanation about why the [Solution] is correct. If the [Solution] is incorrect, format your response as: 

The solution is incorrect, and the explanation is #, which is your explanation about why the [Solution] is 

incorrect.

Case to be judged:

[Question] {data['question']}

[Solution] {data['transformed_solution']}

### Response:

Figure 24: Misleading prompt for EP on open-source models.
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Prompt for ES of Closed-source Models

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. You only need to determine which is the first step to make a mistake.

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. Your output 

should be a dictionary, with three keys 'is_correct', 'pred_wrong_step' and 'step_explanation’. 

If the solution is correct, set 'is_correct' in the dictionary to be the string of 'yes', the value of 'pred_wrong_step' 

to be the string of 'none', and the value of 'step_explanation' to be the string which explains why it is correct, 

while if the solution is incorrect, set 'is_correct' in the dictionary to be the string of 'no', the value of 

'pred_wrong_step' to be the integer value of the first step to make a mistake, and the value of 'step_explanation' 

should be the string which explains why the step is the first step to make a mistake. 

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

Remember that you only need to output the dictionary of these three key values, and do not output anything else. 

Figure 25: Zero-shot prompt for ES on closed-source models.

Prompt for ES of Open-source Models

Below is an instruction that describes a task.

Write a response that appropriately completes the request.

### Instruction:

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. You only need to determine which is the first step to make a mistake.

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. If the 

[Solution] is correct, format your response as: The solution is correct, and the explanation is #, which is your 

explanation about why the [Solution] is correct. If the [Solution] is incorrect, format your response as: The 

solution is incorrect, the first wrong step is step #, which must be an integer, and the explanation is #, which is 

your explanation about why the [Solution] is incorrect.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

### Response:

Figure 26: Zero-shot prompt for ES on open-source models.
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Prompt Informed the Error Type for ES of Closed-source Models 

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. You only need to determine which is the first step to make a mistake.

Error Type:

It should be noted that the certain error type that appears in the [Solution] is calculation error, which represents 

that the operands and operators of the formula in the first wrong step are exactly correct, and only the result is 

calculated incorrectly.

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. Your output 

should be a dictionary, with three keys 'is_correct', 'pred_wrong_step' and 'step_explanation’. 

If the solution is correct, set 'is_correct' in the dictionary to be the string of 'yes', the value of 'pred_wrong_step' 

to be the string of 'none', and the value of 'step_explanation' to be the string which explains why it is correct, 

while if the solution is incorrect, set 'is_correct' in the dictionary to be the string of 'no', the value of 

'pred_wrong_step' to be the integer value of the first step to make a mistake, and the value of 'step_explanation' 

should be the string which explains why the step is the first step to make a mistake. 

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution’]}

Remember that you only need to output the dictionary of these three key values, and do not output anything else.

Figure 27: Zero-shot-type prompt for ES on closed-source models.
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Prompt Informed the Error Type for ES of Open-source Models 

Below is an instruction that describes a task.

Write a response that appropriately completes the request.

### Instruction:

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. You only need to determine which is the first step to make a mistake.

Error Type:

It should be noted that the certain error type that appears in the [Solution] is calculation error, which represents 

that the operands and operators of the formula in the first wrong step are exactly correct, and only the result is 

calculated incorrectly.

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. If the 

[Solution] is correct, format your response as: The solution is correct, and the explanation is #, which is your 

explanation about why the [Solution] is correct. If the [Solution] is incorrect, format your response as: The 

solution is incorrect, the first wrong step is step #, which must be an integer, and the explanation is #, which is 

your explanation about why the [Solution] is incorrect.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

### Response:

Figure 28: Zero-shot-type prompt for ES on open-source models.
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Prompt for ET of Closed-source Models

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. You need to first determine which is the first step to make a mistake, and then 

determine which of wrong types it belongs to. 

Error Type Definition:

The wrong types that can be selected are 'calculation_error', 'counting_error', 'referencing_context_value_error', 

'referencing_previous_step_value_error', 'unit_conversion_error', 'operator_error', 'missing_step', 

'confusing_formula_error', and 'adding_irrelevant_information’.

0.'calculation_error' represents that the operands and operators of the formula in the first wrong step are exactly 

correct, and only the result is calculated incorrectly.

1.'counting_error' represents only an error in the counting process, such as counting Saturday and Sunday as 3 

days instead of 2 days, which may cause an error in the operand of the formula in the first wrong step.

2.'referencing_context_value_error' represents only an error in the operand of the formula in the first wrong step 

when referencing the number in the [Question].

3.'referencing_previous_step_value_error' represents only an error in the operand of the formula in the first 

wrong step when referencing the result of its previous step. 

4.'unit_conversion_error' represents the incorrect use of unit conversion, for example, there are 12 inches in a 

foot, 1000 grams in a kilogram, 60 minutes in an hour and 60 seconds in a minute, which may cause an error in 

the operand of the formula in the first wrong step.

5.'operator_error' represents only an error in the operator of the formula in the first wrong step.

6. 'missing_step' represents the absence of a necessary reasoning step, and if this absent step is added, the entire 

reasoning will become correct.

7.'confusing_formula_error' represents the incorrect use of formula, such as confusing the rectangular perimeter 

formula with the rectangular area formula, the square area formula with the square perimeter formula, and the 

cuboid volume formula with the cuboid surface area formula, which may cause errors in the operands and 

operators of the formula in the first wrong step.

8.'adding_irrelevant_information' represents that the first wrong step adds some information that is not included 

in the [Question] statement, which affects the final result.\n

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. Your output 

should be a dictionary, with three keys 'is_correct', 'pred_wrong_type' and 'type_explanation'. If the solution is 

correct, set 'is_correct' in the dictionary to be the string of 'yes', the value of 'pred_wrong_type' to be the string 

of 'none', and the value of ' type_explanation' to be the string which explains why it is correct, while if the 

solution is incorrect, set 'is_correct' in the dictionary to be the string of 'no', and the value of 'pred_wrong_type' 

to be a string, whose optional values include 'calculation_error', 'counting_error', 

'referencing_context_value_error', 'referencing_previous_step_value_error', 'unit_conversion_error', 

'operator_error', 'missing_step', 'confusing_formula_error', and 'adding_irrelevant_information’. And the value 

of 'type_explanation' should be the string which explains the reason why you classify the [Solution] into this 

wrong type.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution’]}

Remember that you only need to output the dictionary of these three key values, and do not output anything else.

Figure 29: Zero-shot prompt for ET on closed-source models.
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Prompt for ET of Open-source Models

Below is an instruction that describes a task.

Write a response that appropriately completes the request.

### Instruction:

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. You need to first determine which is the first step to make a mistake, and then 

determine which of wrong types it belongs to. 

Error Type Definition:

The wrong types that can be selected are 'calculation_error', 'counting_error', 'referencing_context_value_error', 

'referencing_previous_step_value_error', 'unit_conversion_error', 'operator_error', 'missing_step', 

'confusing_formula_error', and 'adding_irrelevant_information’.

0.'calculation_error' represents that the operands and operators of the formula in the first wrong step are exactly 

correct, and only the result is calculated incorrectly.

1.'counting_error' represents only an error in the counting process, such as counting Saturday and Sunday as 3 

days instead of 2 days, which may cause an error in the operand of the formula in the first wrong step.

2.'referencing_context_value_error' represents only an error in the operand of the formula in the first wrong step 

when referencing the number in the [Question].

3.'referencing_previous_step_value_error' represents only an error in the operand of the formula in the first 

wrong step when referencing the result of its previous step. 

4.'unit_conversion_error' represents the incorrect use of unit conversion, for example, there are 12 inches in a 

foot, 1000 grams in a kilogram, 60 minutes in an hour and 60 seconds in a minute, which may cause an error in 

the operand of the formula in the first wrong step.

5.'operator_error' represents only an error in the operator of the formula in the first wrong step.

6. 'missing_step' represents the absence of a necessary reasoning step, and if this absent step is added, the entire 

reasoning will become correct.

7.'confusing_formula_error' represents the incorrect use of formula, such as confusing the rectangular perimeter 

formula with the rectangular area formula, the square area formula with the square perimeter formula, and the 

cuboid volume formula with the cuboid surface area formula, which may cause errors in the operands and 

operators of the formula in the first wrong step.

8.'adding_irrelevant_information' represents that the first wrong step adds some information that is not included 

in the [Question] statement, which affects the final result.\n

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. If the 

[Solution] is correct, format your response as: The solution is correct, and the explanation is #, which is your 

explanation about why the [Solution] is correct. If the [Solution] is incorrect, format your response as: The 

solution is incorrect, the correct answer is #, which is your answer after correction, and the explanation is #, 

which is your explanation about how to get the correct answer.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

### Response:

Figure 30: Zero-shot prompt for ET on open-source models.
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Prompt for EC of Closed-source Models

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. 

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. Your output 

should be a dictionary, with four keys 'is_correct', 'corrected_solution', 'corrected_answer' and 

'corrected_explanation'. If the solution is correct, set 'is_correct' in the dictionary to be the string of 'yes', the 

value of 'corrected_solution' to be the string of 'none', the value of 'corrected_answer' to be the string of 'none', 

and the value of ' corrected_explanation' to be the string which explains why it is correct, while if the solution is 

incorrect, set 'is_correct' in the dictionary to be the string of 'no', the value of 'corrected_solution' to be the string 

which is the correct problem-solving process, and the value of 'corrected_answer' to be a two floating-point 

number representing the correct answer to the question, and the value of 'corrected_explanation' should be the 

string which explains the corrected process.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

Remember that you only need to output the dictionary of these four key values, and do not output anything else. 

Figure 31: Zero-shot prompt for EC on closed-source models.

Prompt for EC of Open-source Models

Below is an instruction that describes a task.

Write a response that appropriately completes the request.

### Instruction:

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake.

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. If the 

[Solution] is correct, format your response as: The solution is correct, and the explanation is #, which is your 

explanation about why the [Solution] is correct. If the [Solution] is incorrect, format your response as: The 

solution is incorrect, the correct answer is #, which is your answer after correction, and the explanation is #, 

which is your explanation about how to get the correct answer.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

### Response:

Figure 32: Zero-shot prompt for EC on open-source models.
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Prompt Informed the Error Type for EC of Closed-source Models 

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. 

Error Type:

It should be noted that the certain error type that appears in the [Solution] is calculation error, which represents 

that the operands and operators of the formula in the first wrong step are exactly correct, and only the result is 

calculated incorrectly.

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. Your output 

should be a dictionary, with four keys 'is_correct', 'corrected_solution', 'corrected_answer' and 

'corrected_explanation'. If the solution is correct, set 'is_correct' in the dictionary to be the string of 'yes', the 

value of 'corrected_solution' to be the string of 'none', the value of 'corrected_answer' to be the string of 'none', 

and the value of ' corrected_explanation' to be the string which explains why it is correct, while if the solution is 

incorrect, set 'is_correct' in the dictionary to be the string of 'no', the value of 'corrected_solution' to be the string 

which is the correct problem-solving process, and the value of 'corrected_answer' to be a two floating-point 

number representing the correct answer to the question, and the value of 'corrected_explanation' should be the 

string which explains the corrected process.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution’]}

Remember that you only need to output the dictionary of these four key values, and do not output anything else.

Figure 33: Zero-shot-type prompt for EC on closed-source models.
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Prompt Informed the Error Type for EC of Open-source Models 

Below is an instruction that describes a task.

Write a response that appropriately completes the request.

### Instruction:

Task Overview:

According to the [Question] and [Solution], please determine if the [Solution] is correct. If you think the 

[Solution] is incorrect, you only need to consider that a single type of error occurs in one step, that is, there is 

only a certain type of error occurring in a certain step, and it will affect the subsequent steps that reference its 

results and lead to the final wrong result. In other words, this certain step is the first step to make a mistake and 

also the root cause of the mistake. 

Error Type:

It should be noted that the certain error type that appears in the [Solution] is calculation error, which represents 

that the operands and operators of the formula in the first wrong step are exactly correct, and only the result is 

calculated incorrectly.

Format Requirement:

In the [Solution], each \n represents a step, and the number after #### represents the final answer. If the 

[Solution] is correct, format your response as: The solution is correct, and the explanation is #, which is your 

explanation about why the [Solution] is correct. If the [Solution] is incorrect, format your response as: The 

solution is incorrect, the correct answer is #, which is your answer after correction, and the explanation is #, 

which is your explanation about how to get the correct answer.

Case to be judged:

Please provide an appropriate [Output] for the following case.

[Question]{data['question']}

[Solution]{data['transformed_solution']}

### Response:

Figure 34: Zero-shot-type prompt for EC on open-source models.
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CA CO CV CS MS HA UC OP FC Avg
acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci

GPT-3.5
• EP - 0.44 - 0.44 - 0.57 - 0.77 - 0.41 - 0.71 - 0.36 - 0.63 - 0.59 0.547
• ES 0.07 0.41 0.09 0.46 0.07 0.64 0.32 0.78 0.18 0.63 0.17 0.60 0.11 0.44 0.18 0.74 0.13 0.68 0.147
• ET 0.21 0.45 0.39 0.63 0.16 0.70 0.13 0.87 0.01 0.75 0.29 0.88 0.61 0.77 0.01 0.75 0.09 0.83 0.211
• EC 0.13 0.23 0.16 0.34 0.16 0.39 0.32 0.51 0.14 0.27 0.09 0.30 0.09 0.21 0.19 0.34 0.24 0.47 0.169

GPT-4
• EP - 0.61 - 0.99 - 0.98 - 0.97 - 0.94 - 0.92 - 0.98 - 0.99 - 0.99 0.930
• ES 0.55 0.66 0.92 0.99 0.95 1.00 0.88 0.97 0.72 0.97 0.78 0.95 0.94 0.99 0.93 0.99 0.92 0.99 0.843
• ET 0.62 0.65 0.35 1.00 0.63 1.00 0.36 0.97 0.01 0.97 0.93 1.00 0.62 0.99 0.28 0.99 0.84 0.99 0.516
• EC 0.58 0.59 0.94 1.00 0.96 0.99 0.94 0.97 0.85 0.92 0.86 0.93 0.93 0.99 0.95 0.98 0.94 0.99 0.883

GLM-4
• EP - 0.32 - 0.85 - 0.94 - 0.95 - 0.81 - 0.98 - 0.87 - 0.93 - 0.99 0.849
• ES 0.23 0.47 0.50 0.50 0.69 0.97 0.70 0.99 0.69 0.98 0.68 0.68 0.69 0.97 0.75 0.98 0.83 0.83 0.640
• ET 0.45 0.56 0.60 0.97 0.05 0.98 0.05 0.99 0.03 0.99 0.81 1.00 0.68 1.00 0.02 0.98 0.45 1.00 0.349
• EC 0.37 0.38 0.89 0.89 0.90 0.96 0.88 0.96 0.81 0.92 0.86 0.96 0.77 0.90 0.87 0.96 0.89 1.00 0.804

Gemini Pro
• EP - 0.06 - 0.12 - 0.17 - 0.14 - 0.18 - 0.42 - 0.14 - 0.41 - 0.31 0.217
• ES 0.10 0.22 0.24 0.37 0.49 0.66 0.32 0.62 0.44 0.59 0.67 0.85 0.15 0.36 0.49 0.69 0.33 0.51 0.359
• ET 0.07 0.07 0.01 0.14 0.06 0.31 0.01 0.23 0.02 0.25 0.47 0.69 0.06 0.19 0.05 0.50 0.06 0.43 0.090
• EC 0.06 0.06 0.11 0.11 0.30 0.30 0.22 0.22 0.20 0.27 0.45 0.60 0.20 0.22 0.36 0.39 0.33 0.34 0.248

LLaMA-2-7B
• EP - 0.58 - 0.37 - 0.49 - 0.61 - 0.70 - 0.56 - 0.45 - 0.68 - 0.40 0.538
• ES 0.30 0.94 0.15 0.91 0.09 0.93 0.29 0.92 0.09 0.97 0.38 0.97 0.17 0.90 0.13 0.94 0.06 0.75 0.184
• ET 0.38 0.40 0.00 0.19 0.00 0.40 0.00 0.47 0.02 0.60 0.00 0.42 0.03 0.21 0.00 0.53 0.00 0.34 0.048
• EC 0.15 0.91 0.02 0.86 0.08 0.90 0.11 0.91 0.08 0.97 0.09 0.94 0.05 0.76 0.01 0.91 0.01 0.68 0.067

LLaMA-2-13B
• EP - 0.10 - 0.08 - 0.14 - 0.17 - 0.25 - 0.18 - 0.02 - 0.32 - 0.23 0.166
• ES 0.01 0.02 0.03 0.06 0.00 0.02 0.00 0.02 0.01 0.06 0.00 0.00 0.01 0.02 0.00 0.04 0.00 0.00 0.007
• ET 0.01 0.82 0.01 0.86 0.12 0.91 0.49 0.86 0.01 0.85 0.38 0.90 0.12 0.78 0.00 0.88 0.00 0.73 0.127
• EC 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.02 0.00 0.00 0.00 0.02 0.00 0.00 0.000

MetaMath-7B
• EP - 0.00 - 0.00 - 0.00 - 0.00 - 0.01 - 0.00 - 0.00 - 0.01 - 0.00 0.002
• ES 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.000
• ET 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• EC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

MetaMath-13B
• EP - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 0.000
• ES 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• ET 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• EC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.000

Table 15: Accuracy of different closed-source and open-source models on different error types of GSM8K. We use
zero-shot prompts uniformly here. Different error types are replaced with the first two letters of their names, for
example, calculation error is represented by CA. For EP, the results of acc1 are presented; for ES, the results of
both acc2 and acc1 are showcased; for ET, the results of both acc3 and acc1 are displayed; for EC, the results of
both acc4 and acc1 are exhibited. And we calculate the average acci(i = 1, 2, 3, 4) as Avg for EP, ES, ET and EC.

11348



CA CO CV CS MS HA UC OP FC Avg
acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci

GPT-3.5
• EP - 0.33 - 0.53 - 0.61 - 0.56 - 0.44 - 0.62 - 0.17 - 0.59 - 0.59 0.493
• ES 0.07 0.34 0.09 0.56 0.26 0.67 0.19 0.56 0.20 0.50 0.20 0.56 0.07 0.31 0.21 0.61 0.12 0.58 0.157
• ET 0.20 0.28 0.15 0.46 0.04 0.59 0.05 0.45 0.03 0.50 0.36 0.68 0.08 0.20 0.11 0.55 0.14 0.45 0.129
• EC 0.07 0.16 0.19 0.34 0.18 0.32 0.16 0.27 0.12 0.29 0.13 0.37 0.02 0.10 0.18 0.46 0.22 0.41 0.141

GPT-4
• EP - 0.66 - 0.87 - 0.98 - 0.88 - 0.91 - 0.98 - 0.98 - 0.99 - 1.00 0.917
• ES 0.52 0.84 0.71 0.92 0.79 0.99 0.68 0.96 0.58 0.96 0.64 0.99 0.82 0.99 0.79 1.00 0.69 1.00 0.691
• ET 0.69 0.89 0.31 0.97 0.55 1.00 0.11 0.96 0.12 0.96 0.95 1.00 0.73 1.00 0.50 1.00 0.72 1.00 0.520
• EC 0.57 0.65 0.78 0.87 0.85 0.97 0.76 0.85 0.76 0.89 0.89 0.98 0.88 0.98 0.89 0.99 0.91 1.00 0.810

GLM-4
• EP - 0.34 - 0.74 - 0.84 - 0.66 - 0.76 - 0.99 - 0.74 - 0.89 - 0.99 0.772
• ES 0.23 0.57 0.50 0.95 0.62 0.96 0.53 0.80 0.52 0.92 0.45 1.00 0.56 0.96 0.59 0.97 0.46 1.00 0.496
• ET 0.46 0.86 0.50 0.95 0.09 0.92 0.24 0.87 0.02 0.92 0.18 1.00 0.28 0.96 0.01 0.98 0.18 0.99 0.218
• EC 0.25 0.41 0.61 0.85 0.70 0.86 0.55 0.73 0.53 0.80 0.69 0.98 0.54 0.73 0.62 0.92 0.68 0.99 0.574

Gemini Pro
• EP - 0.06 - 0.27 - 0.25 - 0.06 - 0.24 - 0.23 - 0.03 - 0.31 - 0.32 0.197
• ES 0.00 0.01 0.05 0.11 0.02 0.07 0.01 0.01 0.03 0.05 0.03 0.05 0.00 0.01 0.08 0.18 0.06 0.09 0.031
• ET 0.02 0.03 0.03 0.21 0.05 0.22 0.00 0.07 0.03 0.20 0.20 0.34 0.01 0.03 0.02 0.27 0.11 0.25 0.052
• EC 0.04 0.07 0.28 0.38 0.25 0.28 0.13 0.14 0.20 0.30 0.33 0.40 0.07 0.07 0.25 0.36 0.25 0.34 0.200

LLaMA-2-7B
• EP - 0.56 - 0.37 - 0.63 - 0.58 - 0.75 - 0.49 - 0.31 - 0.66 - 0.47 0.536
• ES 0.15 0.88 0.09 0.70 0.22 0.90 0.20 0.88 0.13 0.99 0.28 0.82 0.13 0.83 0.19 0.88 0.19 0.87 0.176
• ET 0.32 0.35 0.01 0.23 0.00 0.46 0.06 0.35 0.06 0.64 0.00 0.20 0.02 0.14 0.00 0.45 0.00 0.40 0.052
• EC 0.04 0.78 0.04 0.63 0.05 0.85 0.06 0.86 0.06 0.95 0.07 0.73 0.02 0.72 0.01 0.83 0.00 0.78 0.039

LLaMA-2-13B
• EP - 0.14 - 0.15 - 0.30 - 0.27 - 0.29 - 0.23 - 0.08 - 0.38 - 0.13 0.219
• ES 0.01 0.10 0.02 0.06 0.01 0.12 0.02 0.10 0.01 0.09 0.00 0.06 0.00 0.05 0.00 0.03 0.01 0.03 0.009
• ET 0.02 0.92 0.05 0.86 0.13 0.95 0.38 0.95 0.00 0.99 0.26 0.92 0.20 0.92 0.00 0.94 0.00 1.00 0.116
• EC 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.01 0.00 0.00 0.000

MetaMath-7B
• EP - 0.01 - 0.01 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 0.002
• ES 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• ET 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• EC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

MetaMath-13B
• EP - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 0.000
• ES 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• ET 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• EC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 16: Accuracy of different closed-source and open-source models on different error types of MathQA. We use
zero-shot prompts uniformly here. Different error types are replaced with the first two letters of their names, for
example, calculation error is represented by CA. For EP, the results of acc1 are presented; for ES, the results of
both acc2 and acc1 are showcased; for ET, the results of both acc3 and acc1 are displayed; for EC, the results of
both acc4 and acc1 are exhibited. And we calculate the average acci(i = 1, 2, 3, 4) as Avg for EP, ES, ET and EC.

GSM8K MathQA
EP ES ET EC Avg EP ES ET EC Avg Avg
acc1 acc2 acc1 acc3 acc1 acc4 acc1 acc acc1 acc1 acc2 acc1 acc3 acc1 acc4 acc1 acc acc1 acc acc1

MetaMath-7B 0.002 0.000 0.001 0.000 0.000 0.000 0.001 0.001 0.001 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.001
MetaMath-13B 0.000 0.000 0.002 0.000 0.000 0.000 0.001 0.000 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001

Avg 0.001 0.000 0.002 0.000 0.000 0.000 0.001 0.000 0.001 0.001 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.001

Table 17: Average accuracy of MetaMath models in different tasks on GSM8K and MathQA under zero-shot
prompts.

CA CO CV CS MS HA UC OP FC Avg
acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1 acc acc1

MetaMath-7B 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.003 0.001 0.003 0.000 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.001 0.001
MetaMath-13B 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.001 0.000 0.001

Avg 0.001 0.002 0.001 0.001 0.000 0.000 0.000 0.001 0.001 0.001 0.000 0.001 0.001 0.001 0.000 0.001 0.000 0.001 0.000 0.001

Table 18: Average accuracy of MetaMath models in different error types on GSM8K and MathQA under zero-shot
prompts.
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CA CO CV CS MS HA UC OP FC Avg
acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1 acci acc1

EP - 0.003 - 0.003 - 0.000 - 0.000 - 0.003 - 0.000 - 0.003 - 0.000 - 0.000 - 0.001
ES 0.000 0.005 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.003 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.002
ET 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
EC 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.001
Avg 0.001 0.002 0.001 0.001 0.000 0.000 0.000 0.001 0.001 0.001 0.000 0.001 0.001 0.000 0.000 0.001 0.000 0.001 0.000 0.001

Table 19: Average accuracy of MetaMath models on four tasks in different error types on GSM8K and MathQA
under zero-shot prompts.

CA CO CV CS MS HA UC OP FC
CA 147 19 12 14 1 5 13 35 2
CO 127 83 75 64 5 4 5 12 0
CV 182 9 43 41 5 6 38 48 12
CS 179 12 13 42 1 6 30 53 2
MS 167 16 37 38 8 3 45 48 8
HA 77 21 24 22 1 312 14 32 5
UC 67 5 8 10 0 0 128 7 0
OP 170 6 27 11 2 9 57 102 13
FC 152 1 5 8 3 0 27 89 103

Table 20: GPT-3.5 error type analysis on MathQA.

CA CO CV CS MS HA UC OP FC
CA 401 1 4 3 6 0 0 1 0
CO 256 234 22 62 8 0 0 18 0
CV 210 8 321 49 0 0 2 9 0
CS 379 5 23 160 0 0 3 14 0
MS 238 7 81 171 60 3 0 15 9
HA 16 1 11 1 0 571 0 0 0
UC 79 0 46 1 0 0 464 3 1
OP 336 3 23 25 0 13 5 179 9
FC 28 0 2 1 0 3 0 42 521

Table 21: GPT-4 error type analysis on GSM8K.

CA CO CV CS MS HA UC OP FC
CA 428 15 19 23 8 0 0 7 8
CO 248 167 83 46 4 2 0 21 10
CV 225 2 269 57 1 0 0 8 30
CS 437 1 18 66 6 0 0 13 19
MS 293 8 46 79 37 0 11 44 52
HA 19 2 16 9 0 553 0 0 1
UC 181 4 39 14 1 4 332 11 11
OP 234 6 15 13 1 1 11 252 63
FC 94 0 3 6 6 2 1 40 448

Table 22: GPT-4 error type analysis on MathQA.

CA CO CV CS MS HA UC OP FC
CA 242 25 7 16 8 1 0 2 0
CO 180 351 1 12 31 0 0 2 0
CV 366 53 80 47 3 1 18 7 5
CS 531 14 7 32 3 0 0 2 0
MS 319 23 60 123 19 0 2 16 6
HA 47 14 15 20 1 502 0 0 0
UC 101 0 0 1 6 0 471 13 0
OP 451 37 10 21 0 7 11 31 11
FC 134 0 8 3 15 0 0 20 420

Table 23: GLM-4 error type analysis on GSM8K.

CA CO CV CS MS HA UC OP FC
CA 241 12 11 31 9 0 32 3 12
CO 206 238 14 44 32 0 0 6 5
CV 356 10 98 46 5 1 6 8 24
CS 393 6 7 35 2 0 6 2 14
MS 290 10 25 76 13 0 30 23 48
HA 75 9 42 68 1 401 1 3 0
UC 203 2 9 19 3 0 315 1 6
OP 379 3 17 38 0 0 20 48 65
FC 160 0 1 16 7 4 17 9 384

Table 24: GLM-4 error type analysis on MathQA.

CA CO CV CS MS HA UC OP FC
CA 115 0 14 23 1 0 0 1 0
CO 134 6 33 45 3 0 0 0 0
CV 167 0 74 77 0 0 0 2 0
CS 205 0 22 75 0 0 2 1 1
MS 220 0 18 68 1 0 0 3 0
HA 42 0 91 127 13 198 0 0 1
UC 213 0 8 15 0 0 34 2 1
OP 336 0 10 41 0 0 0 21
FC 221 0 35 39 3 0 1 24 63

Table 25: Gemini Pro error type analysis on GSM8K.

CA CO CV CS MS HA UC OP FC
CA 80 0 21 17 0 0 0 0 1
CO 87 18 88 74 3 0 2 3 1
CV 140 0 87 43 5 0 1 1 3
CS 114 0 38 32 3 0 2 3 0
MS 178 0 31 27 3 0 4 7 3
HA 88 0 77 98 22 112 0 0 3
UC 122 1 20 22 0 0 7 3 0
OP 242 0 21 26 0 0 2 12 8
FC 108 0 35 44 9 1 2 14 94

Table 26: Gemini Pro error type analysis on MathQA.
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CA CO CV CS MS HA UC OP FC
CA 191 0 0 0 145 76 6 0 0
CO 166 0 0 0 119 66 0 0 0
CV 204 1 0 0 120 89 2 0 0
CS 198 0 1 0 140 82 2 0 0
MS 231 0 0 0 145 66 9 0 0
HA 160 1 0 2 158 112 8 0 0
UC 190 0 0 0 80 97 13 0 0
OP 212 3 0 1 130 87 5 2 0
FC 157 0 0 0 106 91 8 0 0

Table 27: LLaMA-2-7B error type analysis on GSM8K.

CA CO CV CS MS HA UC OP FC
CA 191 0 0 0 112 43 17 0 0
CO 163 4 0 0 82 41 1 0 0
CV 210 0 0 0 129 53 10 0 0
CS 181 0 1 1 122 57 11 0 0
MS 230 3 0 1 162 44 10 0 0
HA 153 0 0 3 90 102 11 0 0
UC 173 0 0 0 69 75 17 0 0
OP 188 0 0 3 135 49 8 1 0
FC 183 0 0 0 113 74 29 1 0

Table 28: LLaMA-2-7B error type analysis on MathQA.

CA CO CV CS MS HA UC OP FC
CA 14 2 16 194 32 100 1 0 19
CO 8 8 26 174 40 86 0 0 27
CV 22 2 13 185 35 113 0 1 18
CS 21 2 16 187 27 101 3 0 17
MS 17 2 10 177 38 123 1 0 13
HA 13 2 7 190 14 153 0 0 14
UC 30 1 7 147 23 84 30 1 26
OP 30 3 11 175 33 118 2 0 21
FC 29 1 14 150 30 91 6 0 42

Table 29: LLaMA-2-13B error type analysis on
GSM8K.

CA CO CV CS MS HA UC OP FC
CA 28 0 14 167 33 118 8 2 19
CO 23 25 38 149 43 80 0 0 10
CV 34 0 13 159 30 136 10 2 29
CS 29 2 13 177 37 123 6 2 27
MS 30 1 6 165 38 151 7 1 21
HA 27 0 10 185 20 134 3 0 25
UC 23 0 2 158 32 95 49 0 18
OP 48 0 8 156 28 145 6 0 27
FC 44 0 17 184 26 119 14 2 49

Table 30: LLaMA-2-13B error type analysis on
MathQA.

CA CO CV CS MS HA UC OP FC Avg
Normal

• GPT-3.5 0.72 0.71 0.77 0.84 0.71 0.82 0.71 0.79 0.77 0.759
• GPT-4 0.76 0.89 0.89 0.89 0.87 0.88 0.90 0.89 0.89 0.875
• GLM-4 0.63 0.80 0.83 0.83 0.76 0.84 0.80 0.81 0.85 0.795

• Gemini Pro 0.67 0.67 0.68 0.68 0.67 0.78 0.69 0.75 0.75 0.705
• LLaMA-2-7B 0.44 0.40 0.42 0.46 0.51 0.45 0.41 0.48 0.42 0.445
• LLaMA-2-13B 0.67 0.67 0.68 0.69 0.74 0.68 0.65 0.73 0.70 0.691
• MetaMath-7B 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.020
• MetaMath-13B 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.020

Simple
• GPT-3.5 0.69 0.70 0.71 0.71 0.72 0.68 0.68 0.74 0.71 0.705
• GPT-4 0.55 0.69 0.69 0.69 0.68 0.68 0.70 0.68 0.68 0.672
• GLM-4 0.70 0.81 0.87 0.90 0.83 0.88 0.82 0.94 0.94 0.854

• Gemini Pro 0.68 0.69 0.69 0.69 0.73 0.71 0.68 0.73 0.70 0.701
• LLaMA-2-7B 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.667
• LLaMA-2-13B 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.667
• MetaMath-7B 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.020
• MetaMath-13B 0.03 0.02 0.02 0.02 0.02 0.02 0.03 0.02 0.03 0.025

Misleading
• GPT-3.5 0.49 0.52 0.56 0.59 0.54 0.57 0.48 0.55 0.58 0.543
• GPT-4 0.67 0.84 0.83 0.83 0.81 0.78 0.84 0.83 0.84 0.805
• GLM-4 0.58 0.75 0.77 0.78 0.77 0.79 0.75 0.79 0.79 0.750

• Gemini Pro 0.63 0.66 0.74 0.75 0.77 0.84 0.69 0.82 0.76 0.740
• LLaMA-2-7B - - - - - - - - - -
• LLaMA-2-13B - - - - - - - - - -
• MetaMath-7B - - - - - - - - - -
• MetaMath-13B - - - - - - - - - -

Table 31: EP prompt robustness testing on GSM8K.
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CA CO CV CS MS HA UC OP FC Avg
Normal

• GPT-3.5 0.63 0.69 0.71 0.72 0.64 0.72 0.61 0.72 0.68 0.680
• GPT-4 0.64 0.73 0.78 0.73 0.73 0.77 0.79 0.73 0.77 0.741
• GLM-4 0.58 0.70 0.74 0.68 0.72 0.81 0.71 0.76 0.80 0.722

• Gemini Pro 0.67 0.75 0.74 0.68 0.73 0.72 0.68 0.75 0.75 0.718
• LLaMA-2-7B 0.69 0.65 0.76 0.73 0.77 0.68 0.63 0.74 0.70 0.705
• LLaMA-2-13B 0.63 0.62 0.68 0.68 0.67 0.66 0.61 0.71 0.68 0.658
• MetaMath-7B - - - - - - - - - -
• MetaMath-13B 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.020

Simple
• GPT-3.5 0.66 0.71 0.71 0.71 0.69 0.70 0.64 0.75 0.69 0.698
• GPT-4 0.48 0.56 0.56 0.56 0.51 0.56 0.59 0.59 0.59 0.555
• GLM-4 0.67 0.78 0.82 0.79 0.79 0.93 0.75 0.85 0.90 0.808

• Gemini Pro 0.68 0.72 0.72 0.68 0.70 0.68 0.68 0.73 0.75 0.703
• LLaMA-2-7B 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.667
• LLaMA-2-13B 0.65 0.65 0.65 0.65 0.65 0.65 0.65 0.65 0.65 0.649
• MetaMath-7B - - - - - - - - - -
• MetaMath-13B 0.08 0.08 0.08 0.08 0.08 0.07 0.08 0.08 0.09 0.079

Misleading
• GPT-3.5 0.57 0.67 0.64 0.62 0.62 0.68 0.54 0.62 0.62 0.621
• GPT-4 0.64 0.71 0.70 0.67 0.77 0.75 0.72 0.74 0.72 0.713
• GLM-4 0.55 0.67 0.67 0.65 0.67 0.75 0.67 0.71 0.75 0.678

• Gemini Pro 0.65 0.74 0.78 0.69 0.75 0.86 0.68 0.83 0.79 0.752
• LLaMA-2-7B 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.113
• LLaMA-2-13B 0.10 0.08 0.10 0.11 0.11 0.09 0.11 0.10 0.09 0.099
• MetaMath-7B - - - - - - - - - -
• MetaMath-13B - - - - - - - - - -

Table 32: EP prompt robustness testing on MathQA.
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CA CO CV CS MS HA UC OP FC Avg
acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2

Few-shot
• GPT-3.5 0.06 0.28 0.10 0.21 0.22 0.51 0.45 0.78 0.12 0.30 0.13 0.37 0.23 0.57 0.22 0.58 0.25 0.53 0.198
• GPT-4 0.59 0.75 0.89 1.00 0.95 1.00 0.89 0.97 0.76 0.96 0.73 0.96 0.96 0.99 0.93 0.99 0.87 0.99 0.841
• GLM-4 0.24 0.68 0.47 0.97 0.80 0.99 0.73 0.99 0.72 0.97 0.60 0.99 0.71 0.99 0.71 0.99 0.71 1.00 0.632

• Gemini Pro 0.00 0.01 0.05 0.09 0.04 0.06 0.01 0.04 0.01 0.06 0.04 0.09 0.08 0.12 0.13 0.25 0.11 0.17 0.052
• LLaMA-2-7B 0.20 0.69 0.08 0.56 0.03 0.71 0.29 0.75 0.06 0.76 0.10 0.68 0.10 0.70 0.07 0.82 0.05 0.69 0.109
• LLaMA-2-13B 0.01 0.01 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.01 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.003
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Zero-shot
• GPT-3.5 0.07 0.41 0.09 0.46 0.07 0.64 0.32 0.78 0.18 0.63 0.17 0.60 0.11 0.44 0.18 0.74 0.13 0.68 0.147
• GPT-4 0.55 0.66 0.92 0.99 0.95 1.00 0.88 0.97 0.72 0.97 0.78 0.95 0.94 0.99 0.93 0.99 0.92 0.99 0.843
• GLM-4 0.23 0.47 0.50 0.50 0.69 0.97 0.70 0.99 0.69 0.98 0.68 0.68 0.69 0.97 0.75 0.98 0.83 0.83 0.640

• Gemini Pro 0.10 0.22 0.24 0.37 0.49 0.66 0.32 0.62 0.44 0.59 0.67 0.85 0.15 0.36 0.49 0.69 0.33 0.51 0.359
• LLaMA-2-7B 0.30 0.94 0.15 0.91 0.09 0.93 0.29 0.92 0.09 0.97 0.38 0.97 0.17 0.90 0.13 0.94 0.06 0.75 0.184
• LLaMA-2-13B 0.01 0.02 0.03 0.06 0.00 0.02 0.00 0.02 0.01 0.06 0.00 0.00 0.01 0.02 0.00 0.04 0.00 0.00 0.007
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Zero-shot-type
• GPT-3.5 0.07 0.41 0.19 0.55 0.14 0.69 0.51 0.73 0.21 0.83 0.60 0.96 0.43 0.82 0.20 0.74 0.30 0.83 0.294
• GPT-4 0.60 0.70 0.93 1.00 0.96 1.00 0.91 0.97 0.75 0.98 0.89 1.00 0.95 0.99 0.95 0.98 0.96 0.99 0.878
• GLM-4 0.38 0.72 0.74 1.00 0.95 0.99 0.77 0.99 0.71 1.00 0.83 1.00 0.74 1.00 0.72 0.99 0.86 1.00 0.744

• Gemini Pro 0.27 0.63 0.56 0.77 0.69 0.87 0.34 0.78 0.60 0.81 0.76 1.00 0.58 0.86 0.62 0.92 0.68 0.89 0.567
• LLaMA-2-7B 0.32 1.00 0.21 1.00 0.11 1.00 0.28 1.00 0.06 0.98 0.37 1.00 0.16 1.00 0.17 1.00 0.20 1.00 0.209
• LLaMA-2-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.09 0.00 0.02 0.00 0.01 0.00 0.01 0.00 0.00 0.002
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Few-shot-type
• GPT-3.5 0.07 0.29 0.03 0.46 0.42 0.58 0.46 0.76 0.17 0.37 0.55 0.85 0.59 0.81 0.20 0.53 0.68 0.82 0.352
• GPT-4 0.66 0.78 0.96 1.00 0.96 1.00 0.90 0.97 0.75 0.97 0.80 1.00 0.97 0.99 0.96 0.99 0.97 0.99 0.881
• GLM-4 0.36 0.72 0.48 0.97 0.85 0.99 0.70 0.99 0.76 1.00 0.74 1.00 0.80 1.00 0.69 0.99 0.82 1.00 0.689

• Gemini Pro 0.00 0.02 0.03 0.09 0.05 0.07 0.04 0.06 0.03 0.07 0.23 0.58 0.15 0.20 0.12 0.27 0.36 0.53 0.112
• LLaMA-2-7B 0.12 0.46 0.07 0.44 0.09 0.59 0.13 0.40 0.06 0.67 0.10 0.74 0.12 0.67 0.04 0.45 0.12 0.68 0.094
• LLaMA-2-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.01 0.04 0.28 0.004
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 33: ES prompt robustness testing on GSM8K.
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CA CO CV CS MS HA UC OP FC Avg
acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2 acc1 acc2

Few-shot
• GPT-3.5 0.07 0.34 0.09 0.56 0.26 0.67 0.19 0.56 0.20 0.50 0.20 0.56 0.07 0.31 0.21 0.61 0.12 0.58 0.157
• GPT-4 0.52 0.84 0.71 0.92 0.79 0.99 0.68 0.96 0.58 0.96 0.64 0.99 0.82 0.99 0.79 1.00 0.69 1.00 0.691
• GLM-4 0.23 0.57 0.50 0.95 0.62 0.96 0.53 0.80 0.52 0.92 0.45 1.00 0.56 0.96 0.59 0.97 0.46 1.00 0.496

• Gemini Pro 0.00 0.01 0.05 0.11 0.02 0.07 0.01 0.01 0.03 0.05 0.03 0.05 0.00 0.01 0.08 0.18 0.06 0.09 0.031
• LLaMA-2-7B 0.18 0.71 0.06 0.39 0.08 0.73 0.18 0.63 0.09 0.73 0.23 0.83 0.13 0.61 0.09 0.73 0.16 0.63 0.133
• LLaMA-2-13B 0.01 0.04 0.00 0.00 0.00 0.06 0.01 0.05 0.00 0.03 0.00 0.01 0.00 0.01 0.01 0.06 0.00 0.03 0.003
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Zero-shot
• GPT-3.5 0.09 0.44 0.18 0.68 0.10 0.72 0.35 0.71 0.18 0.68 0.24 0.78 0.11 0.35 0.15 0.70 0.16 0.72 0.173
• GPT-4 0.56 0.81 0.71 0.95 0.82 0.99 0.69 0.94 0.59 0.94 0.67 0.98 0.86 0.99 0.79 0.99 0.74 1.00 0.714
• GLM-4 0.29 0.59 0.63 0.94 0.65 0.95 0.49 0.80 0.51 0.88 0.61 1.00 0.60 0.91 0.70 0.96 0.48 1.00 0.551

• Gemini Pro 0.08 0.17 0.31 0.45 0.25 0.46 0.14 0.27 0.29 0.41 0.42 0.67 0.11 0.18 0.29 0.45 0.26 0.44 0.239
• LLaMA-2-7B 0.15 0.88 0.09 0.70 0.22 0.90 0.20 0.88 0.13 0.99 0.28 0.82 0.13 0.83 0.19 0.88 0.19 0.87 0.176
• LLaMA-2-13B 0.01 0.10 0.02 0.06 0.01 0.12 0.02 0.10 0.01 0.09 0.00 0.06 0.00 0.05 0.00 0.03 0.01 0.03 0.009
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Zero-shot-type
• GPT-3.5 0.15 0.45 0.21 0.69 0.18 0.68 0.32 0.64 0.21 0.75 0.50 0.94 0.20 0.60 0.19 0.71 0.27 0.76 0.248
• GPT-4 0.54 0.89 0.70 0.94 0.83 0.98 0.71 0.93 0.62 0.95 0.82 1.00 0.83 0.99 0.78 1.00 0.82 1.00 0.739
• GLM-4 0.36 0.80 0.65 0.98 0.68 0.97 0.51 0.81 0.54 0.93 0.75 1.00 0.75 0.97 0.71 0.98 0.48 1.00 0.603

• Gemini Pro 0.20 0.46 0.46 0.50 0.40 0.68 0.14 0.43 0.41 0.69 0.64 1.00 0.32 0.63 0.51 0.75 0.47 0.73 0.394
• LLaMA-2-7B 0.18 1.00 0.17 0.99 0.20 1.00 0.15 0.97 0.14 0.98 0.30 1.00 0.22 1.00 0.19 0.97 0.22 1.00 0.197
• LLaMA-2-13B 0.00 0.01 0.01 0.07 0.00 0.00 0.00 0.00 0.02 0.23 0.00 0.02 0.00 0.04 0.00 0.00 0.01 0.01 0.004
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Few-shot-type
• GPT-3.5 0.13 0.38 0.13 0.69 0.33 0.70 0.31 0.62 0.27 0.52 0.46 0.90 0.45 0.71 0.25 0.59 0.41 0.75 0.304
• GPT-4 0.56 0.88 0.75 0.99 0.82 0.99 0.70 0.96 0.63 0.96 0.77 1.00 0.85 0.99 0.79 1.00 0.78 1.00 0.739
• GLM-4 0.40 0.85 0.56 0.99 0.63 0.97 0.55 0.83 0.57 0.94 0.66 1.00 0.71 1.00 0.62 0.97 0.53 1.00 0.581

• Gemini Pro 0.00 0.01 0.14 0.21 0.03 0.09 0.01 0.01 0.06 0.09 0.23 0.42 0.05 0.08 0.07 0.19 0.18 0.34 0.086
• LLaMA-2-7B 0.11 0.43 0.01 0.31 0.17 0.59 0.06 0.20 0.08 0.48 0.17 0.79 0.09 0.45 0.06 0.34 0.33 0.82 0.120
• LLaMA-2-13B 0.01 0.02 0.00 0.00 0.01 0.02 0.00 0.04 0.00 0.04 0.02 0.14 0.00 0.00 0.02 0.07 0.09 0.36 0.017
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 34: ES prompt robustness testing on MathQA.
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CA CO CV CS MS HA UC OP FC Avg
acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3

Zero-shot
• GPT-3.5 0.21 0.45 0.39 0.63 0.16 0.70 0.13 0.87 0.01 0.75 0.29 0.88 0.61 0.77 0.01 0.75 0.09 0.83 0.211
• GPT-4 0.62 0.65 0.35 1.00 0.63 1.00 0.36 0.97 0.01 0.97 0.93 1.00 0.62 0.99 0.28 0.99 0.84 0.99 0.516
• GLM-4 0.45 0.56 0.60 0.97 0.05 0.98 0.05 0.99 0.03 0.99 0.81 1.00 0.68 1.00 0.02 0.98 0.45 1.00 0.349

• Gemini Pro 0.30 0.39 0.00 0.48 0.17 0.73 0.10 0.73 0.02 0.70 0.32 0.95 0.01 0.63 0.01 0.82 0.04 0.83 0.108
• LLaMA-2-7B 0.38 0.40 0.00 0.19 0.00 0.40 0.00 0.47 0.02 0.60 0.00 0.42 0.03 0.21 0.00 0.53 0.00 0.34 0.048
• LLaMA-2-13B 0.01 0.82 0.01 0.86 0.12 0.91 0.49 0.86 0.01 0.85 0.38 0.90 0.12 0.78 0.00 0.88 0.00 0.73 0.127
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Few-shot
• GPT-3.5 0.13 0.20 0.08 0.20 0.05 0.33 0.14 0.64 0.01 0.31 0.52 0.70 0.29 0.40 0.05 0.51 0.27 0.59 0.171
• GPT-4 0.73 0.76 0.51 1.00 0.57 1.00 0.18 0.97 0.17 0.99 0.96 1.00 0.94 0.99 0.26 0.99 0.87 1.00 0.577
• GLM-4 0.40 0.49 0.63 0.96 0.17 0.97 0.06 0.98 0.03 0.96 0.82 1.00 0.81 0.98 0.03 0.97 0.73 1.00 0.409

• Gemini Pro 0.07 0.07 0.01 0.14 0.06 0.31 0.01 0.23 0.02 0.25 0.47 0.69 0.06 0.19 0.05 0.50 0.06 0.43 0.090
• LLaMA-2-7B 0.28 0.90 0.00 0.87 0.00 0.89 0.00 0.87 0.01 0.88 0.39 0.94 0.00 0.87 0.00 0.90 0.00 0.83 0.076
• LLaMA-2-13B 0.01 0.55 0.00 0.63 0.00 0.64 0.00 0.56 0.00 0.68 0.01 0.65 0.01 0.54 0.00 0.66 0.00 0.58 0.003
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Zero-shot-random

• GPT-3.5 0.42 0.67 0.13 0.70 0.01 0.86 0.33 0.89 0.01 0.86 0.54 0.97 0.59 0.76 0.06 0.82 0.21 0.88 0.256
• GPT-4 0.65 0.67 0.34 1.00 0.41 1.00 0.31 0.97 0.01 0.97 0.91 1.00 0.64 0.90 0.20 0.99 0.88 0.99 0.483
• GLM-4 0.43 0.55 0.44 0.97 0.08 0.98 0.06 0.99 0.07 0.98 0.84 1.00 0.78 1.00 0.06 0.98 0.67 1.00 0.381

• Gemini Pro 0.32 0.41 0.01 0.61 0.04 0.75 0.22 0.78 0.02 0.79 0.35 0.96 0.06 0.74 0.00 0.86 0.08 0.87 0.122
• LLaMA-2-7B 0.18 0.65 0.00 0.53 0.00 0.63 0.00 0.69 0.51 0.80 0.01 0.97 0.03 0.48 0.00 0.77 0.00 0.45 0.081
• LLaMA-2-13B 0.00 0.90 0.01 0.82 0.00 0.91 0.51 0.89 0.37 0.92 0.21 0.95 0.12 0.81 0.00 0.90 0.00 0.78 0.136
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Zero-shot-reverse

• GPT-3.5 0.32 0.64 0.33 0.74 0.22 0.83 0.09 0.91 0.02 0.87 0.79 0.99 0.53 0.76 0.14 0.80 0.09 0.89 0.281
• GPT-4 0.61 0.64 0.30 1.00 0.49 1.00 0.49 0.97 0.08 0.97 0.99 1.00 0.58 0.99 0.41 0.99 0.89 0.99 0.538
• GLM-4 0.41 0.53 0.58 0.97 0.16 0.98 0.06 0.99 0.05 0.98 0.89 1.00 0.78 1.00 0.10 0.98 0.67 1.00 0.411

• Gemini Pro 0.36 0.52 0.01 0.66 0.28 0.81 0.20 0.81 0.09 0.83 0.13 0.98 0.09 0.77 0.05 0.89 0.11 0.87 0.147
• LLaMA-2-7B 0.61 0.90 0.00 0.81 0.00 0.89 0.00 0.90 0.20 0.98 0.00 0.69 0.06 0.79 0.00 0.91 0.00 0.61 0.097
• LLaMA-2-13B 0.03 0.87 0.01 0.81 0.00 0.88 0.00 0.83 0.01 0.91 0.89 0.90 0.05 0.72 0.00 0.92 0.02 0.83 0.112
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Few-shot-random

• GPT-3.5 0.02 0.15 0.11 0.24 0.16 0.47 0.25 0.69 0.01 0.35 0.74 0.83 0.35 0.47 0.01 0.54 0.42 0.60 0.230
• GPT-4 0.69 0.71 0.39 1.00 0.52 1.00 0.15 0.98 0.22 1.00 0.94 1.00 0.93 0.99 0.25 0.98 0.88 1.00 0.552
• GLM-4 0.36 0.45 0.62 0.96 0.12 0.95 0.06 0.97 0.07 0.88 0.84 1.00 0.85 0.97 0.06 0.94 0.85 1.00 0.426

• Gemini Pro 0.04 0.07 0.02 0.16 0.02 0.28 0.17 0.23 0.01 0.24 0.28 0.54 0.06 0.19 0.02 0.48 0.18 0.40 0.089
• LLaMA-2-7B 0.00 0.81 0.00 0.68 0.00 0.78 0.00 0.76 0.67 0.84 0.20 0.85 0.00 0.73 0.00 0.78 0.00 0.79 0.097
• LLaMA-2-13B 0.00 0.56 0.01 0.56 0.00 0.54 0.00 0.55 0.00 0.65 0.04 0.60 0.00 0.47 0.00 0.68 0.39 0.54 0.049
• MetaMath-7B 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Few-shot-reverse

• GPT-3.5 0.09 0.13 0.04 0.19 0.08 0.41 0.02 0.61 0.04 0.34 0.70 0.73 0.25 0.43 0.04 0.50 0.41 0.58 0.186
• GPT-4 0.71 0.73 0.45 1.00 0.55 0.99 0.11 0.98 0.20 0.96 0.98 1.00 0.93 0.99 0.39 0.99 0.85 1.00 0.574
• GLM-4 0.36 0.43 0.64 0.94 0.19 0.94 0.01 0.97 0.05 0.89 0.82 0.99 0.81 0.97 0.04 0.94 0.83 1.00 0.417

• Gemini Pro 0.06 0.08 0.01 0.16 0.15 0.32 0.05 0.28 0.03 0.29 0.41 0.60 0.06 0.21 0.08 0.53 0.15 0.46 0.111
• LLaMA-2-7B 0.39 0.75 0.00 0.76 0.00 0.76 0.00 0.73 0.03 0.62 0.50 0.85 0.01 0.82 0.00 0.76 0.00 0.67 0.103
• LLaMA-2-13B 0.09 0.97 0.04 0.92 0.00 0.96 0.85 0.97 0.01 0.98 0.00 1.00 0.00 0.87 0.00 0.97 0.00 0.97 0.110
• MetaMath-7B 0.00 0.00 0.00 0.02 0.00 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 35: ET prompt robustness testing on GSM8K.
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CA CO CV CS MS HA UC OP FC Avg
acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3 acc1 acc3

Zero-shot
• GPT-3.5 0.27 0.47 0.30 0.72 0.12 0.70 0.10 0.65 0.03 0.73 0.30 0.90 0.25 0.43 0.12 0.74 0.07 0.74 0.173
• GPT-4 0.70 0.82 0.30 0.97 0.56 0.98 0.27 0.92 0.08 0.94 0.85 1.00 0.46 0.99 0.43 0.99 0.68 1.00 0.481
• GLM-4 0.45 0.67 0.40 0.97 0.12 0.96 0.07 0.79 0.04 0.88 0.73 1.00 0.52 0.95 0.06 0.97 0.55 1.00 0.327

• Gemini Pro 0.24 0.31 0.03 0.64 0.17 0.66 0.03 0.51 0.04 0.56 0.18 0.89 0.01 0.49 0.01 0.70 0.15 0.67 0.096
• LLaMA-2-7B 0.32 0.35 0.01 0.23 0.00 0.46 0.06 0.35 0.06 0.64 0.00 0.20 0.02 0.14 0.00 0.45 0.00 0.40 0.052
• LLaMA-2-13B 0.02 0.92 0.05 0.86 0.13 0.95 0.38 0.95 0.00 0.99 0.26 0.92 0.20 0.92 0.00 0.94 0.00 1.00 0.116
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Few-shot
• GPT-3.5 0.20 0.28 0.15 0.46 0.04 0.59 0.05 0.45 0.03 0.50 0.36 0.68 0.08 0.20 0.11 0.55 0.14 0.45 0.129
• GPT-4 0.69 0.89 0.31 0.97 0.55 1.00 0.11 0.96 0.12 0.96 0.95 1.00 0.73 1.00 0.50 1.00 0.72 1.00 0.520
• GLM-4 0.46 0.86 0.50 0.95 0.09 0.92 0.24 0.87 0.02 0.92 0.18 1.00 0.28 0.96 0.01 0.98 0.18 0.99 0.218

• Gemini Pro 0.02 0.03 0.03 0.21 0.05 0.22 0.00 0.07 0.03 0.20 0.20 0.34 0.01 0.03 0.02 0.27 0.11 0.25 0.052
• LLaMA-2-7B 0.33 0.81 0.00 0.68 0.00 0.89 0.08 0.86 0.06 0.94 0.47 0.87 0.00 0.84 0.00 0.82 0.00 0.93 0.104
• LLaMA-2-13B 0.07 0.60 0.01 0.37 0.00 0.65 0.02 0.74 0.01 0.71 0.04 0.63 0.00 0.41 0.00 0.74 0.00 0.69 0.017
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Zero-shot-random

• GPT-3.5 0.32 0.59 0.05 0.82 0.04 0.77 0.18 0.74 0.02 0.77 0.51 0.95 0.35 0.57 0.20 0.77 0.17 0.84 0.204
• GPT-4 0.72 0.80 0.28 0.96 0.28 0.99 0.19 0.91 0.13 0.94 0.89 1.00 0.44 0.99 0.27 0.99 0.79 1.00 0.443
• GLM-4 0.42 0.59 0.34 0.97 0.06 0.96 0.08 0.79 0.06 0.88 0.76 1.00 0.56 0.95 0.11 0.97 0.79 1.00 0.353

• Gemini Pro 0.25 0.38 0.03 0.66 0.13 0.69 0.20 0.52 0.02 0.65 0.21 0.94 0.01 0.54 0.00 0.76 0.17 0.70 0.113
• LLaMA-2-7B 0.18 0.55 0.01 0.34 0.00 0.57 0.03 0.55 0.46 0.69 0.00 0.43 0.05 0.31 0.01 0.57 0.00 0.49 0.082
• LLaMA-2-13B 0.02 0.91 0.06 0.86 0.00 0.93 0.42 0.95 0.34 1.00 0.14 0.91 0.21 0.94 0.00 0.94 0.01 0.97 0.133
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.000
Zero-shot-reverse

• GPT-3.5 0.27 0.52 0.11 0.84 0.07 0.73 0.09 0.72 0.04 0.75 0.68 0.95 0.33 0.53 0.39 0.78 0.07 0.80 0.228
• GPT-4 0.68 0.80 0.24 0.96 0.36 0.98 0.24 0.92 0.10 0.94 0.95 1.00 0.33 0.99 0.50 0.99 0.84 1.00 0.471
• GLM-4 0.35 0.54 0.35 0.95 0.21 0.97 0.05 0.77 0.07 0.88 0.80 1.00 0.54 0.95 0.16 0.97 0.71 1.00 0.360

• Gemini Pro 0.23 0.43 0.03 0.69 0.37 0.71 0.08 0.65 0.03 0.67 0.15 0.96 0.03 0.57 0.05 0.75 0.22 0.72 0.132
• LLaMA-2-7B 0.55 0.76 0.02 0.56 0.00 0.80 0.06 0.70 0.39 0.93 0.00 0.73 0.07 0.59 0.00 0.83 0.00 0.70 0.121
• LLaMA-2-13B 0.08 0.89 0.11 0.86 0.00 0.92 0.01 0.94 0.03 0.97 0.83 0.86 0.08 0.84 0.00 0.93 0.00 0.99 0.127
• MetaMath-7B 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Few-shot-random

• GPT-3.5 0.18 0.33 0.11 0.47 0.11 0.54 0.15 0.40 0.02 0.47 0.61 0.81 0.14 0.27 0.13 0.46 0.34 0.58 0.199
• GPT-4 0.75 0.89 0.25 0.97 0.45 0.97 0.11 0.94 0.17 0.95 0.94 1.00 0.69 1.00 0.35 0.99 0.75 1.00 0.496
• GLM-4 0.37 0.49 0.41 0.81 0.25 0.89 0.06 0.73 0.04 0.81 0.75 1.00 0.66 0.91 0.11 0.91 0.82 0.99 0.386

• Gemini Pro 0.02 0.04 0.03 0.27 0.04 0.26 0.04 0.08 0.01 0.21 0.15 0.44 0.01 0.06 0.01 0.29 0.13 0.35 0.049
• LLaMA-2-7B 0.00 0.72 0.00 0.68 0.00 0.85 0.00 0.74 0.03 0.66 0.37 0.78 0.01 0.79 0.00 0.80 0.00 0.88 0.046
• LLaMA-2-13B 0.00 0.44 0.01 0.35 0.00 0.58 0.00 0.59 0.01 0.60 0.07 0.53 0.00 0.40 0.00 0.69 0.43 0.61 0.058
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Few-shot-reverse

• GPT-3.5 0.23 0.29 0.11 0.45 0.05 0.51 0.04 0.42 0.06 0.48 0.66 0.79 0.13 0.25 0.06 0.56 0.24 0.48 0.176
• GPT-4 0.74 0.88 0.30 0.98 0.49 1.00 0.14 0.95 0.15 0.97 0.95 1.00 0.67 1.00 0.47 1.00 0.70 1.00 0.512
• GLM-4 0.36 0.46 0.42 0.80 0.25 0.88 0.03 0.70 0.07 0.78 0.79 1.00 0.59 0.86 0.03 0.90 0.79 1.00 0.370

• Gemini Pro 0.04 0.05 0.03 0.29 0.11 0.26 0.00 0.09 0.02 0.24 0.21 0.43 0.00 0.06 0.03 0.34 0.16 0.38 0.067
• LLaMA-2-7B 0.48 0.67 0.01 0.67 0.00 0.70 0.04 0.55 0.66 0.88 0.18 0.82 0.01 0.72 0.00 0.67 0.00 0.75 0.153
• LLaMA-2-13B 0.09 0.90 0.01 0.93 0.00 0.94 0.76 0.96 0.00 0.98 0.00 0.98 0.00 0.91 0.00 0.97 0.00 0.92 0.096
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 36: ET prompt robustness testing on MathQA.
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CA CO CV CS MS HA UC OP FC Avg
acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4

Zero-shot
• GPT-3.5 0.17 0.20 0.14 0.16 0.39 0.43 0.59 0.65 0.17 0.27 0.16 0.33 0.30 0.36 0.36 0.48 0.38 0.40 0.296
• GPT-4 0.66 0.68 0.97 1.00 0.94 0.99 0.95 0.97 0.87 0.95 0.89 0.97 0.93 0.99 0.95 0.98 0.95 0.99 0.901
• GLM-4 0.53 0.55 0.89 0.97 0.93 0.97 0.93 0.98 0.86 0.98 0.78 0.99 0.94 0.99 0.90 0.98 0.92 1.00 0.853

• Gemini Pro 0.01 0.01 0.08 0.09 0.08 0.08 0.06 0.07 0.07 0.09 0.12 0.14 0.17 0.17 0.23 0.26 0.23 0.23 0.117
• LLaMA-2-7B 0.15 0.91 0.02 0.86 0.08 0.90 0.11 0.91 0.08 0.97 0.09 0.94 0.05 0.76 0.01 0.91 0.01 0.68 0.067
• LLaMA-2-13B 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.02 0.00 0.00 0.00 0.02 0.00 0.00 0.000
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.000

Few-shot
• GPT-3.5 0.13 0.23 0.16 0.34 0.16 0.39 0.32 0.51 0.14 0.27 0.09 0.30 0.09 0.21 0.19 0.34 0.24 0.47 0.169
• GPT-4 0.58 0.59 0.94 1.00 0.96 0.99 0.94 0.97 0.85 0.92 0.86 0.93 0.93 0.99 0.95 0.98 0.94 0.99 0.883
• GLM-4 0.37 0.38 0.89 0.89 0.90 0.96 0.88 0.96 0.81 0.92 0.86 0.96 0.77 0.90 0.87 0.96 0.89 1.00 0.804

• Gemini Pro 0.06 0.06 0.11 0.11 0.30 0.30 0.22 0.22 0.20 0.27 0.45 0.60 0.20 0.22 0.36 0.39 0.33 0.34 0.248
• LLaMA-2-7B 0.06 0.90 0.06 0.65 0.04 0.96 0.10 0.88 0.03 0.95 0.04 0.83 0.14 0.82 0.04 0.96 0.08 0.75 0.066
• LLaMA-2-13B 0.00 0.03 0.03 0.12 0.00 0.05 0.02 0.03 0.00 0.02 0.00 0.02 0.00 0.03 0.00 0.04 0.00 0.00 0.006
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Zero-shot-type
• GPT-3.5 0.42 0.64 0.54 0.77 0.44 0.91 0.63 0.89 0.19 0.73 0.40 0.98 0.58 0.86 0.52 0.91 0.57 0.94 0.477
• GPT-4 0.65 0.67 0.97 1.00 0.97 1.00 0.95 0.97 0.90 0.96 0.99 1.00 0.95 0.99 0.95 0.98 0.97 0.99 0.922
• GLM-4 0.78 0.82 0.97 1.00 0.94 0.99 0.95 0.99 0.86 0.98 0.94 1.00 0.94 1.00 0.91 0.99 0.92 1.00 0.912

• Gemini Pro 0.85 0.95 0.86 0.96 0.94 1.00 0.87 0.96 0.66 0.97 0.89 1.00 0.81 0.95 0.85 0.99 0.87 0.98 0.844
• LLaMA-2-7B 0.15 0.98 0.01 0.91 0.08 0.90 0.11 0.90 0.09 0.98 0.10 0.98 0.08 0.92 0.01 0.93 0.01 0.69 0.071
• LLaMA-2-13B 0.00 0.01 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.03 0.00 0.03 0.00 0.09 0.00 0.04 0.00 0.00 0.000
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Few-shot-type
• GPT-3.5 0.43 0.50 0.55 0.58 0.60 0.71 0.77 0.84 0.34 0.65 0.61 0.97 0.69 0.78 0.66 0.77 0.70 0.85 0.594
• GPT-4 0.77 0.80 0.99 1.00 0.96 1.00 0.95 0.97 0.87 0.96 0.96 1.00 0.95 0.99 0.96 0.99 0.95 1.00 0.929
• GLM-4 0.90 0.93 0.98 1.00 0.94 0.99 0.95 0.99 0.90 1.00 0.96 1.00 0.97 1.00 0.94 0.99 0.89 1.00 0.937

• Gemini Pro 0.02 0.04 0.10 0.10 0.20 0.22 0.17 0.18 0.13 0.17 0.67 0.77 0.30 0.32 0.38 0.41 0.58 0.59 0.283
• LLaMA-2-7B 0.06 0.74 0.06 0.61 0.04 0.64 0.08 0.74 0.04 0.94 0.03 0.63 0.08 0.59 0.04 0.77 0.02 0.70 0.050
• LLaMA-2-13B 0.01 0.04 0.01 0.07 0.00 0.04 0.02 0.04 0.00 0.03 0.03 0.08 0.00 0.02 0.00 0.07 0.02 0.55 0.010
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 37: EC prompt robustness testing on GSM8K.
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CA CO CV CS MS HA UC OP FC Avg
acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4

Zero-shot
• GPT-3.5 0.15 0.20 0.33 0.45 0.40 0.50 0.34 0.41 0.25 0.39 0.20 0.44 0.14 0.17 0.34 0.47 0.32 0.42 0.274
• GPT-4 0.71 0.80 0.80 0.89 0.83 0.98 0.81 0.92 0.81 0.95 0.92 0.99 0.89 0.99 0.84 0.99 0.90 1.00 0.834
• GLM-4 0.48 0.71 0.69 0.95 0.79 0.94 0.71 0.83 0.58 0.90 0.79 1.00 0.74 0.95 0.67 0.96 0.78 1.00 0.692

• Gemini Pro 0.00 0.01 0.13 0.18 0.10 0.10 0.01 0.02 0.06 0.09 0.09 0.10 0.05 0.07 0.13 0.18 0.17 0.22 0.082
• LLaMA-2-7B 0.04 0.78 0.04 0.63 0.05 0.85 0.06 0.86 0.06 0.95 0.07 0.73 0.02 0.72 0.01 0.83 0.00 0.78 0.039
• LLaMA-2-13B 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.01 0.00 0.00 0.000
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Few-shot
• GPT-3.5 0.07 0.16 0.19 0.34 0.18 0.32 0.16 0.27 0.12 0.29 0.13 0.37 0.02 0.10 0.18 0.46 0.22 0.41 0.141
• GPT-4 0.57 0.65 0.78 0.87 0.85 0.97 0.76 0.85 0.76 0.89 0.89 0.98 0.88 0.98 0.89 0.99 0.91 1.00 0.810
• GLM-4 0.25 0.41 0.61 0.85 0.70 0.86 0.55 0.73 0.53 0.80 0.69 0.98 0.54 0.73 0.62 0.92 0.68 0.99 0.574

• Gemini Pro 0.04 0.07 0.28 0.38 0.25 0.28 0.13 0.14 0.20 0.30 0.33 0.40 0.07 0.07 0.25 0.36 0.25 0.34 0.200
• LLaMA-2-7B 0.10 0.86 0.04 0.52 0.10 0.89 0.05 0.86 0.05 0.89 0.08 0.88 0.12 0.72 0.02 0.82 0.01 0.89 0.063
• LLaMA-2-13B 0.04 0.16 0.00 0.07 0.00 0.17 0.02 0.10 0.04 0.15 0.01 0.05 0.03 0.15 0.01 0.16 0.01 0.05 0.018
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
Zero-shot-type
• GPT-3.5 0.34 0.69 0.47 0.93 0.39 0.86 0.43 0.83 0.20 0.74 0.36 0.98 0.48 0.81 0.42 0.87 0.53 0.90 0.402
• GPT-4 0.77 0.85 0.82 0.94 0.89 0.98 0.81 0.93 0.74 0.92 0.95 1.00 0.87 0.99 0.91 1.00 0.86 1.00 0.847
• GLM-4 0.64 0.89 0.72 0.98 0.78 0.98 0.62 0.83 0.56 0.93 0.77 1.00 0.73 0.98 0.66 0.99 0.77 1.00 0.694

• Gemini Pro 0.66 0.89 0.65 0.92 0.80 0.95 0.61 0.82 0.47 0.89 0.87 0.99 0.68 0.94 0.70 0.91 0.68 0.95 0.680
• LLaMA-2-7B 0.06 0.81 0.04 0.59 0.07 0.85 0.04 0.82 0.06 0.98 0.05 0.80 0.02 0.79 0.01 0.82 0.02 0.66 0.041
• LLaMA-2-13B 0.00 0.02 0.00 0.02 0.00 0.02 0.00 0.01 0.00 0.01 0.00 0.07 0.00 0.02 0.00 0.01 0.00 0.00 0.000
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Few-shot-type
• GPT-3.5 0.43 0.61 0.63 0.83 0.60 0.75 0.64 0.78 0.41 0.75 0.65 0.96 0.55 0.67 0.60 0.85 0.64 0.85 0.572
• GPT-4 0.86 0.92 0.87 0.98 0.89 1.00 0.87 0.94 0.79 0.97 0.93 0.99 0.88 0.99 0.92 1.00 0.86 1.00 0.874
• GLM-4 0.74 0.94 0.78 0.98 0.78 0.99 0.73 0.87 0.59 0.94 0.84 1.00 0.82 1.00 0.71 0.97 0.78 1.00 0.752

• Gemini Pro 0.01 0.02 0.17 0.22 0.16 0.19 0.05 0.07 0.11 0.19 0.57 0.69 0.14 0.15 0.17 0.24 0.29 0.44 0.186
• LLaMA-2-7B 0.11 0.80 0.03 0.39 0.07 0.68 0.06 0.62 0.05 0.95 0.03 0.70 0.04 0.42 0.03 0.61 0.01 0.85 0.048
• LLaMA-2-13B 0.03 0.16 0.00 0.02 0.01 0.10 0.03 0.09 0.01 0.12 0.06 0.35 0.02 0.08 0.01 0.19 0.00 0.29 0.019
• MetaMath-7B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000
• MetaMath-13B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 38: EC prompt robustness testing on MathQA.

CA CO CV CS MS HA UC OP FC Avg
• GPT-3.5 0.83 0.72 0.89 0.81 0.81 0.85 0.60 0.77 0.76 0.782
• GPT-4 0.98 0.90 0.93 0.97 0.91 0.98 0.93 0.97 0.95 0.947
• GLM-4 0.97 0.96 0.93 0.94 0.92 0.98 0.86 0.90 0.89 0.928

• Gemini Pro 0.81 0.70 0.76 0.81 0.81 0.85 0.73 0.69 0.81 0.774
• LLaMA-2-7B 0.13 0.05 0.12 0.13 0.19 0.23 0.08 0.15 0.07 0.128
• LLaMA-2-13B 0.28 0.24 0.34 0.29 0.32 0.31 0.16 0.32 0.32 0.287
• MetaMath-7B 0.95 0.95 0.91 0.89 0.92 0.97 0.90 0.92 0.91 0.924
• MetaMath-13B 0.97 0.94 0.89 0.91 0.96 0.97 0.89 0.92 0.92 0.930

Table 39: Accuracy of tranditional task on GSM8K.
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CA CO CV CS MS HA UC OP FC Avg
• GPT-3.5 0.80 0.59 0.83 0.82 0.73 0.75 0.68 0.70 0.72 0.736
• GPT-4 0.92 0.74 0.89 0.90 0.87 0.89 0.86 0.87 0.87 0.868
• GLM-4 0.70 0.67 0.86 0.78 0.81 0.84 0.73 0.80 0.81 0.778

• Gemini Pro 0.63 0.35 0.68 0.61 0.53 0.68 0.52 0.66 0.72 0.598
• LLaMA-2-7B 0.10 0.12 0.12 0.06 0.14 0.09 0.04 0.07 0.06 0.089
• LLaMA-2-13B 0.14 0.24 0.13 0.08 0.11 0.19 0.07 0.13 0.11 0.133
• MetaMath-7B 0.26 0.35 0.30 0.27 0.24 0.32 0.17 0.28 0.29 0.276
• MetaMath-13B 0.33 0.34 0.35 0.33 0.30 0.33 0.24 0.31 0.28 0.312

Table 40: Accuracy of tranditional task on MathQA.

CA CO CV CS MS HA UC OP FC Avg
acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4

GPT-3.5
• EP - 0.68 - 0.84 - 0.94 - 0.92 - 0.68 - 0.83 - 0.75 - 0.89 - 0.91 0.827
• EC 0.20 0.41 0.14 0.61 0.16 0.81 0.37 0.66 0.13 0.55 0.15 0.66 0.10 0.54 0.17 0.60 0.28 0.81 0.189

GPT-4
• EP - 0.69 - 1.00 - 0.99 - 0.93 - 0.96 - 0.87 - 0.99 - 0.99 - 0.98 0.933
• EC 0.65 0.70 0.93 1.00 0.93 1.00 0.92 0.95 0.88 0.94 0.84 0.92 0.94 0.99 0.94 0.99 0.94 0.98 0.886

GLM-4
• EP - 0.36 - 0.90 - 0.96 - 0.93 - 0.89 - 0.88 - 0.92 - 0.96 - 1.00 0.867
• EC 0.48 0.57 0.86 1.00 0.80 0.99 0.86 0.98 0.79 0.94 0.85 0.97 0.78 0.98 0.86 0.99 0.80 1.00 0.787

Gemini Pro
• EP - 0.38 - 0.74 - 0.98 - 0.59 - 0.67 - 0.86 - 0.72 - 0.92 - 0.92 0.753
• EC 0.19 0.23 0.32 0.45 0.70 0.83 0.52 0.58 0.35 0.52 0.59 0.80 0.38 0.59 0.64 0.80 0.66 0.84 0.483

LLaMA-2-7B
• EP - 0.36 - 0.33 - 0.74 - 0.29 - 0.65 - 0.29 - 0.54 - 0.74 - 0.48 0.491
• EC 0.02 0.61 0.02 0.66 0.02 0.90 0.00 0.61 0.01 0.90 0.00 0.70 0.00 0.74 0.00 0.92 0.00 0.66 0.008

LLaMA-2-13B
• EP - 0.46 - 0.67 - 0.77 - 0.58 - 0.70 - 0.62 - 0.54 - 0.78 - 0.42 0.616
• EC 0.00 0.36 0.00 0.50 0.00 0.65 0.00 0.40 0.00 0.73 0.00 0.53 0.00 0.49 0.00 0.71 0.00 0.60 0.000

MetaMath-7B
• EP - 0.16 - 0.02 - 0.07 - 0.14 - 0.06 - 0.11 - 0.07 - 0.09 - 0.04 0.084
• EC 0.01 0.06 0.00 0.02 0.00 0.10 0.00 0.09 0.01 0.10 0.00 0.15 0.00 0.06 0.00 0.10 0.00 0.01 0.002

MetaMath-13B
• EP - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 0.000
• EC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 41: Accuracy of incomplete cases on GSM8K.
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CA CO CV CS MS HA UC OP FC Avg
acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4 acc1 acc4

GPT-3.5
• EP - 0.45 - 0.75 - 0.86 - 0.70 - 0.65 - 0.97 - 0.51 - 0.65 - 0.86 0.711
• EC 0.10 0.25 0.19 0.51 0.22 0.55 0.13 0.44 0.14 0.41 0.19 0.69 0.07 0.29 0.17 57.00 0.26 0.58 0.163

GPT-4
• EP - 0.64 - 0.95 - 0.93 - 0.88 - 0.84 - 0.94 - 0.94 - 0.95 - 0.97 0.893
• EC 0.60 0.68 0.84 0.95 0.85 0.97 0.76 0.91 0.80 0.94 0.88 0.98 0.83 0.97 0.83 0.97 0.90 0.98 0.810

GLM-4
• EP - 0.32 - 0.79 - 0.84 - 0.68 - 0.78 - 0.91 - 0.71 - 0.87 - 0.90 0.756
• EC 0.43 0.69 0.53 0.94 0.55 0.90 0.59 0.84 0.47 0.85 0.54 0.99 0.49 0.89 0.58 0.94 0.61 0.98 0.532

Gemini Pro
• EP - 0.40 - 0.76 - 0.88 - 0.40 - 0.64 - 0.82 - 0.68 - 0.75 - 0.85 0.687
• EC 0.21 0.33 0.37 0.65 0.50 0.78 0.29 0.38 0.32 0.63 0.57 0.82 0.25 0.51 0.44 0.69 0.49 0.80 0.382

LLaMA-2-7B
• EP - 0.25 - 0.36 - 0.67 - 0.27 - 0.55 - 0.43 - 0.38 - 0.44 - 0.31 0.407
• EC 0.00 0.48 0.00 0.65 0.01 0.81 0.02 0.46 0.02 0.74 0.00 0.67 0.00 0.64 0.01 0.70 0.01 0.54 0.008

LLaMA-2-13B
• EP - 0.32 - 0.63 - 0.27 - 0.47 - 0.36 - 0.51 - 0.28 - 0.36 - 0.15 0.372
• EC 0.05 0.46 0.01 0.39 0.04 0.45 0.07 0.45 0.04 0.45 0.03 0.46 0.01 0.39 0.06 0.52 0.03 0.34 0.038

MetaMath-7B
• EP - 0.05 - 0.01 - 0.02 - 0.08 - 0.04 - 0.02 - 0.04 - 0.05 - 0.08 0.043
• EC 0.00 0.04 0.00 0.01 0.00 0.00 0.00 0.02 0.00 0.03 0.00 0.03 0.00 0.02 0.00 0.02 0.00 0.02 0.000

MetaMath-13B
• EP - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 0.00 0.000
• EC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Table 42: Accuracy of incomplete cases on MathQA.
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