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Abstract

Automatic text simplification focuses on trans-
forming texts into a more comprehensible
version without sacrificing their precision.
However, automatic methods usually require
(paired) datasets that can be rather scarce in lan-
guages other than English. This paper presents
a new approach to automatic sentence simplifi-
cation that leverages paraphrases, context, and
linguistic attributes to overcome the absence
of paired texts in Portuguese. We frame the
simplification problem as a textual style trans-
fer task and learn a style representation using
the sentences around the target sentence in the
document and its linguistic attributes. More-
over, unlike most unsupervised approaches that
require style-labeled training data, we fine-tune
strong pre-trained models using sentence-level
paraphrases instead of annotated data. Our
experiments show that our model achieves re-
markable results, surpassing the current state-
of-the-art (BART+ACCESS) while competi-
tively matching a Large Language Model.

1 Introduction

Text simplification consists of making a text eas-
ier to read and understand by wider audiences
while preserving most of its original meaning (Al-
Thanyyan and Azmi, 2021). Simplification has a
variety of critical social applications, for example,
increasing accessibility for individuals with reading
difficulties (Aluísio and Gasperin, 2010), cognitive
disabilities such as aphasia (Carroll et al., 1998),
dyslexia (Rello et al., 2013), and autism (Evans
et al., 2014), or for non-native speakers (Paetzold
and Specia, 2016). Moreover, expert-written texts,
such as those in science, medical, financial, and
legal fields, can exhibit a high level of complexity,
making them difficult for the public to read and
understand. This complexity stems from special-
ized jargon and technical language, which, while
precise and necessary within the field, can pose sig-
nificant reading challenges to the layperson (Cao

et al., 2020).
The Plain Language movement dates back to

the 1940s, advocating for a straightforward writing
style that avoids unnecessary jargon or complex vo-
cabulary (Felsenfeld, 1981). However, legislation
towards making legal and governmental texts more
accessible to the public has become prominent only
in this century1. In Brazil, for example, while a
few local governments have specific laws for sim-
ple language since 2010 (Martins et al., 2023), only
in 2023 a national law has emerged2.

Given the amount of human knowledge still out-
side that movement, achieving the goals of plain
language initiatives worldwide requires automatic
approaches. Additionally, the unique characteris-
tics of cultural writing styles necessitate developing
customized solutions for each. For instance, Por-
tuguese writers favor lengthy sentences, incorpo-
rate passive voice and complex verb conjugations,
add implicit coreferences, and use extensively ver-
bal phrases and other intricate structural elements.
Those practices usually make sentences more com-
plex than they could be. However, most text simpli-
fication work has targeted English, with a relative
abundance of aligned pairs for supervised training
of automatic models. Ryan et al. (2023) shows
the amount of parallel simplification data available
by language. Parallel pairs are very scarce in lan-
guages other than English, French, and Russian.

This paper focuses on Portuguese, although
our model architecture is language-agnostic. The
scarcity of both simplification models and datasets
in Portuguese highlights the need to make avail-
able more resources for the community, mainly
because it is the language spoken by about 260
million people 3. Portuguese text simplification

1https://www.dni.gov/index.php/
plain-language-act

2https://www.gov.br/gestao/pt-br/
assuntos/inovacao-governamental/cinco/
cinforme/edicao_1-2023/linguagem-simples

3https://www.ethnologue.com/
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also inherits the challenges of natural language
generation, namely the lack of accurate evaluation
metrics (Reiter and Belz, 2009; Gatt and Krahmer,
2018). Furthermore, we focus on models trained
from non-aligned pairs to account for the lack of
paired datasets.

Acknowledging that text simplification is highly
audience-centric (Stajner, 2021), recent work has
focused on developing techniques to control the
degree of simplicity of the output. Controllable
Text Simplification can be seen as a conditional
language modeling task, where the source text X
is rephrased as an output Y that presents attributes
V evaluated by a model P (Y |X,V ) (Prabhumoye
et al., 2020). Agrawal and Carpuat (2023) provides
an overview of the control token attributes intro-
duced in prior work for text simplification. They
range from high-level features, e.g., grade levels, to
low-level syntactic, lexical, and semantic attributes.

This work proposes a new controllable sentence
simplification model trained using pairs of para-
phrase data (ssource, starget) plus a sentence around
the target paraphrase. In addition to conditioning
the text generation on linguistic attributes of the tar-
get text, we also condition on its context. Similar to
Riley et al. 2021, we take as context a sentence of
the same document as the target sentence context,
relying on the observation that style is a “slow-
moving” feature, which tends to be uniform over
spans of a document.

We learn a representation from the low-level
features of the target sentence, and another one
from its context. We combine and feed them into a
simple neural network to obtain our final style rep-
resentation, which will guide the decoder. PT-T5
(Carmo et al., 2020), a Portuguese version of T5
(Raffel et al., 2020), is our base neural sequence-
to-sequence (Seq2Seq) architecture, given the suc-
cessful results of this Transformer-based model on
several NLP tasks.

The contributions of this paper are:
1. A novel few-shot approach to training simpli-

fication models with paraphrase data and the
sentence adjacent to the target paraphrase.

2. To the best of our knowledge, this is the first
study that uses both linguistic features and
context to learn a representation to guide the
simplification process.

3. In the experiments with three Portuguese sim-
plification datasets, our method outperformed
strong baseline approaches, including SOTA

and large language models.
4. We release pre-trained models, paraphrase

data, a new dataset, and code for training 4.

2 Related Work

2.1 Sentence Simplification
Most research in text simplification usually follow
a generative or an edit-based supervised strategy.
The first case includes sequence-to-sequence mod-
els (Nisioi et al., 2017) using transformer (Vaswani
et al., 2017) architectures and reinforcement learn-
ing (Zhang and Lapata, 2017), leveraging external
paraphrase datasets (Zhao et al., 2018), and inte-
gration of syntactic rules (Maddela et al., 2021).
Conversely, edit-based supervised models have
been crafted to use parallel complex-simple sen-
tence pairs. Alva-Manchego et al. (2017) learns
which operations should be performed to simplify
a sentence, and Omelianchuk et al. (2021) predicts
token-level operations in a non-autoregressive man-
ner.

2.2 Controllable Sentence Simplification
Recently, researchers have introduced explicit pa-
rameters to guide and control the simplified out-
put (Nishihara et al., 2019; Martin et al., 2020;
Agrawal et al., 2021). Martin et al. (2020) in-
troduced four hyperparameters in the AudienCe-
CEntric Sentence Simplification (ACCESS): the
number of characters, Levenshtein similarity (Ris-
tad and Yianilos, 1996), word rank and dependency
tree depth, to control the length, similarity, lexi-
cal complexity, and syntactic complexity, respec-
tively. These features are added to the input se-
quence, and subsequently, the model undergoes
training to produce the desired target sequence.
Agrawal et al., 2021 replaced those parameters
with more straightforward simplification grades,
overcoming the need for specific linguistic knowl-
edge. These approaches are supervised, relying on
parallel complex-simple pairs available in English.

The Multilingual Unsupervised Sentence Sim-
plification (MUSS) (Martin et al., 2022) technique
involves gathering paraphrase datasets in various
languages. Then, instead of using complex-simple
parallel corpora, they trained their simplification
models using these paraphrases, incorporating AC-
CESS control tokens. This method has surpassed
other unsupervised text simplification (TS) models,
establishing SOTA results. Conversely, Agrawal

4https://github.com/scalercio/portuguese-simplification
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and Carpuat (2023) points out some drawbacks of
applying control tokens at the corpus level rather
than at the sentence level. To address this, they
suggest a control token predictor that leverages
surface-form features from the source text and con-
siders both the source and target grade levels.

Our system utilizes the MUSS mining procedure
to extract Portuguese paraphrases, but we took it a
step further by also mining the context surrounding
the target paraphrase. Our training framework also
diverges considerably from the MUSS approach.
In addition to incorporating context, we have used
linguistic features in a novel way, as detailed in
Section 3.

2.3 Simplification in Portuguese

Previous simplification works in Portuguese that
rely on machine learning extensively use parallel
corpora. Specia (2010) formulated a Statistical Ma-
chine Translation (SMT) framework to learn how
to translate from complex to simplified sentences,
given a parallel corpus of original and simplified
texts. Hartmann and Aluísio (2020) introduced
a pipeline designed explicitly for the lexical sim-
plification of informational texts in Brazilian Por-
tuguese, targeting elementary school children. Con-
sidering the limited resources available, zero-shot,
few-shot, and unsupervised approaches emerge as
promising avenues for Portuguese text simplifica-
tion.

In this context, Martin et al. (2022) contributed
a neural model5 that is trained on a substantial
corpus of mined Portuguese paraphrases. Further-
more, Feng et al. (2023) analyzed the zero-/few-
shot learning ability of LLMs to simplify sentences
in several languages by evaluating them on bench-
mark test sets in several languages, Portuguese in-
cluded. Our work also follows the tendency to de-
sign simplification models that operate even with-
out parallel annotated corpora.

3 Method

Figure 1 illustrates our proposed architecture. At a
high level, our approach follows (Riley et al., 2021),
training a denoising autoencoder conditioned on a
fixed-width style vector. However, our approach
differs in two fundamental ways: firstly, it lever-
ages paraphrases instead of reconstructing a cor-
rupted input; secondly, it introduces additional pa-
rameters to the neural style extractor, aiming to

5https://github.com/facebookresearch/muss.git

incorporate linguistic features alongside the con-
text.

3.1 Mining Paraphrases in Portuguese
Our model is trained in a purely unsupervised way,
solely using paraphrases. We adopted the min-
ing procedure described in Martin et al. (2022)
to extract Portuguese texts from CCNet (Wenzek
et al., 2020), an extraction of Common Crawl. In
line with that methodology, we break down doc-
uments into multiple sequences. We compute n-
dimensional embeddings for each sequence using
the LASER tool (Artetxe and Schwenk, 2019).
These embeddings are then indexed using Faiss
(Johnson et al., 2019). At last, we query each
sequence against the Faiss index to retrieve its
most similar counterpart. In addition to discard-
ing poor alignments, we also eliminate paraphrases
where at least one paraphrase is not recognized as
Portuguese by a language classifier (Joulin et al.,
2016).

To capture the query paraphrase context, we ran-
domly select a different sequence from the same
document to which the query belongs. This selec-
tion is subject to three conditions: the sequence
must not be identical to the query, it must not en-
compass the query, nor should the query encompass
it. As a result, we generated a dataset comprising
472, 530 triplets, of which 470, 530 were used for
training purposes.

3.2 Architecture and Style Learning
Similar to the approach designed in Riley et al.
(2021), we employ a T5 (Raffel et al., 2020)
Seq2Seq model enhanced with an extra T5 encoder.
The extra encoder is dedicated to learning a style
representation that aids the decoder during gen-
eration. The model is fed with the source and
target sentences and the target sentence context
(ssource,starget, contexttarget), respectively. It is
trained to generate the target sentence starget. In
our setup, the source and target sentences are para-
phrases of each other, and the context is a sentence
from the same document as the target sentence.

We augmented the architecture by enhancing the
style extractor to incorporate linguistic attributes
of the target paraphrase. Concretely, we integrated
two straightforward feed-forward networks into the
style extractor, as illustrated in Figure 2. Both
networks have only one intermediary layer. The
first network is tasked with processing the linguis-
tic attributes, producing a linguistic representation
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Figure 1: Our architecture for few-shot Portuguese Simplification. All the transformer stacks are initialized from
pre-trained Portuguese T5. During training, the model learns to generate a paraphrase conditioned on a fixed-width
“style vector” extracted from the context sentence and the target linguistic features. At inference time, a new style
vector is formed via “targeted restyling”: adding a directional delta to the extracted style of the input text.

that matches the size of the encoder’s hidden state.
In line with the TextSETTR model, the context
is processed through the T5 encoder, yielding a
context representation. These two vectors – the
linguistic and context representations – are then
concatenated and fed into the second feed-forward
network. This process culminates in our final style
representation, which encapsulates low-level lin-
guistic features and higher-level attributes such as
the target simplicity style, among others, like hu-
mor and formality.

Figure 2: Our Enhanced Style Extractor

Building upon the work of Sheang and Sag-
gion (2021), we equip our style extractor with four
linguistic features to guide various facets of text
simplification: character length, number of words,
word rank, and dependency tree depth. Addition-

ally, we experimented with sentence syllable count
as a feature, but the outcomes were not satisfac-
tory. To integrate the style vector into the rest of
the model, we incorporate it into each of the en-
coder’s final hidden states. Our model initializes
its weights with a pre-trained Portuguese T5 model
(Carmo et al., 2020). Both the context representa-
tion extractor and the encoder are initialized from
this pre-trained encoder; however, their weights are
not tied throughout the training process.

3.3 Inference Procedure

Regarding the style representation approach, most
previous work on style transfer (Dai et al., 2019;
Scalercio and Paes, 2023) predominantly employs
a method where a fixed set of discrete styles is
predefined. Each style’s unique representation is
learned and integrated into the network. In con-
trast, our approach diverges significantly. We do
not impose predefined style constraints, aiming
instead to obtain rich and expressive style repre-
sentations not specified in advance. This allows
for a more flexible and nuanced understanding of
style. For instance, a specific style vector in our
model could encode that a sentence is formal, sim-
ple, and exhibiting a regional accent, among other
characteristics.

At inference time, we assume to have access to
a limited number of demonstration sentences for
both complex and simple styles (varying from 1 to
100). We employ a style extractor to derive style
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vectors for each demonstration sentence. Next, we
calculate the average vector for each style category.
This process forms two distinct averaged vectors
vcomplex and vsimple.

To transform an input sentence x, we implement
restyling in the relevant direction, as in Riley et al.
(2021). This process begins with extracting the
original style vector vx from the input. We then
determine the target output style by shifting in the
direction of the difference between the simple and
complex style attributes, in line with Equation 1.
This calculated shift generates a new style vector,
which is then used for decoding. We have observed
that the scale λ is a crucial hyperparameter to adjust.
Typically, values within the range of [1, 14] yield
good results, with the optimal values varying based
on the specific exemplars involved.

vx + λ× (vsimple − vcomplex) (1)

4 Experimental Setting

4.1 Datasets

We used the mined data described in subsection 3.1
as training data. For validation, testing, and as the
source for our few-shot demonstration, we use Por-
SimplesSent (Leal et al., 2018), which was built
from the parallel corpus PorSimples (Aluísio and
Gasperin, 2010). PorSimplesSent features multi-
ple versions, distinguishing whether the complex
texts were split during simplification. Our primary
experiments use the version where the complex
sentences remain unsplit. To enhance diversity, we
exclude any simplifications that originated from an
already simplified pair. This results in a total of
1515 sentences. We divided these into distinct sets:
200 sentences are allocated for few-shot demon-
strations, 709 for the validation set, and 606 for the
test set.

Additionally, we evaluated our model on two
other datasets. The first is ASSET-PT, the Por-
tuguese version of the ASSET dataset, also as-
sessed by Martin et al. (2022) and Feng et al.
(2023). It comprises 359 complex Portuguese sen-
tences, each accompanied by ten simplifications.
ASSET-PT is a translation of the original English
version (Alva-Manchego et al., 2020) using the
Google Translate API and made available by Mar-
tin et al., 2022 at their repository.

The other, Museum-PT, is a document simplifi-
cation dataset proposed in Finatto and Tcacenco

(2021) and curated explicitly to this work. The
Museum-PT dataset originated from simplifica-
tions carried out by linguists, aiming to reduce
or eliminate complexity by applying Plain Lan-
guage techniques and adhering to principles of
Textual and Terminological Accessibility. The set
comprises written texts accompanying experiments
and objects from science and technology museums,
aimed at a general audience. Our curated version
of the dataset includes both sentence and paragraph
alignments and can be a valuable validation/testing
resource for Portuguese document simplification
Cripwell et al. (2023). The dataset comprises 42
documents, 80 document simplifications, 168 para-
graphs, and 460 sentences. Each sentence is also
annotated with the operation performed during the
simplification, which can be copy, rephrase, split
or delete. For testing our model, we selected all the
sentences annotated with rephrase or split, totaling
476 complex-simple pairs.

4.2 Baselines

Our evaluation comprises two robust baselines to
assess the performance of our models.

MUSS-Unsupervised (Martin et al., 2022) This
is an unsupervised multilingual simplification
method that fine-tunes BART (Lewis et al., 2020),
leveraging paraphrases and control tokens from AC-
CESS (Martin et al., 2020) during training. It is the
only transformer-based unsupervised open-source
implementation available for Portuguese.

Open AI’s GPT-3.5-Turbo Given the impres-
sive results of LLMs in a wide range of NLP tasks,
we also benchmark our model against the GPT-3.5-
Turbo. This particular LLM stands out with the best
results in a study that benchmarks several LLMs
on English Sentence Simplification (Kew et al.,
2023). Following their settings, we use Nucleus
Sampling with a probability of 0.9, a temperature
of 1.0, and a maximum output length of 100 tokens.
We perform each inference run three times to ac-
count for the probabilities. We first investigated
the performance of zero, one, and few-shot in the
PorSimplesSent dataset. Confirming the findings
of Feng et al. (2023), the one-shot approach proved
the most successful. Therefore, this is the setting
displayed throughout the results section. The other
results and more details about the prompts and
demonstration selection are in Appendix A.
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4.3 Evaluation Metrics

Our evaluation comprises automatic metrics widely
used in text simplification task (Sheang and Sag-
gion, 2021; Martin et al., 2022). We measure
simplicity using SARI (Xu et al., 2016), mean-
ing preservation using BERTScore (Zhang* et al.,
2020), and BLEU (Papineni et al., 2002). These
metrics are computed using the EASSE package
(Alva-Manchego et al., 2019)6. We also report the
percentage (%) of unchanged outputs (i.e., exact
copies), following Agrawal and Carpuat (2023).

4.4 Training and Inference Details

All models undergo training using identical hyper-
parameters, including a batch size of 80 for T5-
base and 8 for T5-large, a maximum token limit
of 85, a learning rate of 1e-4, Adam epsilon of
1e-8, and 10 epochs. The remaining parameters
are left at default values from the Transformers li-
brary. Additionally, the seed is set to 123 to ensure
reproducibility. Our models are trained using a
server with a single RTX4090 GPU with 24GB of
memory and 64GB of RAM. Training the T5-large
model for ten epochs typically requires approxi-
mately 20 hours, while the base takes 5 hours. Our
base version has 334M parameters and the large
1.1B. We used the Spacy package with its default
configuration for Portuguese to calculate our syn-
tactic attribute.

To perform inference, we follow the procedure
from Section 3.3. For our default setup, we sam-
pled 100 complex and 100 simple exemplars from
our few-shot exemplars resource and fixed them
for all experiments. Unless otherwise specified, we
use greedy decoding and a delta scale of λ = 12.
The model with the highest SARI score on the vali-
dation set was selected to be run on the test set.

5 Results

5.1 Automatic Evaluation

We evaluate our models automatically on three dif-
ferent datasets. Table 1 reports the results of the
automatic evaluation of our models compared with
the baselines. In PorSimplesSent, our model ob-
tained a +0.46 SARI improvement over the LLM
baseline and +1.34 SARI improvement over the
open-source state-of-the-art unsupervised method
(MUSS). We also have the highest content preser-
vation metric (BERTScore).

6https://github.com/feralvam/easse

In the Museum-PT dataset, our model achieved
the highest score in content preservation. However,
it did not surpass GPT-3.5 Turbo in terms of the
simplicity metric, despite attaining a considerably
high value. However, the reader must remember
this is a closed-source model with a paid API.

When tested on the ASSET-PT dataset, our
model was outperformed by both baseline mod-
els. We attribute this outcome to the nature of
the ASSET-PT dataset, a translation from English.
This translation process often leads to significant
content deviations in the reference texts compared
to the original input texts. Given that our model
is very conservative about meaning preservation,
the substantial differences in the reference texts
adversely affect its performance, as it tends to be
penalized for maintaining closer adherence to the
original content.

Model Metrics
SARI BScore BLEU (%) U

PorSimplesSent
MUSS 38.30 .8976 51.38 3.46
GPT3.5T 39.18 .8805 38.01 0.26
Ours 39.64 .9024 48.2 3.79
ASSET-PT
MUSS 40.04 .9467 81.05 3.35
GPT3.5T 45.66 .9271 66.50 0.46
Ours 38.28 .9408 69.59 3.90
Museum-PT
MUSS 39.31 .8534 32.12 3.99
GPT3.5T 47.23 .8468 26.27 0.63
Ours 41.62 .8550 32.36 5.46

Table 1: Automatic Evaluation Results on Portuguese
text simplification for three datasets

Statistical significance analysis Given the small-
sized test sets, we conducted statistical tests to com-
pare the SARI metric achieved by our model and
the other two baselines. We omitted the ASSET-
PT dataset since it is generated through translation
from another dataset in English. SARI is a corpus-
based metric, so we applied the Paired Bootstrap
Resampling test (Koehn, 2004) to evaluate the sig-
nificance of our results against the baselines. We
repeatedly (1000 times) create new virtual test sets
with the same original size from each test set by
drawing sentences with replacement from the test
set. The statistical significance in Table 2 is the
number of times one system outperforms the other
system.
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Dataset Hypothesis Test Significance
Porsimpl. Ours > Muss 97.7%
Porsimpl. Ours > GPT3.5T 99.0%
Museum-PT Ours > Muss 99.8%
Museum-PT GPT3.5T > Ours ≈ 100%

Table 2: Paired Bootstrap Resampling Statistical Tests
on SARI metric

These tests endorse our main results. In the
Porsimplessent dataset, our model is better than
MUSS and GPT3.5T baselines with 97.7% and
99.0% of statistical significance, respectively. In
the Museum-PT, our model is better than Muss
with 99.8% of significance, while GPT3.5T is bet-
ter than ours with almost 100% of significance.

5.2 Human Evaluation

Furthermore, to thoroughly assess the effectiveness
of our method, we conducted a human evaluation
focusing on three key aspects: adequacy, fluency,
and simplicity. The results are detailed in Table 3.
Simplifications are evaluated on a five-point Likert
scale (1-5). It assesses three critical dimensions:
is the meaning preserved? (adequacy), is the sim-
plification fluent? (fluency), and has the simplifi-
cation indeed made the text simpler to understand
(simplicity). We recruited two volunteer native
Portuguese speakers with a background in linguis-
tics and asked them to assess sentences based on
the above dimensions. More detailed instructions
can be found in Appendix B. We randomly select
80 complex sentences from our PorSimplesSent
test set for this evaluation. We presented the cor-
responding simplified reference for each sentence
and three additional simplifications generated by
our model, MUSS, and GPT-3.5-Turbo. Each sim-
plification was rated once.

The results in Table 3 highlight the great capa-
bility of LLM in text simplification, with GPT-3.5
achieving the highest scores in the simplification
metric. Interestingly, GPT-3.5’s performance was
so effective that it tricked the automatic metric, and
even surpassed the score reached by the references,
which are sentences created by human experts.

The other results align with our automatic eval-
uation and add confidence to the efficacy of our
proposed model and experimental techniques. No-
tably, our approach attained the highest score in
content preservation compared to all baselines. Fur-
thermore, all models evaluated demonstrated a high

Model Simplicity Content Fluency
MUSS 3.1 3.4 4.1
Gpt3.5Turbo 3.8 3.8 4.6
Ours 3.1 4.0 4.2
Reference 3.6 4.3 4.5

Table 3: Results from human evaluation in PorSimp-
lesSent dataset.

level of fluency, indicating these models’ overall ef-
fectiveness and linguistic competence in producing
coherent and natural-sounding text. Some poorly
and well-evaluated sentences are in the appendix D.
We reached a moderate inter-annotator agreement
with a Cohen’s Kappa (Cohen, 1960) of 0.5.

5.3 Ablation Analyses

We performed ablation tests on Museum-PT and
PorSimplesSent datasets, leaving out ASSET-PT
because it comprises translations instead of human
experts generating simplifications.

Architecture of the Network We ablate over the
size of the neural network and its architecture. We
compared the models trained with the large and
base versions of the Portuguese T5. Furthermore,
we also analyze the impact of using context and
features to obtain our style representation.

Table 4 points out that increasing the model size
leads to enhanced performance. Regarding the
components selected for learning style represen-
tation, incorporating both context and linguistic
features significantly benefits the Museum-PT per-
formance across all evaluated metrics. In the Por-
simplesSent dataset, adopting context and linguis-
tic features and adopting only the context achieved
similar results regarding simplicity and meaning
preservation. Nevertheless, we can see by the met-
ric % of outputs unchanged that adopting both
context and linguistic features brings more lexical
diversity to the outputs without losing semantics,
avoiding the copy-source flaw. Besides, adopting
the linguistic feature extractor network is almost
parameter-free compared to the context extractor,
which requires a whole transformer encoder net-
work.

Few-Shot Demonstration Although our method
learns unsupervised, it requires few-shot demon-
stration examples during the inference phase. To
assess their influence on the model’s performance,
we varied the samples available at inference time
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Size Type PorSimplesSent Museum-PT
SARI BScore BLEU (%) U SARI BScore BLEU (%) U

PT-T5
BASE

FEAT 38.12 .9091 52.49 9.24 37.89 .8581 33.14 9.87
CTX 39.28 .9129 54.31 9.90 39.18 .8589 33.70 10.29
FEAT+CTX 39.10 .9071 49.36 6.43 39.38 .8555 31.86 9.03

PT-T5
LARGE

FEAT 38.25 .9101 53.09 11.88 38.61 .8570 32.86 8.40
CTX 39.65 .9112 53.12 10.72 39.86 .8578 33.26 7.77
FEAT+CTX 39.64 .9024 48.2 3.79 41.62 .8550 32.36 5.46

Table 4: We display metrics for various architectural choices

qualitatively and quantitatively. Due to computa-
tional resource constraints, only the smallest model
was used in this ablation.

To evaluate the limits of our model’s general-
ization capabilities, we constrained the set of ex-
emplars to 50 randomly chosen and four manually
selected types of simplification: syntactic simplifi-
cations, changes in word order, anaphora, and elim-
inating redundant information. These manually
selected exemplars are in Appendix C. Conversely,
we also increased the number of demonstration ex-
amples to 200. All exemplars were picked from
our PorSimplesSent few-shot demonstrations set.

To determine the impact of sample quality on per-
formance, we experimented with two sets, ensuring
that each set consistently comprised 100 samples.
We tested the following variations: (1) SPLIT: the
demonstration examples are 100 examples that the
complex sentence was split; and (2) MIXED: 50
simplifications used in our default configuration
and 50 simplifications that the complex sentence
was split. We also extended the validation set to
include simplification pairs with split operations
in the SPLIT and MIXED configurations. These
simplifications that cause the complex sentence to
suffer a split are available in the PorSimplesSent
Project, but they are not part of the default configu-
ration of our experiments. We left out the BLEU
metric since it correlates poorly with human judg-
ments and often penalizes more straightforward
sentences (Sulem et al., 2018), as we could fur-
ther evidence from our human evaluation. In these
ablations, we reduced the delta scale to λ = 8.

The results presented in Table 5 show that none
of the datasets benefited from increasing the num-
ber of available instances to 200 at inference time.
On the other hand, using only four few-shot exem-
plars, there was an improvement in performance
for both datasets when compared to using only 100
instances. In the PorSimplesSent dataset, the result

with just four samples matched our best result with
the large version of PT-T5.

The results when we change the type of exem-
plars are even more interesting. In the PorsSim-
plesSent dataset, the performance deteriorated,
which aligns logically with the nature of the dataset.
In this setup, the validation set and available few-
shot pairs contain simplifications that have under-
gone splitting. Since this type of simplification is
absent in the test set, employing strategies that rely
on split simplifications is not helpful.

Conversely, we observed a significant improve-
ment in the results of the Museum-PT dataset. No-
tably, the ablation model which uses as exemplars
only simplifications that suffered split exceeded the
performance of the best model (as initially iden-
tified) by 0.82 points in SARI, despite the model
being substantially smaller. This finding suggests
that our original selection of the best model might
not have been optimal. It implies that using a more
diverse and extensive range of validation and few-
shot sets could result in more general and superior
models.

Model Metrics
SARI BScore (%) U

PorSimplesSent
4 exemplars 39.59 .9065 9.08
50 exemplars 38.77 .8952 2.64
200 exemplars 38.54 .9067 7.76
SPLIT 38.82 .8966 3.3
MIXED 38.54 .8963 3.46
Museum-PT
4 exemplars 39.77 .8537 9.87
50 exemplars 40.61 .8498 2.31
200 exemplars 39.14 .8564 6.51
SPLIT 42.44 .8536 1.47
MIXED 41.20 .8535 3.78

Table 5: Evaluation results for the Few-Shot ablation
study using the PT-T5 base. λ = 8
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5.4 Embedding Visualization

To analyze our learned style representations, we
projected the vectors of simple and complex sen-
tences from the museum test set into a three-
dimensional space using t-SNE and analyzed the
vector distributions. Figure 3 shows a good visual
separation between the two classes in the museum
dataset. We also do not expect a clean linear sep-
aration within each attribute, since we aim for the
learned vectors to encode many style attributes si-
multaneously. That is why our targeted restyling
inference procedure is essential, as it washes out
most untargeted attributes.

Figure 3: 3D t-SNE embeddings of the style vectors of
the sentences from the museum test set extracted by our
model

6 Conclusion

This paper proposed a new method that leverages
a pre-trained text-to-text model (T5), paraphrases,
context, and linguistic features to address the Con-
trollable Sentence Simplification task. Integrat-
ing linguistic features enhances the control and
interpretability of the generated output. We ex-
perimented with three datasets, two meticulously
curated by linguistics experts and one translated
from English. The results demonstrated notable
performance improvements on the SARI metric,
surpassing the current open-source state-of-the-art
model and showing competitive results against an
LLM. Our strategy is particularly advantageous
due to its minimal requirement for exemplars dur-
ing inference. Future work could explore obtaining
richer representations from the parsed dependency
tree with graph neural networks and applying our
models in other languages besides Portuguese us-
ing multilingual models.

7 Limitations

One issue with our approach is that the context style
extractor requires a 50% increase in the parameters
of a seq2seq model. This increase translates to
110M parameters for the T5-base model and 385M
for the T5-large model.

As indicated in our ablation studies, using a
smaller and less diverse validation set may have
impacted the selection of the model. Although the
validation set is not used in training, the best model
is invariably selected based on its performance on
this set. Employing a smaller set can result in a less
versatile model that may struggle with generaliza-
tion.

Our experiments were exclusively focused on
sentence simplification in Portuguese. To repli-
cate our proposed method in other languages, para-
phrase datasets would be necessary for training,
and annotated simplification datasets would be nec-
essary for validation and testing. Furthermore,
considering that the nature of simplification varies
across languages, this would demand the involve-
ment of human experts with specific language ex-
pertise for conducting the human evaluation.

Another point worth mentioning is the back-
ground of the individuals who conducted our eval-
uations. Although we selected linguistic experts
knowledgeable in Portuguese simplification theory
and techniques, they are not the intended end-users
of text simplification. This suggests the need for
evaluations involving individuals who require sim-
plified texts, potentially involving tailored question-
naires to address their specific needs.

8 Ethics Statement

This research aligns with the ACL Ethics Policy.
Our contributions enhance expertise in text sim-
plification (Section 2.6). We have ensured that all
models, datasets, and computing resources are uti-
lized with proper authorization, respecting access
rights and licenses (Section 2.8). This work fosters
the professional development of the research team
(Section 3.5) and intends to benefit the research
community and society broadly (Section 3.1) by
expanding the understanding of machine learning
models capabilities in the specific task of text sim-
plification for Portuguese. We checked the datasets
to ensure they did not have offensive content (to the
best of our understanding and cultural background).
Some sentences might contain names of public fig-
ures, such as politicians and celebrities, but only
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stating facts and not subjective opinions. To keep
the meaning of sentences as initially intended by
the experts, we decided not to take any action to
anonymize them.

While our study adheres to the ethical code, it
is crucial to address some aspects highlighted by
Gooding (2022) regarding ethical considerations
in text simplification. For instance, our motiva-
tion for text simplification in the introduction and
subsequent experiments does not specifically tar-
get any audience. The techniques used for text
simplification should be tailored to the needs and
requirements of diverse groups, such as individu-
als with disabilities, low-literacy readers, young
children, and non-experts.

Regarding potential risks, if the model is inte-
grated into educational tools, it is advisable to re-
frain from using it with students who should be
presented with complex text skills in reading and
writing. Simplification may diminish exposure to
complex vocabulary, advanced grammar, and dis-
course features. Moreover, it might distort the orig-
inal texts’ meaning, nuance, or tone and foster de-
pendency or lack of challenge for students.

This way, if our method is to be implemented in
assistive or educational technologies in the future,
further research is needed to determine the most
suitable audience and include constraints to make
it fully aligned with those critical ethical aspects.
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A GPT Inference Details

We conducted the LLM evaluation with GPT-3.5-
TURBO-INSTRUCT engine following recent work
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on text simplification (Kew et al., 2023; Feng et al.,
2023) and to be in line with our budget. We per-
formed three runs for zero-shot, one-shot, and few-
shot calls, always with Nucleus Sampling with a
probability of 0.9, a temperature of 1.0, and a max-
imum output length of 100 tokens. The one-shot
setup includes one example each of syntactic sim-
plification, changes in word order, anaphora, and
elimination of redundant information. The selected
exemplars are in Table 6. The few-shot includes
those four exemplars together.

The instruction follows Feng et al. (2023):

“Substitua a frase complexa por uma frase
simples. Mantenha o mesmo significado, mas
torne-a mais simples.
Frase complexa: {original}
Frase Simples: ”7.

We also conducted preliminary results with
the prompt of Kew et al. (2023) but their results
were worse than the previous one. In this case, the
prompt was:

“Reescreva a frase complexa a seguir para
que fique mais simples. Você pode trocar as
palavras complicadas por sinônimos mais sim-
ples, pode tirar informação que não considere
útil ou encurtar uma frase, fazendo outras
menores. A frase simplificada deve ficar gra-
maticalmente correta, ter sentido e deve manter
as ideias principais, sem mudar o significado.”8

B Human Evaluation Instructions

Figure 4 shows the instructions the volunteers re-
ceived before answering the questions. The evalua-
tors, linguists in the academic field, provided their
evaluations without charging solely to contribute
to science.

7In English: “Replace the complex sentence with a simple
sentence. Keep the same meaning but make it simpler.
Complex sentence: {original}
Simple Sentence: ”

8In English: “Rewrite the complex sentence below to make
it simpler. You can swap the complicated words using sim-
pler synonyms, you can remove information that you do not
consider useful or shorten a sentence, making others shorter.
The simplified sentence must be grammatically correct, make
sense and must maintain the main ideas, without changing the
meaning.”

C 4-Shot Experiment

Table 6 shows the four manually selected pairs used
during the ablation experiments.

D Assessment of Simplifications

Table 7 and Table 8 contain the simplifications per-
formed by our main model that were worst and best
evaluated by the judges, respectively.
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Syle Simplification

Complex Conforme moradores do bairro, a expressão identificaria um grupo de pichadores.
Simple Os moradores do bairro dizem que a frase identificaria um grupo de pichadores.
Complex According to neighborhood residents, the expression would identify a group of graffiti

taggers.
Simple The neighborhood residents say that the phrase would identify a group of graffiti taggers.
Complex Entre os motivos da liderança gaúcha, estão a tradição no cultivo da soja, que hoje representa

a maior parte da matéria-prima do biodiesel, e a predominância da agricultura familiar,
condição para concessão do selo social.

Simple A tradição na cultura da soja, que hoje representa a maior parte da matéria-prima do
biodiesel, e o predomínio da agricultura familiar, condição para conceder o selo social,
estão entre os motivos da posição gaúcha de líder.

Complex Among the reasons for the leadership of Rio Grande do Sul are the tradition in soybean
cultivation, which today represents the majority of the raw material for biodiesel, and the
predominance of family agriculture, a condition for obtaining the social seal.

Simple The tradition in soybean cultivation, which today represents the majority of the raw material
for biodiesel, and the predominance of family agriculture, a condition for granting the
social seal, are among the reasons for Rio Grande do Sul’s leadership position.

Complex E com eles amarrados a coleiras, do alto de uma duna a cerca de 50 metros do mar, tomava
chimarrão às 19h de ontem.

Simple Pandolfo tomava chimarrão às 19h de ontem, no alto de um monte de areia, com os poodles
amarrados a coleiras.

Complex And with them tied to leashes, from the top of a dune about 50 meters from the sea, he
drank mate at 7 p.m. yesterday.

Simple Pandolfo was drinking mate at 7 p.m. yesterday, atop a sand dune, with the poodles tied to
leashes.

Complex Numa entrevista coletiva conduzida ontem à noite, os gerentes da Nasa deram o veredicto.
Simple Numa entrevista coletiva ontem à noite, os gerentes da Nasa decidiram.
Complex In a press conference conducted last night, NASA managers delivered the verdict.
Simple In a press conference last night, NASA managers made a decision.

Table 6: The four manually selected simplifications used as few-shot exemplars, together with their English versions.
Note that the translations might not fully express the simplification if they were done in the original translated
sentence.
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Complex Simplification

Os aposentos privativos onde Bento XVI estará
acomodado de hoje a sexta-feira.

Os aposentos privados onde Bento XVI ficará de
hoje à sexta-feira.

E, de fato, o azar é todo das formigas, porque
essas aranhas, ao chegarem ao formigueiro, se ali-
mentam dos ovos e do trabalho das trabalhadoras
desavisadas.

E o azar é todo das formigas, porque, ao chegarem
ao formigueiro, elas se alimentam dos ovos e do
trabalho das mulheres desprotegidas.

O Discovery precisa de reparos antes de voltar
para casa.

O Discovery precisa de um recall antes de voltar
para casa.

O trabalho de Someya e seus colegas está publi-
cado na última edição da revista da Academia de
Ciências dos EUA, a "PNAS" (www.pnas.org).

Someya e seus colegas de pesquisa publicaram o
trabalho deles na edição mais recente da revista
da Academia de Ciências dos Estados Unidos,
"PNAS" (www.pnas.org), revista da Academia de
Ciências dos Estados Unidos.

Table 7: Simplifications in which both evaluators gave the minimum score (1)

Complex Simplification

Foi conduzida então uma caminhada espacial para
retirada das duas tiras.

Foi então realizada uma caminhada espacial para
a retirada das duas tiras.

Na área anexa, uma esplanada para circulação de
torcedores, com rampas que levam ao interior do
estádio e três torres que abrigarão centro de con-
venções, hotel e prédio comercial.

Na área anexa, haverá uma esplanada para a cir-
culação de torcedores, com rampas que levam ao
interior do estádio e três torres que abrigarão hotel,
centro de convenções e prédio comercial.

Eles é que emitem luz, que aparentemente pode
vir tanto da parte inferior do chapéu quanto do
"cabo" ou do cogumelo inteiro.

Eles são os responsáveis por emitir a luz, que pode
vir tanto do topo do chapéu como do "cabo" ou
cogumelo inteiro.

Table 8: Simplifications in which both evaluators gave the maximum score (5)

15090



Figure 4: Instructions provided to the volunteers preceding human evaluation.
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