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Abstract

This paper introduces the Database Querying
and Reasoning Dataset for Question Answering
(DBQR-QA), aimed at addressing the gap in
current question-answering (QA) research by
emphasizing the essential processes of database
querying and reasoning to answer questions.
Specifically designed to accommodate sequen-
tial questions and multi-hop queries, DBQR-
QA more accurately mirrors the dynamics of
real-world information retrieval and analysis,
with a particular focus on the financial reports
of US companies. The dataset’s construction,
the challenges encountered during its develop-
ment, the performance of large language mod-
els on this dataset, and a human evaluation are
thoroughly discussed to illustrate the dataset’s
complexity and highlight future research direc-
tions in querying and reasoning tasks.

1 Introduction

Question answering (QA) is a fundamental task in
the field of Natural Language Processing (NLP).
Previous studies have primarily focused on text-
based QA (Rajpurkar et al., 2016; Chen et al.,
2021a; Gaim et al., 2023). Recently, attention has
shifted towards tabular-based QA (Zhang et al.,
2020a; Pal et al., 2023) and hybrid QA (Chen et al.,
2020; Zhu et al., 2021; Chen et al., 2022). These
studies base all experiments on the necessary ta-
bles provided as input. However, in real-world
scenarios, answering questions like “What is the
difference in revenue between Apple Inc. and Meta
Platforms, Inc. in 2023?” (Q1) requires two steps:
querying and reasoning. Specifically, models need
to first query the revenues of the two companies in
2023 and then perform mathematical reasoning to
answer the question. To address the gap in previous
studies concerning the querying step, we propose
the Database Querying and Reasoning Dataset for
Question Answering (DBQR-QA).

TAT-QA FinQA ConvFinQA DBQR-QA
Reasoning
Multi-Step Reason
Conversation
Multi-Hop
Querying

Table 1: Comparison of DBQR-QA with existing
datasets.

Taking this a step further, people often ask se-
quential questions during discussions. For example,
a follow-up to Q1 could be “Did that figure increase
from 2022?” (Q2). To answer Q2, models must
first identify the coreference (i.e., “that” refers to
the difference in revenues between the two com-
panies). The next steps involve querying the data
for 2022, calculating the difference for that year,
and comparing the answers to Q1 and Q2. Another
follow-up question might be “Which company had
the highest revenue in the Technology Sector in
2023?” This question, while related to Q1, does
not require information from Q1 to answer. How-
ever, it demands a multi-hop querying capability, as
it involves navigating from the industry to specific
companies. This is considered a multi-hop query
because the model must first identify the technol-
ogy sector, then find companies linked to it. In
DBQR-QA. This paper explores model capabilities
in both scenarios.

Previous studies (Zhu et al., 2021; Chen et al.,
2021b, 2022) have shown that company financial
reports are excellent resources for investigating the
proposed task. These reports contain numerous
tables and figures, and investors and analysts fre-
quently discuss them. Additionally, comparing re-
ports between companies is a common practice.
Following this rationale, we also base our dataset
on the financial reports of US companies. Another
advantage is that all these data are open access, en-
abling future research to extend our efforts in both
querying and reasoning tasks. Table 1 provides a
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Figure 1: Example in DBQR-QA.

comparison of the proposed DBQR-QA with ex-
isting datasets. The TAT-QA dataset (Zhu et al.,
2021) is designed for hybrid financial tabular and
textual data, and the FinQA dataset (Chen et al.,
2021b) targets numerical reasoning tasks in finance.
ConvFinQA (Chen et al., 2022) introduces the con-
cept of sequential questions based on the FinQA
dataset. DBQR-QA advances this line of research
by introducing querying tasks and multi-hop QA,
moving closer to real-world application scenarios.

In this paper, we detail the construction of
DBQR-QA and the challenges encountered in
building this dataset. We also investigate the per-
formance of large language models (LLMs) on this
dataset and compare its difficulty with that of ex-
isting datasets. Furthermore, we provide a human
evaluation to highlight issues in both querying and
reasoning steps, identifying potential challenges
for future research.

2 Related Work

Question-answering has posed a long-standing
challenge for language models, prompting the pro-
posal of numerous new datasets to explore and en-
hance the capabilities of these models. This section
presents works associated with the three aspects of
our dataset: Tables, reasoning, and conversation.

LLMs have made significant advances in rea-
soning QA, as demonstrated by the DROP dataset
(Dua et al., 2019) for reading comprehension and
arithmetic QA, the GSM-8K dataset (Cobbe et al.,
2021) for grade-school math word problems, the
MMLU benchmark (Hendrycks et al., 2021) for
multiple-domain multiple-choice questions, and
the NumHG (Huang et al., 2024) for number-
focused headline generation.

Tabular QA is another area that requires reason-
ing skills. Notable datasets in this field include the
TAT-QA dataset (Zhu et al., 2021) for hybrid fi-
nancial tabular and textual data, the FinQA dataset
(Chen et al., 2021b) for numerical reasoning task in
finance, and the FeTaQA dataset (Nan et al., 2022)
for free-form table QA. Built on top of TAT-QA
and FinQA, our dataset expands the scope of rea-
soning by incorporating querying and reasoning in
problem-solving.

Numerous conversational QA datasets target
large knowledge bases as they allow for diverse
multi-hop questions. Some notable datasets in
this domain include SQA (Iyyer et al., 2017) for
Wikipedia tables, CSQA (Saha et al., 2018) for rea-
soning over a knowledge base, and ConvQuestions
(Christmann et al., 2019) covering five domains.
Non-KB QA datasets also pose significant chal-
lenges, for instance, CoQA (Reddy et al., 2019) for
machine comprehension and QuAC (Choi et al.,
2018) in dialog contexts. Despite extensive re-
search on conversational QA for many years, its
tabular and reasoning aspects still require further
attention, as evident in ConvFinQA (Chen et al.,
2022). This dataset explores the chain of numerical
reasoning in single-table conversational QA. Our
dataset raises the complexity in table manipulation,
cross-question chain of reasoning, and multiple-
table QA from a financial knowledge graph.

3 Dataset Construction

3.1 Overview of DBQR-QA
Figure 1 presents an example of the newly pro-
posed DBQR-QA dataset. Concurrently, Figure 2
provides a comparative view with examples from
previously established datasets. It is noteworthy
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that each question within the TAT-QA dataset only
requires a single-step operation. The majority
of questions in both the FinQA and ConvFinQA
datasets necessitate the execution of one to four
steps for calculation, invariably involving the use
of two numbers sourced either directly from the
data or derived from preceding steps. The pro-
posed DBQR-QA dataset incorporates questions
that require both database querying and complex
multi-step table manipulations. These tasks are
complicated further by a multi-branch chain of rea-
soning, where each question in the sequence in-
troduces, alters, or eliminates queries, variables,
operations, and parameters. This progressive com-
plexity not only challenges the model’s capacity
for memorization but also tests its ability to adapt
and refine its logic throughout the conversation.

Here is an example of the question and gold label
for this question in our dataset:

Question: During the period from 2016 to 2021,
what were the top two years Itron reported the high-
est R&D Expense?

Gold label:

3.2 Question Preparation

The questions in the proposed DBQR-QA were
sourced from the TAT-QA (Zhu et al., 2021) and
FinQA (Chen et al., 2021b) datasets, which were
manually crafted and annotated by financial ex-
perts. The limited variety of reasoning operations
within these datasets resulted in many questions
bearing similarities. We addressed this by grouping
similar questions and developing a template-based
representation. Specifically, we created 30 text-to-
template examples to identify financial concepts,
temporal elements (e.g., years), numerical values,
and units (e.g., millions) from a question, then uti-
lized BART (Lewis et al., 2020) to extract these
elements and generate templates. For instance, the
question “What was the total intangible assets in
2019?” was abstracted to “What was the total [con-

Figure 2: Comparison of the three relevant datasets.

cept] in [year]?” This abstraction process involved
calculating string similarity scores, grouping the
templates accordingly, and refining them to suit the
graph database context, beyond mere tabular data.

Similar to ConvFinQA, our dataset transforms
questions from FinQA into a conversational format
but stands out by incorporating table manipulation
throughout the reasoning process. Different from
ConvFinQA which only uses six simple arithmetic
operators, such as addition, subtraction, multiplica-
tion, and division, our operators include 26 opera-
tors in Pandas DataFrame. 1 This setting enables
more complex and expressive queries than previous
datasets. By leveraging Pandas’ extensive function-
ality, our approach also provides scalability for a
wide range of applications.

Upon establishing the question templates, we
populated them with entities (e.g., companies), fi-
nancial concepts, and numerical data, aligning the
financial terminology with the US-GAAP taxon-
omy2. We prioritized terms based on their occur-
rence frequency in the questions and selected those
represented in the graph to ensure the correctness
of the generated answers. We then defined a set of
operations and combined them to formulate a pro-
gram for each question, marking the initial stage of
annotation.

3.3 Automatic-Answer Annotation

To utilize the responses annotated by financial ex-
perts in TAT-QA and FinQA, we leveraged Re-

1https://pandas.pydata.org/pandas-docs/stable/
reference/api/pandas.DataFrame.html

2https://www.sec.gov/info/edgar/
edgartaxonomies
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Question Type (N ) Example

Simple (100)
During the six-year period ending 2016, which year should be excluded so that Brown & Brown
Insurance’s average deferred revenues over the remaining years reaches its highest value possible?

Complex (100)
Suppose we can choose to set a minimum threshold of 100M, 300M or 500M for purchase obligations
in 2019, what is the maximum average contractual obligations in the same year we can get from
companies on the list?

Multi-Table (50)
Considering all companies, which average is higher? 0) earnings per share (basic) through 2019 and
2021 or 1) earnings per share (diluted) through 2020 and 2022?

Multi-Hop (100)
Which of the following industry-level criteria yields higher 2018-2020 average net cash provided by
operating activities for the industries involved: 0) industries with year-on-year increase in average net
cash used in financing activities throughout the period, or 1) at least once during the period?

Instruction (50)

Get the 2018-2021 current federal income taxes of companies with common stakeholders to companies
in the real estate investment trusts industry. Get another list for marketing and advertising expense
during 2019 through 2022, but all companies on the second list must reported current federal income
taxes above 100K every year during the period. What is the difference between the overall averages
of the two lists?

Table 2: Example of different types of questions in DBQR-QA. N represent the number in the data set.

portKG, a knowledge graph constructed from finan-
cial report tables formatted as XBRL documents3.
This integration facilitates complex tasks requir-
ing extensive data interlinkage by storing the data
within the graph. The graph’s querying mech-
anism subsequently converts the results into ta-
bles, enabling manipulation during reasoning steps.
Through ReportKG, automatic-answer annotations
for generated questions are accessible. For instance,
a question from TAT-QA, “How much revenue
came from LinkedIn in 2018?” transforms into
“How much profit came from Apple in 2023?” in
our dataset. The annotation process in TAT-QA in-
volves extracting a triple (revenue, LinkedIn, 2018)
to respond to the question, whereas, in our context,
the automatic-answer annotation comprises a triple
(profit, Apple, 2023), thus providing a preliminary
answer.

3.4 Answer Verification

We employed Amazon Mechanical Turk workers
to verify our automatic-answer annotations. Their
task was to read the questions and create a pro-
gram (a series of tabular operations) using data
queried from the database. The system then com-
pared their program’s answer against ours. If there
was a mismatch, the workers needed to explain
which program – or whether the question – was
incorrect. This approach mitigated the risk of our
interpretation of the questions influencing theirs, as
would have been the case if we had requested them
to verify our programs.

To control the annotation quality, the eligible
workers attained a minimum score of 70% across

3https://xbrl.us/

three qualification tests. Additionally, they offered
adequate explanations for all answer discrepancies,
demonstrating their ability to identify the issues.
We considered a question valid by a majority con-
sensus. We analyzed the workers’ feedback and
determined the questions that had been identified
as incorrect, such as those involving the possibil-
ity of a negative value measuring the “difference”
between two quantities (e.g., how much different
A is from B), necessitated additional clarification.
We finalized minor revisions to the questions, com-
pleting our dataset construction.

4 Dataset Statistics

With advancements in NLP, zero-shot learning has
emerged as a prominent method in the study of
LLMs. Our proposed model, DBQR-QA, is specif-
ically designed for this context, aiming to evaluate
the ability of LLMs to generate code for querying
and reasoning. Instead of creating a large dataset
for supervised learning, we have developed a care-
fully constructed test set for precise evaluation. In
the ConvFinQA benchmark, the test set consists
of 434 instances. In line with these benchmarks,
DBQR-QA provides a similar scale with 400 QA
pairs.

The proposed DBQR-QA is categorized into five
subsets based on question type and complexity,
and it introduces a structured variety of question
types aimed at examing querying and reasoning
skills. These categories are crafted to delve into
the complex aspects of financial datasets, focusing
on distinct objectives and complexities. Below, an
introduction to the five unique question types in our
dataset is provided, alongside examples in Table 2
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to demonstrate their nature and the analytical skills
required.

Type 1: Simple Query with Specific Companies
(Simple)

This type entails straightforward questions about
specific companies, necessitating the direct extrac-
tion of data and basic arithmetic for solution deriva-
tion. A representative question might involve op-
timizing financial metrics over a specified period,
like identifying a year to exclude to maximize a
named insurance company’s average deferred rev-
enues.

Type 2: Complex Query with Unspecified Com-
panies (Complex)

Here, the complexity increases with the compa-
nies of interest not specified, incorporating condi-
tional thresholds for financial metrics. The task
involves selecting criteria to maximize or optimize
a financial parameter among a group of companies.
For instance, figuring out the year with the max-
imum average contractual obligations, based on
varying minimum thresholds for purchase obliga-
tions.

Type 3: Reasoning Steps Requiring Multiple
Tables (Multi-Table)

This category requires synthesizing data from
multiple tables to answer questions involving com-
parative analysis or financial metric aggregation
over various periods or conditions. It assesses the
ability to navigate and reason with interconnected
datasets, such as comparing average earnings per
share across different years while accounting for
basic versus diluted shares.

Type 4: Multi-hop Query (Multi-Hop)
Multi-hop queries necessitate a sequence of log-

ical steps and deductions to conclude. These ques-
tions often involve industry-level analysis, such as
comparing averages or trends across different cri-
teria or periods. An example question might ask
which industry-level criterion results in a higher
average net cash provided by operating activities,
requiring knowledge of temporal trends and indus-
try characteristics.

Type 5: Instruction QA (Instruction)
Instruction-based questions present complex sce-

narios that guide the analyst through a series of
data retrieval and analysis tasks across various di-
mensions, like time, industry, and financial metrics.
These questions mimic real-world data analysis

tasks, requiring high comprehension and the ability
to follow multi-step instructions to compare and
contrast averages or identify trends among specific
company groups.

These five question types collectively offer a
thorough framework for querying and reasoning
skills with financial datasets, spanning from sim-
ple arithmetic to intricate reasoning and multi-step
problem-solving.

5 Experimental Setup

5.1 Task Design

In our experiment, we aim to ask LLMs to answer
the given question by (1) querying data from Re-
portKG and (2) performing mathematical reason-
ing with the queried data. For querying, we ask
LLMs to generate Cypher programs, where Cypher
is a graph query language that lets the user retrieve
data from the graph. For reasoning, we ask LLMs
to generate Python programs by using the Pandas
package for reasoning.4

5.2 Implementation Details

In our experiment, we benchmark the performance
of Llama 2, PaLM 2, GPT-3.5 and GPT-4. Recog-
nizing that multiple programs can be generated for
a single question, we manually evaluate and exe-
cute each program to determine its correctness. We
classify the outcomes into three categories: pass
(producing the correct answer), fail (yielding an
incorrect answer), and crash (inability to execute).

5.3 Manual Evaluation

This section describes the rules for manual eval-
uation. There are two types of answers: text and
number. An answer can be a single value or a set
(of texts or numbers). Textual answers can be a
comparison (higher, lower, or equal) or entities, in-
cluding financial concepts defined in the taxonomy,
companies, persons, industries, and states. There
are no other types of textual answers. A human
evaluator must disregard other contextual output
or any information apart from the answer, whether
they are correct or not. If the answer is a set of val-
ues, the label and predicted sets must be identical
(the orders do not matter), i.e., all values must be
in the answer, and the answer must not contain any
other values. If the set of values is of particular
years or entities, e.g., a set of company revenues

4Please refer to Appendix H for the prompt.
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Simple Complex Multi-Table Multi-Hop Instruction Overall
Pass Fail Crash Pass Fail Crash Pass Fail Crash Pass Fail Crash Pass Fail Crash Pass Fail Crash

Llama 2 5 57 38 1 18 81 0 18 82 0 28 72 0 20 80 0.5 28.7 70.3
PaLM2 13 15 72 9 37 54 2 34 64 0 19 81 0 43 57 8.7 35.0 56.3
GPT-3.5 41 38 21 26 40 34 6 38 56 3 56 41 0 60 40 8.7 57.1 34.2
GPT-4 70 18 12 48 29 23 14 44 42 11 80 9 0 43 47 16.1 43.2 40.5

Table 3: Experimental results (in percentage).

LC LP SC SP D ID IE MI N NC
PaLM 2 29.9 13.5 17.4 25.8 0.0 0.0 0.0 0.0 4.5 9.0
GPT-3.5 40.6 21.1 15.0 0.00 3.0 3.0 7.5 5.3 4.5 0.0
GPT-4 27.2 14.8 25.9 4.9 2.5 3.7 0.0 3.7 16.1 1.2

Table 4: Error type analysis (in percentage).

during a period, the predicted values must explicitly
describe all correct years or entities.

5.4 Automatic Evaluation

Previous works, such as TAT-QA, FinqA, and Con-
vFinQA, developed automatic heuristic evaluators
to evaluate the outputs. However, the programs gen-
erated by LLMs through prompting may include
additional information, making it more challenging
to compare automatically with absolute certainty.
We found three common types of such cases in
our dataset. (1) The model outputs the correct an-
swer but in different wording than the label. (2)
The model outputs the context that may confuse a
heuristic evaluator. (3) The model outputs its chain
of thought (even without prompting specifically).
To ensure the reliability of automatic evaluation,
we implemented and tested three evaluators against
human judgments.

The first metric is heuristic and serves as a base-
line. The rules are as follows:

1. Single numeric answer: Detect a number in
the prediction. There must be only one num-
ber (excluding years). The prediction is cor-
rect if it matches the label to the second deci-
mal digit.

2. Set of numbers: The counts of the numbers in
prediction and the label must be the same. If
true, all numbers in the label must have unique
matching pairs.

3. Year, a set of year, string, and a set of strings:
All the years/strings in the label must be in
the prediction.

The second metric compares the reference an-
swer and the prediction using the BERTScore
through the models’ embeddings (Zhang et al.,

2020b). We used Microsoft’s DeBERTa XLarge
NMLI 5 as the base model, as recommended by
the authors, due to its highest correlation with hu-
man evaluation. Given the reference answer and
the prediction, the BERTScore algorithm computes
the accuracy, precision, and F1 scores. We added
a binary classification, where the output is 0 if the
F1 score is less than 0.5, else 1.

The third metric employs GPT-4 as the evaluator.
We first ask the model to compare the generated
answer to human annotation (see Appendix B for
the prompt). Next, we asked the model to score the
answer by modifying the last part of the prompt
to: “On a scale of 0 to 10, 0 = not at all and 10 =
same, how similar are the two answers? Answer an
integer number from 0 to 10 only. Do not explain
or output anything else.”

6 Experimental Result

6.1 From Querying to Reasoning
Table 3 presents our findings. Notably, GPT-4
consistently outperforms other models regardless
of question complexity. Additionally, our results
demonstrate that the proposed DBQR-QA poses
greater challenges to LLMs.

In order to take an in-depth look at the problems
that LLMs face when addressing the questions in
the proposed dataset, we manually checked the
problems that occur in Simple and Complex ques-
tions. This testing involves analyzing the output
exceptions. We also checked the results in the in-
termediate steps. The following are the common
problems we found:

1. Logical error in the Python script (LP) or Cypher
(graph) query (LC): This problem is due to the model
misinterpreting the question or making mistakes in its
reasoning steps.

5https://huggingface.co/microsoft/
deberta-xlarge-mnli
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Simple Complex Multi-Table Multi-Hop Instruction Overall
Pass Fail Crash Pass Fail Crash Pass Fail Crash Pass Fail Crash Pass Fail Crash Pass Fail Crash

Llama 2 12 61 27 4 53 43 0 28 72 3 63 34 0 40 60 3.4 48.9 47.6
PaLM2 18 44 38 13 39 48 0 19 81 1 46 53 3 17 80 4.5 38.2 57.1
GPT-3.5 49 49 2 29 61 10 3 56 41 3 55 42 3 63 34 4.2 46.6 49.2
GPT-4 75 22 3 79 20 1 12 60 28 5 60 35 0 53 47 18.2 52.4 26.8

Table 5: Experimental results of generating programs when given tables (in percentage).

2. Syntax or runtime error in the Python script (SP) or
Cypher query (SC): This problem encompasses vari-
ous instances, such as the model misunderstanding the
languages’ syntax, the code referring to undeclared vari-
ables, and the model misinterpreted data structure from
the queries or prior operations.

3. Negative output from the difference operation (D): The
program outputs a negative answer when asked for dif-
ferences between numbers.

4. Inverse division (ID): Reversed numerator and denomi-
nator in division.

5. Incorrect entity (IE): The query or code refers to irrele-
vant entities.

6. Manual input (MI): Require manual input.

7. Null handling (N): Fail to handle NULL.

8. No code generated (NC)

Table 4 details the distribution of each error type.
It’s worth noting that models exhibit a significant
number of errors when querying tables and data
using Cypher, while fewer mistakes occur in result
calculations.

6.2 Results of Reasoning
From our error analysis in Section 6.1, it is evident
that table queries, denoted by LC in Table 4, rep-
resent the predominant error type among the ten
identified. In this section, we explore a modified
experimental setting where models are not required
to query tables but are directly provided with tabu-
lar data. This adjustment allows us to better assess
a model’s ability to generate programs for calcula-
tions without the necessity of table querying.

Table 5 shows that model performances improve
across all metrics, regardless of the specific model
or the complexity of the dataset subset in use. This
improvement highlights the frequent failures at-
tributed to incorrect table-querying programs. No-
tably, the accuracy of GPT-4 with the Complex sub-
set significantly surpasses its performance when
tasked with generating a complete program, em-
phasizing the critical role of correct data query-
ing. However, GPT-4’s performance remains con-
sistent between the Simple and Complex subsets
for raw calculations. This consistency suggests that

our dataset does not introduce unrealistic or overly
complex calculations, aiming instead to replicate
real-world tasks commonly encountered in profes-
sional settings, from data querying to calculations.

6.3 Automatic Evaluation

We tested our three automatic evaluators against
human annotation. Table 6 shows the models’ per-
formances on the two tasks. The numbers in paren-
theses are the differences between the models’ pre-
dictions and human-annotated labels. Across all
the experimental settings, BERTScore is much less
predictive of human evaluation than the baseline
and GPT-4. We found that the embeddings of num-
bers are similar to each other regardless of whether
or not the numbers are the same. This issue led to
the model outputting high F1 scores for incorrect
numeric answers. While the baseline evaluator is
highly accurate when most answers are wrong, its
accuracy drastically drops as it fails to recognize
correct answers.

Table 7 summarizes the metrics’ performances
by accuracy, precision, recall, and F1 score for
binary classification and root mean squared error
(RMSE) for continuous score values. The ground-
truth values for RMSE are 0 for human-annotated
labels indicating incorrect prediction and 1 for the
correct ones. Based on the results shown in both
tables, we conclude that GPT-4 is the best approach
for automatic evaluation due to its low inaccuracy.

7 Discussion

Based on our experimental results, GPT-4 exhibits
satisfactory performance in both Simple and Com-
plex subsets. However, its performance is inferior
in the remaining subsets. Therefore, in this section,
we focus on discussing the Simple and Complex
subsets to understand the nuances of LLMs’ perfor-
mances on the proposed dataset.

7.1 Coreference Resolution

A pivotal facet of conversational question answer-
ing is the model’s ability to undertake coreference
resolution. For instance, when presented with a

15175



Task Model Gold Acc Base Acc BERT GPT-4
(Human) (Heuristic) Acc µ F1 σ F1 Acc µ Scale σ Scale

Full

Llama 2 0.03 0.02 (-0.01) 0.79 (+0.76) 0.60 0.15 0.04 (+0.01) 0.05 0.19
PaLM 2 0.11 0.10 (-0.01) 0.80 (+0.69) 0.61 0.17 0.10 (-0.01) 0.12 0.31
GPT 3.5 0.34 0.24 (-0.09) 0.86 (+0.52) 0.66 0.17 0.32 (-0.02) 0.36 0.45
GPT 4 0.59 0.47 (-0.11) 0.93 (+0.34) 0.69 0.17 0.55 (-0.04) 0.60 0.45

Reasoning

Llama 2 0.08 0.07 (-0.01) 0.70 (+0.62) 0.58 0.16 0.07 (-0.01) 0.11 0.27
PaLM 2 0.15 0.11 (-0.04) 0.78 (+0.62) 0.62 0.18 0.17 (+0.01) 0.22 0.39
GPT 3.5 0.39 0.36 (-0.03) 0.98 (+0.59) 0.81 0.16 0.41 (+0.02) 0.48 0.48
GPT 4 0.77 0.64 (-0.13) 0.92 (+0.15) 0.71 0.18 0.75 (-0.02) 0.78 0.37

Table 6: Comparison of human and automatic evaluations. The accuracies are execution accuracies. The GPT-4
scale ranges from 1 to 10 (the reported values are divided by 10).

Metric Type Acc P R F1 RMSE
Base Binary 0.93 0.95 0.90 0.92 -

BERT
Binary 0.42 0.60 0.56 0.41 -
F1 - - - - 0.56

GPT-4
Binary 0.98 0.98 0.97 0.97 -
Scale - - - - 0.20

Table 7: Evaluation of the automatic metrics compared
to human evaluation (micro F1). The accuracy, preci-
sion (P), recall (R), and F1 scores evaluate the metrics’
binary output. The root mean squared error evaluates
the metrics’ continuous output between 0 to 1.

follow-up question, “What about 2021 and 2022?”
succeeding the query “Between 2019 and 2020,
what was the change in Gibraltar Industries gross
profit?”, models must discern that the inquiry per-
tains to the “gross profit”. To delve into the effi-
cacy of models in this dimension, we executed a
turn-based evaluation, the outcomes of which are
illustrated in Figure 3.

The data suggests that GPT-3.5 excels during
the initial turn of conversation but its performance
tapers off in subsequent turns. Conversely, GPT-
4 showcases commendable results during the first
five turns, after which there’s a discernible decline.
These observations highlight two key points: firstly,
coreference resolution remains a formidable chal-
lenge for LLMs. Secondly, the mean turn count for
the existing dataset, ConFinQA, stands at a mere
3.67. This duration is inadequate to rigorously as-
sess models like GPT-4. From this vantage point,
our proposed DBQR-QA emerges as a more robust
benchmark for future studies.

7.2 Fine-Grained Question Type Analysis

We further employ two strategies to categorize the
questions into more fine-grained categories. The
first method classifies the questions according to
the functions adopted by their solution programs,

Figure 3: Pass ratio by turn.

whereas the second method depends on the judg-
ment of the annotators.

We grouped functions defined for this dataset
into six groups as follows:

1. Querying functions (QUER) consist of two functions:
One for querying facts regarding a specific company
and the other for querying facts associated with non-
specified companies based on particular criteria.

2. Logical functions (LOGI) consist of nine functions for
table manipulation. These operations include intersec-
tion, union, transpose, conditional replacement, condi-
tional filtering, comparison, merging, excluding, and
column stacking.

3. Ordering functions (ORDR) consist of five functions:
sorting, reversing the table along the row or column axis,
selecting rows or columns, selecting the nth element
along the axis, and selecting the first or last k items.

4. Arithmetic functions (CALC) consist of seven functions:
addition, subtraction, division, absolute operation, mul-
tiplication by a constant, subtraction by a constant, and
division by a constant.

5. Aggregation functions (AGGR) consist of two functions:
averaging and counting.

6. Listing functions (LIST) consist of two functions: One
lists the table’s header, and the other indicates an empty
output.

The annotators’ judgment aims to provide a more
fine-grained analysis and consists of additional cat-
egories as follows:
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Figure 4: Performance by question type.

TAT-QA FinQA ConvFinQA DBQR-QA
GPT-4 61.73 68.79 76.48 59.00
Human - 91.16 89.44 74.30

Table 8: Performance of GPT-4 and human in existing
datasets and DBQR-QA.

1. SORT for questions that involve sorting numbers by
financial concepts, companies, industries, years, among
others.

2. HYPO for questions that ask for calculation in a hy-
pothetical scenario. For example: “What if 2018 was
twice what was reported, how much more can be added
to 2022 to maintain the 50% margin?”

3. COMP for questions that ask to compare two or more
numbers along one axis of a table, for example, compa-
nies’ revenues in the year of interest compared to the
year prior.

4. NEGA for questions that involve negation, i.e., “not.”
For example, “which years can I remove that will not
increase the ratio?”

5. DECP for questions that intentionally deceive the model,
for example, by referring to a financial concept unrelated
to the one asked in the conversation.

6. ELAB for questions that ask to clarify the calculation.
For example, “which companies are included in the
calculation [of the previous question]?”

We delved deeper into the performance of mod-
els across various question categories. The out-
comes of this analysis are illustrated in Figure 4.
Notably, GPT-4 surpasses its counterparts in the
majority of question categories. However, given
that there are a mere three questions categorized
under Elaboration (ELAB), the differentiation in
performance for this type is marginal. Within the
array of question types, GPT-4 showcases superior
performance on DECP (Deceptive), QUER (Com-
plex Queries), and COMP (Comparison) categories.
The annotations for these question types will be
included with the proposed MTCQA dataset, of-
fering a foundation for future research to develop
specialized solutions targeting each distinct ques-
tion category.

7.3 Human Performance
Table 8 presents the performance comparison of
GPT-4 and humans on existing datasets and the
proposed DBQR-QA dataset. The results indicate
that accurately answering queries in the DBQR-QA
dataset poses greater challenges for both GPT-4 and
humans, highlighting the need for future research
to enhance performance in either the querying or
reasoning aspects of the dataset.

8 Conclusion

By introducing a comprehensive dataset tailored
to evaluate the querying and reasoning capabili-
ties of LLMs, the DBQR-QA dataset challenges
models with real-world scenarios that require both
database queries and multi-step reasoning pro-
cesses, reflecting the complexities encountered in
professional financial analysis. Experimental re-
sults reveal that while LLMs like GPT-4 demon-
strate potential in certain subsets, significant chal-
lenges remain, particularly in subsets requiring ad-
vanced reasoning and multi-step querying capabil-
ities. This observation underscores the ongoing
need for improvements in models and specialized
training to bridge the gap between current capabil-
ities and the demands of real-world data analysis
tasks. Lastly, although our dataset focuses on the
financial domain, interested researchers and devel-
opers can apply the creation and evaluation pro-
cesses to use cases where tabular reasoning over a
database can benefit question-answering. Compa-
nies and organizations can also apply our approach
to build a QA system to conduct complex anal-
yses of their databases for various purposes, for
example, inventory/logistic/resource management,
fraud/irregularity detection, system optimization,
and supporting information for policy/decision-
making. In addition to the dataset, all fine-grained
annotations for analysis will be shared under the
CC BY-NC-SA 4.0 license.6

Limitation

The paper’s limitations can be summarized as fol-
lows: First, while our study adopts financial data in
line with prior research, this specificity means that
our findings are predominantly tailored to financial
documents. Explorations into other domains rich in
database, such as scientific research or the clinical
realm, would be beneficial in subsequent studies.

6Research materials are available at: https://www.ai.
iee.e.titech.ac.jp/DBQR-QA/
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Second, our primary emphasis is on assessing the
capabilities of LLMs in a zero-shot setting. Future
investigations might consider broadening the scope
to explore our dataset under varied experimental
paradigms. Third, consistent with prior works, our
dataset is confined to English. It’s worth noting
that LLMs might exhibit different behaviors across
different languages, and we advocate for this con-
sideration in future endeavors.
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Concepts
Question: What is the amount of stated
capital outstanding on December 31, 2019
Mentions: stated capital outstanding

Question: In which year was selling, general and
administrative less than 100,000 thousands?
Mentions: selling, general and administrative

Question: What is the difference between 2019
average rate of inflation and 2019 average rate of
increase in salaries?
Mentions: rate of inflation;
rate of increase in salaries

Question Templates
Question: What is the amount of stated capital
outstanding on December 31, 2019
Masked: What is the amount of [concept] on [date]

Question: In which year was selling, general and
administrative less than 100,000 thousands?
Masked: In which year was [concept]
less than [number] thousands?

Question: What is the difference between 2019
average rate of inflation and 2019
average rate of increase in salaries?
Masked: What is the difference between [year]
average [concept] and [year] average [year]?

Table 9: Examples used for BLOOM 7B to extract
concepts and question templates.

on Natural Language Processing (Volume 1: Long
Papers), pages 3277–3287, Online. Association for
Computational Linguistics.

A Question Generation

The questions are all human-generated. However,
we used BLOOM 7B7 to find common financial
concepts and question templates in the TAT-QA and
FinQA datasets. This data helps us decide what
concepts and types of questions we should include
in the annotation. We gave BLOOM 30 examples
for each task and ran the model on all samples in the
datasets. Table 9 lists some examples we used. We
then search the US GAAP and company-defined
taxonomies for the extracted concepts. Table 10
shows the top five concepts found in both datasets.
Table 11 shows the top five templates that start with
“what,” which account for 82.60% of all questions.

7https://huggingface.co/bigscience/bloom-7b1
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Exact Match 80% Match
US GAAP Custom US GAAP Custom

Concept Counts Concept Counts Concept Counts Concept Counts
Revenue 369 Revenue 370 Retail revenue 455 Contract revenue 463
Unrecognized tax 110 Net revenue 274 Revenue 372 Rental revenue 456
benefit
Gross profit 107 Net sale 254 Operating expense 233 Revenue 371
Interest expense 107 Operate income 112 Net cash provide by 210 Fee revenue 312

use in operating activity
Contractual 99 Unrecognized tax 110 Net cash provide by 199 Rent revenue 305
obligation benefit use in investing activity

Table 10: Top five concepts by numbers of mentions in the TAT-QA and FinQA datasets. The “80% Match” indicates
mentions with at least 80% match to the concepts’ title in the taxonomy. The custom column is for company-defined
concepts.

Counts Template Example
496 What was [concept] in [year]? What was the amount of raw materials in 2018?
218 What was the increase / (decrease) in What was the increase / (decrease) in the net income -

[concept] - insurance insurance segment from 2018 to 2019?
157 What was the [concept] in [entity] What was the Cost-reimbursement and fixed-price-incentive-fee

in [year] and in Defense Solutions, Civil and Health respectively?
144 What was the total [concept] in [year]? What is the increase/ (decrease) in Loss per common share -

basic and diluted from 2018 to 2019?
118 What does [concept] in [year] include? What was the total intangible assets in 2019?

Table 11: Top five question templates for “what” questions (generated by BLOOM 7B) with at least 80% match.

B Automatic Evaluation

We used the following prompt for our GPT-4 evalu-
ator, which compared the models’ outputs to human
annotation:

C Fine-grained Question Type

Table 12 and Table 13 show the statistics of the
simple and complex sections of the dataset. Note
that a question could fit into several fine-grained
categories.

Code Description Questions
QUER Querying functions 200
LOGI Logical operations (e.g., union) 143
CALC Arithmatic calculation 135
ORDR Ordering (e.g., sort, nth item) 129
AGGR Aggregation (e.g., averaging) 129
LIST Listing operations (e.g. headers) 49

Table 12: Fine-grained categories based on functions
adopted by the solution programs.

Code Description Questions
CALC Arithmetic calculation 102
AGGR Aggregation (e.g., averaging) 94
SORT Sorting 85
HYPO Hypothetical questions 37
COMP Comparison 26
NEGA Negation 13
DECP Deceptive questions 7
ELAB Elaboration 3

Table 13: Fine-grained categories based on the annota-
tors’ judgment.

D Operations

Table 14 summarizes DBQR-QA’s operation ex-
tension (n=26) compared to the TAT-QA (n=10),
FinQA (n=10), and ConvFinQA (n=6) datasets,
where n represents the number of operations.
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TAT-QA
Arithmetic: Sum, count, average, multiply, divide,
subtract, change ratio
Text: Span-in-text, cell-in-table, spans

FinQA
Arithmetic: Add, subtract, multiply, divide, exponential
Comparison: Compare
Table*: Sum, average, max, min

ConvFinQA
Arithmetic: Add, subtract, multiply, divide, exponential
Comparison: Compare

DBQR-QA
Arithmetic: Sum, subtract, divide, absolute
Comparison: Compare
Constant: Add, subtract, multiply, divide
Aggregation: Average, count
Selection: Selector, filter, first/last K, Nth item
Sorting: Sort
Multi-table: Merge, stack columns, intersect, union, exclude
Table Headers: Header
Edit: Reverse, replace, transpose, remove NaN

Table 14: Comparison of operations to other related
datasets. *FinQA’s table operations only apply to one
table row. DBQR-QA supports full tabular operations.

E Instructions for Annotators

The description of the task given to the annotators
is as follows:

1. Read a series of 5 - 10 conversational questions.

2. Build a program that performs numerical operations for
each question using our annotation tools.

3. Locate numbers in a table that represent financial con-
cepts mentioned in the questions.

4. Check our pre-annotated program against your submis-
sion.

The requirements for the Amazon Mechanical
Turk workers are as follows:

1. Basic mathematical reasoning over tabular data (similar
to applying formulas in Microsoft Excel).

2. Basic understanding of financial concepts.

3. Latest version of Google Chrome, Safari, or Microsoft
Edge running on a desktop PC.

The completion time estimation given to the an-
notators is as follows:

1. If this is your first time seeing this task, you’re about to
take the first test, which:

• consists of 5 questions,
• requires you to watch a 4-minute training video

and read additional instructions,
• gives you hints on how to build programs, and
• takes about 40 minutes on averageto complete.

Stage Task Questions Completion
Time

Estimation
1 Training & testing 5 40 mins
2 Training & testing 5 40 mins
3 Testing 10 1 hour
4 Actual task 10 ≤ 1 hour

Table 15: Completion time estimation for each stage of
the annotation process.

Category Llama 2 PaLM 2 GPT 3.5 GPT 4
ORDR 2.33 6.98 31.01 62.79
LIST 4.08 8.16 26.53 61.22
AGGR 3.10 11.63 27.91 59.69
QUER 3.00 11.00 33.50 59.00
LOGI 2.80 7.69 26.57 58.74
CALC 3.70 8.89 32.59 58.52

Table 16: Models’ performance analysis by function
type (in percentage) on the simple and complex sets.

2. If not, it’s either:

• your second test (5 questions) or
• your third test or the actual annotation task (10

questions).

Table 15 summarizes the completion time esti-
mation, also shown to the annotators.

The rejection criteria given to the annotators for
assignment submission are as follows:

1. Not giving a clear explanation when prompted (for ex-
ample, we’ll ask you to identify and explain the prob-
lems when your program and ours do not match)

2. Giving up multiple times with no reasonable explanation

3. Having no intention to complete the task (judging by
the programs you generated and your explanation)

F Performance Analysis

In addition to the model’s performance analysis
by question type (defined using human judgment)
in Section 7.2, we have conducted an additional
analysis that measures the model’s performance by
function type, as shown in Table 16.

G GPT-3.5 and GPT-4

We evaluated the first two types of questions in
our dataset in October 2023. The February 2024
version of the GPT models produced drastically
different answers, resulting in significant perfor-
mance drops. This change in the models’ behavior
has been studied previously (Chen et al., 2023),
with the results indicating varying degrees of per-
formance changes that can be substantial in some
tasks, including mathematics and code generation.
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H Prompt for Program Generation

The following is the part of the prompt we used for
all LLMs tested:

I AI Assistant

We utilized GPT-4 to assist with our research and
writing. However, the content remains original, and
we meticulously reviewed and revised the tool’s
output prior to publication.
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