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Abstract

As the cost of training ever larger language
models has grown, so has the interest in reusing
previously learnt knowledge. Transfer learn-
ing methods have shown how reusing non-task-
specific knowledge can help in subsequent task-
specific learning. In this paper, we investigate
the inverse: porting whole functional modules
that encode task-specific knowledge from one
model to another. We designed a study com-
prising 1,440 training/testing runs to test the
portability of modules trained by parameter-
efficient finetuning (PEFT) techniques, using
sentiment analysis as an example task. We test
portability in a wide range of scenarios, involv-
ing different PEFT techniques and different pre-
trained host models, among other dimensions.
We compare the performance of ported mod-
ules with that of equivalent modules trained (i)
from scratch, and (ii) from parameters sampled
from the same distribution as the ported module.
We find that the ported modules far outperform
the two alternatives tested, but that there are
interesting performance differences between
the four PEFT techniques. We conclude that
task-specific knowledge in the form of struc-
turally modular sets of parameters as produced
by PEFT techniques is highly portable, but that
degree of success depends on type of PEFT and
on differences between originating and receiv-
ing pretrained models.

1 Introduction and Related Work

Given the increasing costs of training and running
neural models (Strubell et al., 2019), the interest in
finding methods to reduce these costs is growing.
Reusability of previously learned knowledge is one
very promising avenue to pursue, in particular if
this were possible in plug-and-playable form.

Methods that come under the broad heading of
transfer learning have shown for some time that
general, non-task-specific knowledge transferred
from one learning scenario to another can help
speed up task-specific learning in the latter. Well

established techniques such as word and word-
sequence embeddings, and pretraining plus finetun-
ing are examples, as is adaptation from one domain
to another (Guo and Yu, 2022), one language to
another (Conneau et al., 2020), or one task to an-
other (Ruder et al., 2019). What these approaches
have in common is that they aim to extract gen-
eral, or at least non-task-specific, knowledge while
discarding the task-specific knowledge.

Reusability could be radically extended if it were
possible to reuse both generic and different types of
task-specific knowledge, especially if these could
be recombined with some degree of freedom. For
this to be possible, the knowledge would have to be
contained in structurally and functionally modular,
or portable, (sub)networks. Some research has
explored model compression (Jiang et al., 2023)
which can be seen as attempting to extract mod-
ules with desired functionality. Other work has
looked at identifying subnetworks with given func-
tionality (Csordás et al., 2021), but none has to our
knowledge successfully demonstrated portability
of task-specific modules.

Parameter efficient finetuning (PEFT) tech-
niques such as Adapters (Houlsby et al., 2019),
Prefix Tuning (Li and Liang, 2021), Compacters
(Karimi Mahabadi et al., 2021), and LoRA (Hu
et al., 2021), train sets of parameters that have
been shown to be structurally modular (Sabry and
Belz, 2023), in the sense that they form separate
parameter sets that interact with their host model
via dedicated interfaces. However, it is currently
unclear if PEFT modules are also functionally mod-
ular. One important marker of functional modu-
larity is encapsulation, i.e. the degree to which a
(structural) module performs dedicated functions
that are separate from functionality elsewhere in
the system. Encapsulation is a precondition for
portability which would be an important step in
the direction of plug-and-playable neural compo-
nents, potentially capable of achieving substantial

1548



Instruction-tuned
Raw Model #Params Learning Steps

Model

Flan T5 base T5 v1 base 250M 84k
Flan T5 large T5 v1 large 780M 64k

Table 1: Pretrained models used, raw/instruction-tuned
variants, number of parameters and number of learning
steps in instruction tuning (Chung et al., 2022).

reductions in training time and resources, and in-
creased reusability in neural system development
(Schmidt and Bandar, 1998; Kingetsu et al., 2021;
Bhattacharya et al., 2022; Pfeiffer et al., 2023).

Modularity (without porting) has been explored
in the context of Adapters for multi-task cross-
lingual transfer (Pfeiffer et al., 2020). Cross-task
transferability (in unchanged PEFT-tuned models)
has also started to be explored very recently, e.g.
in conjunction with prompt tuning (Su et al., 2022;
Vu et al., 2022). Ding et al. (2023) extended this to
other PEFT techniques, showing that PEFT-tuned
models maintain performance on closely related
tasks, but not on less closely related tasks.

In this focused contribution, we assess some-
thing more challenging: whether PEFT tech-
niques, specifically, create modules that encode
task-specific knowledge that is portable to new
models. We start with an overview of our study
(Section 2) and the experimental set-up (Section 3).
We then present the results (Section 4), and con-
clude with discussion and findings (Section 5).

2 Study Overview

Our goal in the present study is to investigate the
degree to which the knowledge encoded in the
parameter matrices that result from PEFT tuning
(which we call PEFT modules) is portable. More
specifically, the degree to which such knowledge is
portable between different models under different
conditions.

The study is designed to test the portability of
modules trained by different PEFT techniques from
an originating model (in conjunction with which
the module was trained), to a different receiving
model; moreover to test it under different condi-
tions, including different types and combinations
of originating and receiving models, different num-
bers of learning steps during module training at
the originating model end, and (b) module training
at the receiving model end, as described in more
detail in the next section.

PEFT
Archit.

Repeats Insertion Workspace
(MLP)

Prefix Tun. Non-lin. All layers Parallel Attn keys/values
LoRA Linear All layers Parallel Attn query/val.
Adapter Non-lin. All layers Sequential FFN, Attn block
Compacter Non-lin. All layers Sequential FFN, Attn block

Table 2: PEFT techniques used in experiments, along-
side structural properties as per Sabry and Belz (2023).

3 Experimental Set-Up

Put simply, if the knowledge encapsulated in PEFT
modules is portable to new models, then plugging
a pretrained PEFT module into a new model will
result in superior performance for the same num-
ber of post-porting learning steps than a randomly
initialised PEFT module.

More strictly, if it really is the knowledge encap-
sulated by the pretrained PEFT module that leads to
the superior performance rather than simply start-
ing training off in a statistically advantageous point
in the search space, then initialisation with parame-
ters sampled from the same distribution (with the
same mean and variance) will result in worse per-
formance.

To establish whether these are the case is the
purpose of the present study. In it we performed
experiments as per the following experimental grid:
(i) four combinations of originating and receiving
models, (ii) sentiment classification as the example
NLP task, (iii) four PEFT techniques, (iv) same vs.
different datasets on originating and receiving sides,
(v) two importing scenarios (exact parameters vs.
sampled from same distribution), (vi) two differ-
ent numbers of learning steps in the pre-porting
training of modules, (vii) three different numbers
of learning steps in post-porting training (module
adaptation to the receiving model environment),
and (viii) three different random seeds. This grid
corresponds to 1,152 experiments; we added 288
experiments for training from scratch without im-
porting the pretrained PEFT module (where there
is no pre-porting training, and no importing scenar-
ios), making it a total of 1,440 experiments.

Pretrained models used (i above): We selected
four different versions of the open-source T5 model
(Raffel et al., 2020), as shown in Table 1: T5 v11

raw2 models of two different sizes (250M, 780M)

1https://huggingface.co/docs/
transformers/model_doc/t5v1.1

2‘Raw’ refers to unaltered pretrained models without
instruction-tuning; ‘base’ refers to the smallest-size model.
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Mean Accuracy (Variance)
PEFT Ported Sampled From scratch

Adapter 0.895 (0.001) 0.777 (0.031) 0.765 (0.033)
Compacter 0.661 (0.037) 0.478 (0.140) 0.477 (0.140)
LoRA 0.600 (0.148) 0.480 (0.189) 0.544 (0.166)
Prefix Tuning 0.751 (0.010) 0.692 (0.021) 0.685 (0.032)

(a) Task tuning on originating side and adaptation tuning
on receiving side use same dataset (Rotten Tomatoes).

Adapter 0.930 (0.005) 0.797 (0.040) 0.785 (0.041)
Compacter 0.681 (0.037) 0.493 (0.147) 0.481 (0.147)
LoRA 0.629 (0.157) 0.502 (0.205) 0.561 (0.179)
Prefix Tuning 0.829 (0.005) 0.734 (0.027) 0.743 (0.020)

(b) Task tuning on originating side and adaptation tuning
on receiving side use different datasets (Rotten Tomatoes
and SST-2, respectively).

Table 3: Mean Accuracy (Variance) for Ported, Sampled
and From-scratch scenarios, broken down into results
for same/different pre-porting and post-porting datasets.

and their instruction-tuned Flan equivalents.3 This
selection gives us good coverage in terms of model
size and types of knowledge in pretrained models
(raw language model vs. instruction tuned).

Datasets (ii): Our example NLP task is senti-
ment analysis, and we used two English datasets,
namely SST-24 and Rotten Tomatoes,5 with Accu-
racy as the performance measure. The task was
construed as sequence prediction, i.e. the input is
provided as the prompt directly without task de-
scriptions or prefixes, and the sequence continua-
tion generated by the model should be the desired
output (here, the sentiment label: ‘great’ or ‘ter-
rible’). We opted for this setup to ensure a level
playing field for raw and instruction-tuned models.
It avoids granting the latter an unfair advantage that
could result from explicit task descriptions. The
(raw) T5 v1 models (Table 1) were pretrained ex-
clusively on the Google C4 crawled dataset (Raffel
et al., 2020), with no supervised training, so using
a task prefix during single-task fine-tuning does not
confer a real advantage, as it does, in contrast, for
instruction-tuned models.6

PEFT techniques (iii): The four PEFT tech-

3https://huggingface.co/docs/
transformers/model_doc/flan-t5

4https://huggingface.co/datasets/sst2
(train: 60.6K, val: 6.7K, test: 872) (Socher et al., 2013)

5https://huggingface.co/datasets/
rotten_tomatoes (train: 8.53k, val: 1.07k, test:
1.07k) (Pang and Lee, 2005)

6https://huggingface.co/docs/
transformers/model_doc/t5v1.1

niques we tested7 were Prefix Tuning (Li and Liang,
2021), LoRA (Hu et al., 2021), Adapter (Houlsby
et al., 2019), and Compacter (Karimi Mahabadi
et al., 2021) each representing a different approach
to parameter-efficient finetuning with different as-
sociated degrees of structural and functional mod-
ularity in resulting PEFT modules. An overview
of their structural properties, in terms of the PEFT-
Ref typology (Sabry and Belz, 2023), is provided
in Table 2: architecture (Column 2), number of
insertions across transformer layers (Column 3),
in-parallel versus sequential insertion (Column 4),
and which parameters in the transformer layer ar-
chitecture they interact with (their ‘workspace’,
Column 5).

Combinations of pre-porting and post-
porting datasets (iv): The pre-porting dataset is
the one used to PEFT-tune the module (i.e. before
it is exported). The post-porting dataset is the one
used in further tuning an imported PEFT module
within its new environment. We compare (a) using
the same dataset (Rotten Tomatoes) in post-porting
tuning and testing as was used in pre-porting tuning,
and (b) using different datasets (Rotten Tomatoes
on the pre-porting side, and SST-2 on the post-
porting side).

Importing scenarios (v, additionally from-
scratch tuning): In this experimental dimension
we tested three alternatives, namely (i) importing
PEFT module parameters exactly as they are at
the end of (pre-porting) PEFT-tuning, (ii) sampling
new parameters from the same (normal) distribu-
tion, i.e. with the same mean and variance, and (iii)
initialising parameters randomly using their PEFT
default initialisation techniques8.

Pre-porting and post-porting learning steps
(vi, vii): We tested two different numbers of learn-
ing steps for pre-porting PEFT tuning: 5K and 10K.
On the post-porting side, we tested three different
numbers of learning steps: 0.5K, 1K and 3K.

For details of the hyperparameters we used
with the different methods, see Appendix A.2.

7Implementations from OpenDelta, an open-source li-
brary for parameter-efficient finetuning: https://github.
com/thunlp/OpenDelta/tree/main.

8LoRA initialises all parameters with zero, Adapter uses
normal distribution with mean 0 and standard deviation 0.01,
Compacter uses Glorot uniform (Glorot and Bengio, 2010),
and Prefix-Tuning uses the default PyTorch uniform initialisa-
tion for linear layers, then tuning from scratch.
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S a m e d a t a s e t s

(a) Porting direction: raw → instruction-tuned (b) Porting direction: instruction-tuned → raw

D i f f e r e n t d a t a s e t s

(c) Porting direction: raw → instruction-tuned (d) Porting direction: instruction-tuned → raw

Figure 1: Each bar chart shows average accuracy over three random seeds and two pairs of originating and receiving
models for one PEFT technique (e.g. Adapter), one porting direction (e.g. raw → instruction-tuned), and one
number of pre-porting training learning steps (e.g. 5K). Y-axis in each chart is Accuracy, X-axis is the number
of post-porting adaptation learning steps (500, 1.5K and 3K), blue=ported, orange=sampled, and green=random
parameters.

4 Results

The first two sets of results we present (in Tables 3a
and 3b) are the mean and variance of Accuracy
scores over all of the following experimental di-
mensions: i (four pairs of originating and receiving
models), vi (two different numbers of pre-porting
learning steps), vii (three different numbers of post-
porting learning steps), and viii (three different ran-
dom seeds). This provides a high-level perspective
on the extent to which knowledge has been success-
fully ported on average for each of the four types
of PEFT module, as compared to the correspond-
ing sampled and from-scratch parameters. Table 3a
shows results when the same data set (Rotten Toma-
toes) is used for PEFT tuning on the originating
side and post-porting tuning and testing on the re-
ceiving side. Table 3b shows results when different
datasets are used (Rotten Tomatoes pre-porting and
SST-2 post-porting).

We can very clearly see the substantial advantage
that importing a pretrained PEFT module brings
for all four PEFT techniques. Performance in-
creases are similar across PEFT techniques and

same/different datasets, but Compacter benefits
the most, followed by Adapter, LoRA and Prefix-
Tuning. As indicated in Table 2 (Column 5), LoRA
and Prefix-Tuning interact with their host model
by accessing weights, while Adapters and Com-
pacters interact with representations. These struc-
tural differences may explain the observed porta-
bility variations, as weights can be viewed as the
model fingerprint, making portability more chal-
lenging compared to representations, which can be
shared among different models.

Figure 1 shows more finegrained results, for
same datasets at the top (a and b), and different
datasets at the bottom (c and d). Each half of the
figure is further divided into porting from raw to
instruction-tuned host models (left) and vice versa
(right). More information in figure caption.

Accuracy is remarkably similar for same vs. dif-
ferent pre-porting and post-porting datasets across
the different scenarios. This implies that the knowl-
edge acquired is dataset-agnostic. It is also very
stable across 5K vs 10K PEFT-tuning steps on the
originating side.

The porting direction makes a big difference.
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When porting from a raw host model to an
instruction-tuned one (left side of Figure 1), we see
the following pattern. Remarkably, all PEFT tech-
niques exhibit some degree of zero-shot portability,
with ported modules achieving up to around 0.7
Accuracy straight out of the box, compared to 0 for
both sampling and random parameters. From 500
post-porting learning steps onwards, performance
evens out between ported, sampled and random pa-
rameters, and also plateaus out, for Adapter, LoRA
and prefix-tuning. For Compacter, this happens at
1,000 steps.

When porting from an instruction-tuned host
model to a raw one (right side of Figure 1), we
see different patterns. Only Adapters exhibit any
zero-shot portability in this porting direction, albeit
at much reduced Accuracy levels. However, here
the performance with imported modules remains
much higher than with sampled and random pa-
rameters across all learning steps; this is the case
for all PEFT techniques except Compacters. In
terms of overall best performance, only Adapters
match the corresponding best performance in the
other porting direction (raw to instruction-tuned)
by 3,000 learning steps. LoRA and Compacter
perform much less well overall than Adapter and
prefix-tuning in this porting direction.

The differences between the two porting direc-
tions may be in part due to differences in knowl-
edge encoded in raw and instruction-tuned mod-
els. A PEFT module trained with a raw model as
host has to acquire all task-specific knowledge (be-
cause a straightforward language model has none),
making the knowledge encapsulated in the PEFT
module more task-specific and more self-contained,
explaining the good zero-shot post-porting perfor-
mance observed. At the same time, the receiving
host model, because instruction-tuned, already has
relevant task-specific knowledge, explaining why
ported, sampled and random variants perform on a
par from 500 (1,000 for Compacter) post-porting
learning steps onward.

Conversely, a PEFT module trained with an
instruction-tuned model as host only has to acquire
task-specific knowledge not already present in the
host, making the knowledge encapsulated in the
resulting PEFT module less task-specific and less
self-contained, explaining the mostly absent zero-
shot post-porting performance observed. At the
same time, the partial task-specific knowledge en-
coded in the imported parameter still bestows a

substantial boost in a situation where the receiving
host model is a raw model with no task-specific
knowledge, explaining why the ported modules
outperform alternatives in all scenarios except for
Compacters with different datasets.

The results reported here are for a comparatively
easy task. In Appendix B, we report preliminary
results for similar experiments involving Natural
Language Inference, a much more complex task,
with the aim of confirming generalisation to more
complex tasks.

5 Conclusion

Our study shows, for the first time, that PEFT mod-
ules are structurally and functionally sufficiently
modular to be portable from one host model to
another. Remarkably, we observed pronounced
zero-shot portability (with no post-porting adap-
tation tuning at all) for the best PEFT techniques.
The performance that can be achieved in the model
being ported to depends on the porting direction
and PEFT technique used. Adapters appear to de-
liver the highest degree of portability overall across
both directions.

Given the structural differences between the
types of PEFT modules tested, our results point in
an exciting direction: it may be possible to extrap-
olate from such results to design new PEFT tech-
niques specifically optimised for portability. The
structural properties of current PEFT techniques
impose limits on the reusability of ported modules,
e.g. requiring the receiving model to have the same
hidden dimension and number of layers as the orig-
inating model. Addressing these limitations could
pave the way for more versatile and widely portable
PEFT modules.

We are currently epxloring these aspects further
in extended portability tests, initially for a wider
range of different tasks, and subsequently for other
models and task construals. A particular focus in
future work will be the efficiency savings that can
be achieved through portable modules, including
computational budgets required for different PEFT
techniques to achieve satisfactory performance in
ported modules.

Limitations

Our findings should be interpreted within the con-
text of the selected models, datasets, task formu-
lation, and hyperparameters. Our choice of hy-
perparameters for PEFT techniques is informed by
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prior research, and our selection of learning steps is
driven by the goal of achieving performance while
staying within computational constraints. In par-
ticular, we demonstrate portability for sentiment
analysis, with some back up from the much more
complex task of NLI.

Responsible Research Notes

In the work reported here, we used open-source
resources and datasets only. These are all used in
exactly the way they were intended to be used, for
scientific research.

We used two of the standard sentiment analysis
datasets that have been widely used in the field. We
did not ourselves check for personally identifiable
information or offensive content in these datasets.
We have provided references to the sources of the
datasets used which provide information regarding
data collection and processing steps.

As work that uses standard open source datasets
and standard opensource models and parameter-
efficient finetuning techniques with automatic eval-
uation, the present work can be considered low-
risk in terms of ethical consideration. Working on
parameter-efficient finetuning and reusability will
hopefully contribute to more energy-conserving
model training and usage.
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A Additional Experimental Details

A.1 Computational Resources
Our experiments were conducted using a single
NVIDIA A100 GPU with a memory capacity of
80GB.

A.2 PEFT hyperparameters
Based on established practices in prior PEFT stud-
ies, we set the following hyperparameters for each
technique:

• Adapters: Bottleneck dimension = 64, Acti-
vation Function = GeLU .

• Compacter: Bottleneck dimension = 16, Ac-
tivation Function = GeLU , Hypercomplex di-
vision = 4. No parameter-sharing between the
Kronecker product reparameterised matrices.
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• LoRA: Rank = 8, Alpha = 16, Dropout = 0.0.

• Prefix Tuning: Number of tokens = 5, We
employ a network comprising two linear lay-
ers with mid-dimensions = 512. The initial
embedding dimension per token is set to 512.
The activation function used in producing
these tokens is Tanh. The last layer is re-
sponsible for producing the desired token di-
mensions for the model.

In both pre-porting and post-porting training, we
utilised a learning rate of 1e−4 with a linear decay
scheduler. Additionally, we incorporated warm-
up steps equivalent to 10% of the total learning
steps. Batch sizes were 4, 096 tokens in pre-porting
training, and 2, 048 tokens in post-porting training.

B Supplementary Experiments

In order to confirm that portability of PEFT mod-
ules generalises beyond the tasks and datasets
tested in this paper, more particularly to assess
their performance in a more complex task, we con-
ducted preliminary experiments on the task of Nat-
ural Language Inference (NLI), using the same
experimental set-up (Section 3).

We used two datasets, MNLI9 and SICK,10 with
the same task construal as for the experiments re-
ported in the paper, namely providing the input
directly as a prompt and interpreting the contin-
uation generated as the output (here, NLI labels
‘neutral,’ ‘entailment,’ or ‘contradiction’).

Again we used Accuracy as our performance
metric. We tested for reduced ranges of pre-porting
and post-porting learning steps, namely 5K pre-
porting steps and 0.5K, 1K, and 3K post-porting
steps. Moreover, we tested only the two most
widely used PEFT techniques, Adapter and LoRA,
with the same hyperparameters described in Ap-
pendix A.

In the same-dataset scenario, we used the MNLI
dataset for pre-porting PEFT tuning and for post-
porting adaptation tuning and evaluation. For the
different-datasets scenario, we used MNLI on the
pre-porting side and SICK on the post-porting side.
We applied the same hyperparameters, as for the
sentiment analysis experiments, except that the
batch sizes for post-porting training were 4,096

9https://huggingface.co/datasets/
SetFit/mnli (train: 393K, val: 9.8K, test: 9.8K)
(Williams et al., 2018)

10https://huggingface.co/datasets/sick
(train: 4.44K, val: 495, test: 4.91K) (Marelli et al., 2014)

and 1,120 tokens for MNLI and SICK, reflecting
different dataset characteristics.

The experimental set-up corresponds to a total
of 288 experiments. The results (Figure 2) exhibit
the same general patterns as described for the senti-
ment analysis tasks in Section 4. However, we have
so far tested only for two PEFT techniques, and
only for what are very small numbers of pre-porting
and post-porting learning steps for such a complex
task, so the patterns are less clear. Nevertheless,
Adapter and to a lesser degree LoRA successfully
encapsulated and ported task-specific knowledge.
The observed patterns align with our discussion of
the influence of porting direction and PEFT struc-
tural properties in Section 4. While these results
indicate that PEFT portability generalises to more
complex tasks, further research on a wider range
of scenarios is needed.
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S a m e d a t a s e t s

(a) Porting direction: raw → instruction-tuned (b) Porting direction: instruction-tuned → raw

D i f f e r e n t d a t a s e t s

(c) Porting direction: raw → instruction-tuned (d) Porting direction: instruction-tuned → raw

Figure 2: Each bar chart shows average accuracy over three random seeds and two pairs of originating and receiving
models for one PEFT technique (e.g. Adapter), one porting direction (e.g. raw → instruction-tuned), and one number
of preporting training learning steps (e.g. 5K). Y-axis in each chart is Accuracy, x-axis is number of post-porting
adaptation learning steps (500, 1.5K and 3K), blue=ported, orange=sampled, green=random parameters.
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