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Abstract

Empathy – encompassing the understanding
and supporting others’ emotions and perspec-
tives – strengthens various social interactions,
including written communication in healthcare,
education and journalism. Detecting empathy
using AI models by relying on self-assessed
ground truth through crowdsourcing is chal-
lenging due to the inherent noise in such an-
notations. To this end, we propose a novel
system, named Large Language Model-Guided
Empathy (LLM-GEm) prediction system. It
rectifies annotation errors based on our de-
fined annotation selection threshold and makes
the annotations reliable for conventional empa-
thy prediction models, e.g., BERT-based pre-
trained language models (PLMs). Previously,
demographic information was often integrated
numerically into empathy detection models.
In contrast, our LLM-GEm leverages GPT-3.5
LLM to convert numerical data into semanti-
cally meaningful textual sequences, enabling
seamless integration into PLMs. We experi-
ment with three NewsEmpathy datasets involv-
ing people’s empathy levels towards newspaper
articles and achieve state-of-the-art test perfor-
mance using a RoBERTa-based PLM. Code
and evaluations are publicly available at https:
//github.com/hasan-rakibul/LLM-GEm.

1 Introduction

Empathy refers to an inherent ability to understand
and convey suitable emotional responses in reac-
tion to the emotions and viewpoints of others (De-
cety and Jackson, 2004; Olderbak et al., 2014).
Seminal work by Batson et al. (1987) proposed the
widely-recognised empathy measurement scale by
defining empathy as having six aspects: sympa-
thetic, moved, compassionate, tender, warm and
softhearted. Empathic capability is key in cultivat-
ing interpersonal relationships and mitigating stress
and discontent among individuals in our society in
various human-to-human interactions.
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Figure 1: A typical empathy prediction workflow by
directly utilising a PLM (Tafreshi et al., 2021; Barriere
et al., 2022, 2023) versus our proposed LLM-guided
workflow. Because of the noise in crowdsourced data, a
typical workflow often results in suboptimal prediction.
Our proposed workflow employs LLM to refine or re-
define noisy annotations automatically and outperforms
the typical approach.

Empathic doctors are better equipped to under-
stand their patients’ concerns, leading to improved
communication and patient outcomes (Jani et al.,
2012). This empathic connection is not confined
to face-to-face interactions but extends to written
communication, such as medical reports and in-
formative articles that convey a compassionate un-
derstanding of patients’ experiences. In education,
especially with the shift towards online learning
due to the COVID-19 pandemic, empathy is crit-
ical in helping teachers understand their students’
emotional states and create a positive learning envi-
ronment (Aldrup et al., 2022). In addition to verbal
communication, empathy in the education sector
also surfaces in written communications, such as
emails and feedback on assignments, where the
tone and language reflect a genuine concern for
students’ well-being. In examining the role of em-
pathy in written journalism, consider the poignant
example of a newspaper article detailing a local
family’s struggle after a devastating house fire. The
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journalist’s empathic narrative goes beyond factual
reporting, weaving a story that not only informs
but also connects readers emotionally to the human
experiences within the news.

Assessment of empathy levels is crucial in deter-
mining interaction quality (Bellet and Maloney,
1991). Empathy deficits often lead to conflicts
and miscommunications, which can be resolved
by measuring empathy levels as the first step, but
such measurement is challenging, even for humans
(Lawrence et al., 2004). Research endeavours in
computational empathy remain limited (Alam et al.,
2018) compared to other domains of affective com-
puting, such as emotion (Kaklauskas et al., 2022),
primarily due to the lack of high-quality data.

The aphorism, ‘garbage in, garbage out’, signi-
fies how inaccurate data results in inaccurate out-
puts (Geiger et al., 2020). While crowdsourcing
platforms (e.g., Amazon Mechanical Turk, Crowd-
Flower and Prolific) offer a simpler and faster way
to get a sizeable participant pool, they suffer from
false information (Sheehan, 2018). Such erroneous
data result from carelessness and multitasking and
threaten the validity of findings relying on such
data (Jia et al., 2017; Huang et al., 2012). However,
such crowdsourcing with self-assessment annota-
tion is a major source of data collection in computa-
tional social science and human behaviour studies,
such as empathy (Tafreshi et al., 2021) and emotion
(Mohammad and Turney, 2010). Computational
empathy using crowdsourced annotation, therefore,
often provides suboptimal performance (Figure 1).

In addition, the subjective nature of empathy ne-
cessitates consideration of people’s demographic
information, which is normally represented as num-
bers in the datasets. We, therefore, leverage de-
mographic information into our prediction pipeline
and introduce LLM-GEm, a Large Language Model
(LLM)-guided empathy prediction system. While
earlier studies, such as Wang et al. (2021), em-
ployed GPT-3 LLM for direct data annotations, to
the best of our knowledge, no work has focused
on using LLM to refine human annotations. To
this end, we leveraged the enhanced capabilities of
GPT-3.5 to reduce labelling errors in pre-existing
crowdsourced annotations. It will be particularly
useful when there is already some noisy crowd-
sourced annotation. We experiment with three pub-
licly available datasets to predict people’s empathy
levels toward newspaper articles, where our system
results in competitive performance by outperform-
ing prior work.

Our major contributions include (1) applica-
tion of GPT-3.5 LLM to convert numerical demo-
graphic information to semantically meaningful
text in order to seamlessly integrate them with a
pre-trained language model (PLM), (2) employing
GPT-3.5 LLM to reduce annotation errors caused
by crowdsourcing, and (3) defining annotation se-
lection threshold to systematically select between
crowdsourced annotation and LLM annotation.

2 Related Work

A Workshop on Computational Approaches to
Subjectivity, Sentiment & Social Media Analysis
(WASSA) has organised a series of competitions
on predicting people’s empathy towards newspaper
articles. In these challenges from 2021 to 2023,
several works (Vasava et al., 2022; Kulkarni et al.,
2021; Srinivas et al., 2023; Lu et al., 2023) pre-
dicted empathy by fine-tuning RoBERTa PLM fol-
lowed by some Multi-Layer Perceptron (MLP) lay-
ers. Apart from these, some studies (Ghosh et al.,
2022; Butala et al., 2021; Hasan et al., 2023a) fine-
tuned BERT PLM, and some other studies (Mundra
et al., 2021; Lin et al., 2023; Chavan et al., 2023)
leveraged an ensemble approach with fine-tuning
multiple PLMs. Qian et al. (2022) experimented
with multi-task learning and reported that a simple
fine-tuning of the RoBERTa base model resulted
in better performance (0.480 vs 0.508 Pearson cor-
relation coefficient (r)). Fine-tuning PLMs, there-
fore, has become the conventional approach to pre-
dict people’s empathy towards newspaper articles.
Among different PLMs, RoBERTa has become the
most frequently used prediction model in empathy
detection studies, as reported in a recent survey
covering computation empathy studies from 2013
to 2023 (Hasan et al., 2023b).

Several authors experimented with various ap-
proaches to ensure data quality in empathy predic-
tions. As a data augmentation technique, Vasava
et al. (2022) translated texts to a random language
using Google Translate and then back to English.
They combined five demographic features before
the final layer of their empathy prediction pipeline.
Qian et al. (2022) also harnessed demographic and
personality data, which yielded a validation Pear-
son correlation coefficient (r) of 0.53. Notably, this
performance surpassed that achieved without incor-
porating demographic and personality information.
Data augmentation and demographic information,
therefore, help to predict empathy levels.
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As for data annotation employing LLM, Wang
et al. (2021) experimented with GPT-3 in annotat-
ing data for several natural language processing
tasks, including sentiment analysis, question gen-
eration and topic classification. They concluded
that GPT-3 is a cost-effective way of annotating
data but is not as reliable as human annotations.
In this paper, we systematically select annotations
between GPT-3.5 LLM and crowdsourcing to min-
imise existing noise in crowdsourced annotations.

3 Method

3.1 Problem Formulation

Consider for the ith data sample, X =

{xSi , x
D1,2,··· ,m
i }, where xSi is a text sequence,

x
D1,2,··· ,m
i are m demographic data represented as

real numbers. We aim to build a model F to predict
the degree of empathy Y crowd = {ycrowd

i ∈ [u, v]},
where ycrowd

i represents self-assessed continuous
empathy score ranging from u to v, collected
through crowdsourcing platforms such as Amazon
Mechanical Turk. This self-assessed empathy score
is referred to as crowdsourced annotation through-
out this paper.

We investigate two important aspects of this
problem. (1) Demographics information: Prior
work has experimented with different approaches
in integrating numerical demographics informa-
tion into text-based empathy prediction workflow.
For example, Vasava et al. (2022) fused demo-
graphic information as numbers in an MLP layer
after the PLM. Whereas Chen et al. (2022) used
them as fixed sentences and reported a test perfor-
mance drop from 0.537 to 0.295 Pearson r. On
the other hand, Hasan et al. (2023a) used them as
fixed sentences, but in a different style than Chen
et al. (2022), and reported a validation performance
increase from 0.565 to 0.865 Pearson r. Given
that most text-based empathy prediction systems
use PLMs in predicting empathy levels (Tafreshi
et al., 2021; Barriere et al., 2022, 2023), it would
be straightforward to integrate the demographic
numerical information as text into the pipeline. In-
stead of sentences with a fixed pattern for all sam-
ples, naturally varying sentences may improve the
performance. Further, the recent rise of LLMs ne-
cessitates making these converted texts meaningful
so we can use this semantic information in prompt
engineering with LLMs.

(2) Annotation: Prior work on empathy predic-
tion suffers from suboptimal performance, espe-

cially with crowdsourced self-annotation. In a se-
ries of empathy prediction challenges participated
by several researchers for three years (Tafreshi
et al., 2021; Barriere et al., 2022, 2023), a max-
imum Pearson correlation coefficient of only 0.558
is achieved. In contrast, another empathy predic-
tion challenge in its debut (Barriere et al., 2023)
got a 0.708 Pearson correlation. Apart from the
actual text data to predict empathy, a major differ-
ence between these two challenges is the annota-
tion protocol: self-annotation by all participants
(0.558) versus controlled annotation of all samples
by three external annotators (0.708). Given that
crowdsourced annotation is a faster and simpler
way of getting data but suffers from false infor-
mation (Sheehan, 2018), mitigating the annotation
noise is clearly a key problem.

It is important to note that the practice of crowd-
sourced annotation for sentiment analysis (Wang
et al., 2021) or image analysis (Nowak and Rüger,
2010) differs substantially from annotations in com-
putational social science. Computational social sci-
ence involves collecting raw data, such as people’s
reactions to newspaper articles, with or without an-
notations. Consequently, even if the reliability of
self-assessment annotations remains debatable, the
underlying raw data can be salvaged by mitigating
the noise inherent in the annotations.

3.2 Employing LLM in Empathy Prediction

We employ LLM in three scenarios: (1) process-
ing demographic data, (2) annotation, and (3) data
augmentation by rephrasing all essays and demo-
graphic sentences.

3.2.1 Numerical Demographics to Text Using
LLM

The numerical demographic data XD1,2,··· ,m can
be converted to semantically meaningful text using
LLM to effectively integrate them into a text-based
empathy prediction pipeline. There can be m de-
mographic information such as gender, education
level, ethnicity, etc. Demographic information for
each sample i can be converted to sentences by first
constructing a prompt and feeding it to an LLM:

PD
i = f(xD1

i , xD2
i , · · · , xDm

i ) (1)

xDi = LLM(PD
i ) (2)

The actual text sequence where empathy would
be predicted, and the demographic sentence for
each data sample can then be concatenated as xi =
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Figure 2: LLM-GEm system: we first use the LLM to convert demographic data to meaningful text. Essays and
demographic sentences are used to annotate the essays using the LLM, and reliable annotations are then selected for
each sample. After rephrasing the texts using the LLM, we train a RoBERTA-MLP model to predict empathy levels.

Essay Crowd. LLM

“After reading the article, you can’t help but feel really sad and terrible for the people that were affected by
the hurricane. It was a situation that they did not deserve and one that they most likely did not cause but
mother nature has other plans for us. I feel bad for all the children as well as animals that are there as well
with no shelter or food.”

1.00 6.50

“Stories like this always manage to irritate me just a bit. I do not keep up with celebrity news so when some
does manage to find it’s way in front of me I’m just like “who cares”? I will never see these people in my real
life, they will never have an impact on me and will never even cross my mind on their own.”

1.33 1.20

Table 1: Two sample essays and their annotations using crowdsourced participants and LLM in a continuous
range from 1 to 7, where 1 and 7 refer to the lowest and highest empathy, respectively. Although the first essay is
empathic, the self-annotation is the lowest, while the LLM annotation seems reasonable and correct. In the second
example, both annotations seem correct. Empathic and non-empathic keywords are marked with blue and red
colours, respectively.

(xSi , x
D
i ), where the comma (,) symbol represents

string concatenation.

3.2.2 Reducing Annotation Noise Using LLM
To reduce annotation noise, the best practice is to
annotate the data with multiple annotators (Geiger
et al., 2020). To this end, essay and demographic
text sequences are fed together into an LLM to
annotate each sample i. Some verified and reli-
able crowdsourced annotations, along with their
corresponding text sequences, are used in a few-
shot prompt engineering approach to enhance the
consistency of the outputs generated by the LLM.

PA
i = f([x1, y

crowd
1 ], [x2, y

crowd
2 ], · · · , [xn, ycrowd

n ], xi)

(3)

yLLM
i = LLM(PA

i ) (4)

where [x1, ycrowd
1 ], [x2, y

crowd
2 ], · · · , [xn, ycrowd

n ] are
n verified and reliable crowdsourced annotations
and corresponding text sequences.

Two sample annotations, by both LLM and
crowdsourcing, are presented in Table 1. Indeed,
the annotation by LLM seems reasonable and ac-
curate compared to the crowdsourced annotation
(Table 1). Even though the crowdsourced anno-
tations are noisy, we do not entirely discard the
crowdsourced annotations, particularly to predict
crowdsourced ground truth in the test set. In this
regard, the annotation selection threshold guides
toward more reliable annotations.

Figure 3 illustrates a histogram of differences
between LLM and crowdsourced annotations. In
most cases, there are 0 to 0.5 differences between
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Figure 3: Annotation differences (GPT vs crowd-
sourced).

the annotators. There are, however, cases where
LLM and crowdsourced annotations differ by larger
margins. Refer to Appendix C.2 for more evidence.

An argument could be raised about the neces-
sity of building another AI model guided by LLM,
given that LLM, also an AI model, provides reliable
empathy scores. LLMs as the prediction model
may not be appropriate in some cases. Firstly, de-
pendence solely on LLMs as the prediction model
leads to high operating costs and computational
demands. Secondly, LLMs may not be appropriate
for edge devices such as smartphones and embed-
ded systems. Comparatively smaller models are,
therefore, often preferred, which can be optimised
to get reasonably good performance compared to
LLMs (Wang et al., 2023a). In this paper, we pro-
pose a computational empathy model that leverages
yLLM
i during training but can infer without needing

LLMs.

3.3 LLM-GEm: LLM-Guided Empathy
Prediction

Figure 2 depicts the details of the proposed LLM-
GEm system. Between LLM annotation Y LLM and
crowdsourced annotations Y crowd, we select reli-
able annotations yi for each sample based on anno-
tation selection threshold α:

yi =

{
yLLM
i if ∆ > α

ycrowd
i otherwise

(5)

where ∆ = |ycrowd
i − yLLM

i |, i.e, the absolute dif-
ference between two annotations. As an example,
if ycrowd

i = 1 and yLLM
i = 6.5, the ∆ becomes 5.5;

therefore, the selected annotation yi will be 6.5 and
1 for 0 ≤ α < 5.5 and 5.5 ≤ α ≤ 6.0, respectively.
The thresholds α = 0 and α = ∆ mean using all
LLM and crowdsourced annotations, respectively.

In the case of α ̸= {0,∆}, the selected annotation
pool, concerning the whole training data, will re-
sult from both LLM and crowdsourced. We, there-
fore, refer to this case as mixed annotation. The
threshold α ranges from 0 (both have the same
annotations) to the maximum possible annotation
difference:

α =


0 all LLM annotations
> 0 & < max(∆) mixed annotations
max(∆) all crowdsourced annotations

(6)

A higher ∆ means a higher probability of anno-
tation anomaly in crowdsourced annotation. We
train the prediction model using the text sequences,
demographic information and the ground truth se-
lected through the annotation selection threshold,
and we test our system on the crowdsourced anno-
tation. The hidden representation corresponding
to the first token (<s>) from the last layer of the
RoBERTa PLM is extracted and fed into an MLP.

Empathy is subjective and, in fact, heavily de-
pendent on people’s demographic information, as
proved by earlier studies on computational empathy
(Guda et al., 2021; Vasava et al., 2022; Hasan et al.,
2023a) and psychology (Borracci et al., 2017).
We further leverage numerical demographic data
in addition to the textual demographic informa-
tion. Since the demographic values are in different
ranges, we use min-max scaling before fusing the
information into the MLP. More details of the ar-
chitecture are presented in Appendix A.

4 Experiments

4.1 Experimental Setup

4.1.1 Dataset Setup
To evaluate people’s empathy towards newspaper
articles, we experiment with three datasets, con-
sisting of written essays in English, demographic
data and ground truth empathy score, Y crowd. We
manually verify that the demographic data are
anonymised with no personal identifying informa-
tion, such as full name or username. The ground
truth is annotated by crowdsourced participants
based on Batson’s empathy scale involving six
aspects of empathy (Batson et al., 1987). The
NewsEmpathy v2 training dataset consists of whole
NewsEmpathy v1 data samples, while the v2 vali-
dation and test sets consist of new samples. The
v3 dataset (Omitaomu et al., 2022; Barriere et al.,
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2023), on the other hand, has no overlapping sam-
ples with its earlier version (v1 and v2). Details of
the datasets are presented in Appendix B.

The task in these datasets is to predict continuous
empathy level Y crowd ∈ [1.0, 7.0] from input texts
X = {Essay, Demographic}. The essays (XEssay)
are text sequences, while the demographic data
(XD) are represented as real numbers. As reported
by Omitaomu et al. (2022), XDGender ∈ {1, 2, 5} cor-
responds to male, female and others; XDEducation ∈
{1, 2, 3, 4, 5, 6, 7} corresponds to different levels
of educations; XDRace ∈ {1, 2, 3, 4, 5, 6} corre-
sponds to different races; XDAge ∈ R corresponds
to age in years; and XDIncome ∈ R corresponds to
income in USD.

Similar to Barriere et al. (2023), we combine v2
and v3 training datasets and make a single training
set, which has 5,268 samples after data augmen-
tation. The model trained on this training set is
used for evaluation in v2 and v3 datasets. Evalua-
tion in v1 dataset, however, does not incorporate
any external data (no v2, v3 or data augmentation)
to maintain consistency with prior work (Buechel
et al., 2018). The v1 dataset has 1,670 samples for
10-fold cross-validation.

4.1.2 LLM Setup
To interact with LLM through prompt engineering,
we design appropriate prompts following OpenAI
best practices for prompt engineering (Fulford and
Ng, 2023). We controlled the degree of randomness
of the LLM output by using the temperature pa-
rameter of OpenAI API. The prompts were mostly
sensitive to the presentation of responses, such as
responding as ‘6’ or ‘six’ with additional unnec-
essary sentences, rather than the contents of the
response, such as empathy score. We iteratively
tested prompts to get responses in the desired for-
mat. For numeric demographic data to text con-
version, the prompt includes the mapping between
numbers and actual information with a typical ex-
ample sentence. During annotation, we provide
three essays and their empathy scores as examples
so that the LLM outputs the empathy score in a con-
sistent style. Prompts with sample input and output
with numerical to textual conversion, annotations,
and rephrasing text are presented in Appendix C.1,
Appendix C.2, and Appendix C.3, respectively.

4.1.3 Evaluation
We follow the established evaluation protocols by
earlier studies on all three datasets. The v1 dataset

comes with no separate validation and test set, and
the evaluation protocol reported in Buechel et al.
(2018) is 10-fold cross-validation. The v2 and v3
datasets have separate validation and test sets, and
prior work (Tafreshi et al., 2021; Barriere et al.,
2022, 2023) reported performance on hold-out test
sets. The ground truths corresponding to the test
sets in the v2 and v3 datasets are not publicly avail-
able. Instead, evaluations on test sets are obtain-
able through the CodaLab (Pavao et al., 2022) chal-
lenge websites: v2 dataset at WASSA 20221 and
v3 dataset at WASSA 20232 challenges.

Earlier studies with NewsEmpathy datasets
(Hasan et al., 2023a; Mundra et al., 2021) and gen-
eral fine-tuning of PLMs (Dodge et al., 2020) re-
ported that the initialisation of model parameters
and the data orders in training heavily influence
the model performance. Thus, we use different
initialisation and data ordering in v2 and v3 evalua-
tions through five different seed values (0, 42, 100,
999, 1234). We use Pearson correlation coefficient
(r) as the evaluation metric, the official metric of
WASSA 2021, 2022, and 2023 challenges using
NewsEmpathy datasets.

4.1.4 Implementation Details
We utilise gpt-3.5-turbo-06133 version of GPT-
3.5 LLM for demographic sentences, rephrasing
and annotations. Our manual inspection of the
annotations supports the correctness of LLM anno-
tations. To check LLM’s consistency in annotation,
we annotated 21 samples twice at two different API
calls. The annotations are fairly consistent, with
a mean variation of 0.3 and a standard deviation
of 0.42. On average, the LLM annotation costs
us USD 0.94 per 1,000 essays. Of the 5,268 essay
samples, GPT-3.5 declined to annotate two samples
due to their lack of coherent thoughts or feelings,
as they appeared to be a mix of unrelated sentences.
Such erroneous samples are indeed challenging to
screen out because these samples are textual con-
tent in a text dataset; however, GPT-3.5 detects
them even without any explicit instructions.

We train and validate the RoBERTa-MLP model,
having 125.7M total trainable parameters, utilis-
ing Python 3.11 on a single NVIDIA Tesla V100
32GB GPU. The primary software packages in-

1https://codalab.lisn.upsaclay.fr/
competitions/834

2https://codalab.lisn.upsaclay.fr/
competitions/11167

3GPT 3.5 (version: gpt-3.5-turbo-0613) was the latest
version at the time of this research.
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Figure 4: Validation set performance at different anno-
tation selection thresholds, ranging from 0 (all GPT-3.5
LLM annotation) to 6 (all crowdsourced annotation).

clude Transformers 4.31.0, Datasets 2.13.0, Py-
torch 2.0.1, CUDA 11.7, scikit-learn 1.2.2 and
Pandas 2.0.2. We use off-the-shelf roberta-base
PLM from Hugging Face (Wolf et al., 2020), which
is released under MIT license. To combat overfit-
ting and mitigate catastrophic forgetting, we im-
pose early stopping. Specifically, we stop the train-
ing if the validation loss does not significantly de-
crease (a minimum decrease of 0.01 is considered
significant) for three epochs. We train the model
for a maximum of 10 epochs with a learning rate of
1e−5 in AdamW (Loshchilov and Hutter, 2019) op-
timiser, a linear learning rate decay scheduler with
6% warmup steps, a batch size of 16 and weight
decay of 0.1. We use a fixed seed value of 0 to
ensure reproducibility. To get the text embedding
from the RoBERTa PLM, we experimented with
concatenating the last four hidden states, which did
not provide any benefit compared to using only the
last hidden state. As the loss function, we experi-
mented with mean-squared-error, Huber loss, and
mean-absolute-error and found mean-squared-error
more suitable.

4.1.5 Validation Strategy
Seminal work by Liu et al. (2019) introduced
RoBERTa and strategies to fine-tune the RoBERTa
PLM on downstream tasks. We adhere to the
same hyperparameter settings reported in Liu et al.
(2019) across our experiments to ensure the per-
formance improvements are solely based on im-
provement in data quality rather than the choice
of common hyperparameters, such as learning rate
and batch size.

Annotation selection threshold (α) is the pri-
mary hyperparameter we introduce for minimis-
ing annotation noise. The annotation difference

Data Annotation Validation (r)
(Mean ± SD)

v1 Crowdsourced 0.909± 0.013
LLM-GEm 0.958± 0.005

v2 Crowdsourced 0.504± 0.031
LLM-GEm 0.776± 0.006

v3 Crowdsourced 0.596± 0.057
LLM-GEm 0.791± 0.010

Table 2: Validation results with 10-fold cross-validation
(NewsEmpathy v1) and with five different initialisation
and data order (NewsEmpathy v2 and NewsEmpathy v3).
The LLM-GEm performance is reported at α = 0.

ranges from zero (both are the same) to six (one
annotation is lowest, i.e., one, and the other anno-
tation is highest, i.e., seven). A value of α = 0
and α = 6 denote selecting the entire annotations
of LLM and crowdsourced, respectively. A value
of α between 0 and 6 means mixed annotations.
In addition to tuning the annotations of train data,
we experiment with varying the validation annota-
tion. An elevation in the validation score signifies
a corresponding enhancement in the quality of the
underlying data, given that all other parts of the
workflow remain constant. As seen on Figure 4,
the validation performance on all three datasets has
a clear pattern as the threshold varies. Data quality
is, therefore, improved when we use LLM anno-
tations and gradually degraded as we select more
crowdsourced annotations. The performance on the
NewsEmpathy v1 dataset appears relatively modest
compared to the other datasets. This discrepancy
could potentially be attributed to a smaller number
of samples: 1,670 in v1 dataset as opposed to 5,268
in v2 and v3 training sets.

Table 2 reports the validation scores in three
datasets with annotations by crowdsourcing and
LLM-GEm. Importantly, LLM-GEm annotations
improve the performance of the validation sets by
a large margin in all datasets. The performance is
best at the v1 dataset, with a Pearson r of 0.958.

We also tested how newspaper article text con-
tributes towards empathy prediction and how our
improved data works on a model reported and im-
plemented by others. These results are presented
in Appendix D and Appendix E, respectively.

4.2 Benchmarking Results

We compare our system’s performance on similar
empathy prediction studies on all three datasets (Ta-
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Method Best Model Test
(r)

NewsEmpathy v1a

Buechel et al. (2018) fastText-CNN 0.404
Ours (LLM-GEm) RoBERTa-MLP 0.924

NewsEmpathy v2
Vasava et al. (2022) RoBERTa-MLP 0.470
Ghosh et al. (2022) BERT-MLP 0.479
Qian et al. (2022) RoBERTa 0.504
Lahnala et al. (2022) RoBERTa 0.524
Chen et al. (2022) RoBERTa 0.537
Plaza-del Arco et al. (2022) RoBERTa 0.541
Butala et al. (2021) BERT-MLP 0.358
Mundra et al. (2021) ELECTRA +

RoBERTa
0.558

Vettigli and Sorgente (2021) LR 0.516
Kulkarni et al. (2021) RoBERTa-MLP 0.517
Ours (LLM-GEm) RoBERTa-MLP 0.505

NewsEmpathy v3
Barriere et al. (2023) RoBERTa 0.536
Wang et al. (2023b) RoBERTa 0.331
Hasan et al. (2023a) BERT 0.187
Srinivas et al. (2023) RoBERTa-MLP 0.270
Lin et al. (2023) {RoBERTa,

EmoBERTa}-MLP
0.415

Gruschka et al. (2023) RoBERTa 0.348
Chavan et al. (2023) RoBERTa-SVM 0.358
Lu et al. (2023) RoBERTa-MLP 0.329
Ours (LLM-GEm) RoBERTa-MLP 0.563

a 10-fold cross-validation evaluation as per the prior work on v1
dataset (Buechel et al., 2018)

Table 3: Comparison with similar empathy prediction
works on all three datasets. Note that the test sets’
ground truths come from crowdsourcing.

ble 3). Our proposed system, LLM-GEm, provides
state-of-the-art (SOTA) test results on the v1 and
v3 datasets. On the v2 dataset, the performance
is 0.053 behind the best result. The major reason
behind such suboptimal performance can be the
annotation noise in the test set. Given that the test
set comes from the same distribution as the train-
ing set and we demonstrate how noisy the training
set annotation is, it is highly likely that the test set
has similar annotation errors. Although prior work
(Mundra et al., 2021; Plaza-del Arco et al., 2022;
Chen et al., 2022) reported better performance than
ours with the same test set, a significant distinction
here is the training labels. We train our model with
noise-reduced labels, which makes the distribution
of training and test labels significantly different.
Another reason we anticipate is hyperparameter op-
timisation. Prior work on NewsEmpathy datasets
reported significant changes in performance with
changes in hyperparameter (Hasan et al., 2023a;
Mundra et al., 2021). As discussed earlier, we

adhered to the same hyperparameter settings re-
ported in the original RoBERTa paper to ensure
the performance improvements are solely based
on improvement in data quality. Therefore, SOTA
performance on the v2 dataset might be achievable
through hyperparameter optimisation.

Several observations are explored from Table 3.
(1) Earlier SOTA result (Mundra et al., 2021) on v2
dataset and the second best result (Lin et al., 2023)
on v3 dataset leveraged multiple PLMs in ensemble
fashion. On the contrary, LLM-GEm uses a simple
pipeline with a single PLM, followed by some MLP
layers and outperforms bulky ensembles.

(2) To use, not to use, or how to use demographic
information remains a confounding factor in the
literature. For example, Chen et al. (2022) reported
decreased performance by using them as fixed sen-
tences, while Hasan et al. (2023a) and Vasava et al.
(2022) reported increased performance by using
them as fixed sentences and as numbers, respec-
tively. Gruschka et al. (2023), on the other hand,
used one-hot encoding, unnecessarily increasing
the dimensionality. Our system utilises demo-
graphic information both as meaningful varying
sentences and as numbers, and the system outper-
forms earlier work.

(3) There is a decreasing trend of the overall
performance of prior work from v2 to v3 dataset,
which may be attributed to smaller dataset size
(2,655 essays in v2 versus 1,100 essays in v3). Our
system provides SOTA results and outperforms all
studies by a large margin in v3 dataset.

(4) On the v1 dataset, our work achieves the best
improvement of 0.52 Pearson r as compared to the
other two datasets. This notable improvement can
be attributed to the reliable annotation and use of
demographic sentences – provided by LLM-GEm
system – utilised on a PLM-based pipeline.

(5) RoBERTa PLM is the most popular in the
literature, and several work utilised its fine-tuned
versions by emotion-related data (e.g., EmoBERTa
and RoBERTa-Twitter (Lin et al., 2023)). We use
the RoBERTa base model and achieve SOTA per-
formance.

4.3 Ablation Study

4.3.1 Varying Input

Table 4 presents the ablation experiment in two
broad categories: (1) discarding LLM annotations
and (2) discarding crowdsourced annotations. In
each category, we vary training data and features.
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Annotation Training Data Features Val. (r) Test (r)

Without v2 + v3 E 0.565 0.433
LLM Dt, E 0.577 0.446

Dt </s> E 0.560 0.436
Dt, Dn, E 0.626 0.451

Without v3 Dt, Dn, E 0.656 0.421
Crowd. v2 + v3 Dt, Dn, E 0.765 0.468

v2 + v3 + Augm. Dt, Dn, E 0.792 0.498

Dt – Demographic (text), Dn – Demographic (number)
E – Essay, Augm. – Augmentation

Table 4: Ablation study on the most recent v3 dataset
by discarding either LLM or crowdsourced annotations,
varieties in training data samples and features. In the
case of features without demographic numbers, no MLP
layers are used as they are not required. Experiments are
run on the same hyperparameters with a fixed seed value
of 0, ensuring the same initialisation and data orders.
Note that test set annotations always remain unchanged
as crowdsourced annotations.

Discarding crowdsourced annotation, i.e., includ-
ing LLM annotation, still improves both validation
(0.626 to 0.765) and test (0.451 to 0.468) perfor-
mance, with the training data and input features
remaining unchanged. Verified without LLM an-
notation, demographic information improves em-
pathy prediction, with an improvement of 0.013
Pearson r in the test set. This aligns with earlier
studies by Hasan et al. (2023a) and Vasava et al.
(2022). Using demographic information both as
text (with essays) and as number (intermediate fu-
sion) in a single experiment further improves the
performance by 0.049 Pearson r in the validation
set. We also experiment with inputting the demo-
graphic sentences and essays with a separator to-
ken (</s>), which slightly lowers the performance
compared to simply concatenating. Verified with
discarding crowdsourced annotations, i.e., includ-
ing LLM annotations, adding v2 training data and
data augmentation improves the performance by
0.109 and 0.027 validation Pearson r, respectively.

4.3.2 Varying Annotation Selection Threshold

Table 5 presents test performances on v2 and v3
datasets with varying annotation selection thresh-
old α from zero (all LLM annotations) to six (all
crowdsourced annotations). On both datasets, the
best Pearson r is achieved in a combination of LLM
and crowdsourced annotations selected using α of
5.5 and 4.5, respectively.

α NewsEmpathy v2 (r) NewsEmpathy v3 (r)

0.0 (all LLM) 0.459 0.498
0.5 0.434 0.424
1.0 0.429 0.479
1.5 0.438 0.462
2.0 0.452 0.448
2.5 0.442 0.495
3.0 0.447 0.516
3.5 0.490 0.458
4.0 0.468 0.536
4.5 0.496 0.563
5.0 0.495 0.554
5.5 0.505 0.495

6.0 (all crowd) 0.458 0.481

Table 5: Test performance on v2 and v3 datasets with
different annotation selection thresholds α (defined in
Equation (5)) at a fixed seed value of 0.

5 Conclusion and Future Work

Empathy plays a crucial role in social dynamics,
such as education, health and business. Evaluating
people’s empathy levels using computational tools
such as AI requires good-quality data. Computa-
tional social science often involves collecting data
and annotation from crowdsourcing, which often
has noise. To this end, our system, LLM-GEm, aims
to minimise annotation noise and ensure data qual-
ity. We experiment with three datasets predicting
people’s empathy levels towards newspaper articles.
We define an annotation selection threshold to sys-
tematically select between LLM and crowdsourced
annotations, which achieves SOTA performance.

Our annotation error mitigation method can
be applicable to other self-annotation datasets
with necessary adaptations in the prompts (to in-
clude/change the details of the problem, range
of annotation labels, etc.). For example, Abdul-
Mageed et al. (2017) collected self-annotation to
detect empathy in social media, where similar error
analysis and possible inclusion of LLM may help
mitigate annotation noise, if any. Similarly, Hos-
sain and Rahman (2022) used crowdsourcing self-
annotated data to detect customers’ empathy be-
haviour, where our LLM-based annotation noise re-
moval can be helpful. Apart from these, it could be
applicable to other similar self-annotated datasets
across different computational social science and
human behaviour studies. Future work can fur-
ther investigate better loss functions that closely
estimate the Pearson r evaluation metric. Finally,
experimenting with PLMs that are pre-trained on
emotion and empathy-related datasets would be
another avenue we leave for future work.
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Limitations

The primary limitation is the manual tuning of
the annotation selection threshold (α). A more
principled approach to determining the optimal
threshold represents an interesting avenue for fur-
ther exploration. Second, our LLM-GEm system
is slightly behind SOTA in the NewsEmpathy v2
dataset. As discussed in Section 4.2, the major
reasons we anticipate are annotation noise in the
test set and hyperparameter optimisation. Although
few prior works reported better performance than
ours with the same test set, a significant distinction
here is the training labels. We train our model with
noise-reduced labels, which makes the distribution
of training and test labels significantly different.
With such a distribution shift, model performance
degrades, which may require other evaluation ap-
proaches (Chen et al., 2021). Even so, our model
performance is competitive in the NewsEmpathy
v2 dataset and beats the SOTA in the v1 and v3
datasets.

Another limitation is the reliance on the
NewsEmpathy v1, v2 and v3 datasets, all of which
are based on people reading news articles. Eval-
uating LLM-GEm on more diverse dataset types
would strengthen the generalisability of the results.
Finally, we could not train or fine-tune LLM (e.g.,
GPT-3.5) as the primary empathy prediction model.
It would be interesting to examine how such a
larger language model performs compared to a
smaller language model (e.g., RoBERTa). LLM
would likely outperform RoBERTa, but training
or fine-tuning LLM may be a suboptimal choice
at some scenarios due to increased hardware and
overall cost requirements.

Ethics Statement

Empathy is subjective, and people’s empathy levels
depend on demographic factors such as age, gen-
der and ethnicity. This line of research, therefore,
should be carefully designed so that the predic-
tion model does not generate biased output by de-
pending more on demographics rather than actual
content. Our use of LLM in generating meaning-
ful texts from demographic numbers may not be
biased because the LLM here merely constructs
sentences according to the pre-defined mapping.
Furthermore, rephrasing texts using LLM may not
have a significant bias because it is not open-ended
text generation (Dhamala et al., 2021). However,
LLM outputs may be biased with empathy scores,

capturing gender, race or socioeconomic stereo-
types, which warrants future experimentation. With
the deployment of our proposed empathy detection
system, the privacy of people’s personal and de-
mographic information can be at risk and, there-
fore, should be addressed as per appropriate eth-
ical guidelines and protocols that come with the
datasets.
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A Architecture Details

The LLM-GEm system (presented in Figure 2) com-
prises LLM (GPT-3.5) to preprocess data and pro-
vide annotation. In preprocessing, we concatenate
the essay text sequences with the demographic sen-
tences converted by LLM. Using the selected anno-
tation through annotation selection threshold (α),
we train a RoBERTa-MLP model. The MLP por-
tion consists of four hidden layers, having tanh
activation function, followed by a dropout of 0.2
during training. The first hidden layer has a hidden
size of 768× 768. The second hidden layer has a
hidden size of 768 × 512. Next, we add the five
numerical demographic information; therefore, the
next hidden layer’s input size becomes 517. The
last layer’s size is 256× 1, which provides an em-
pathy score between 1.0 to 7.0. The number of
hidden layers, their sizes, activation functions and
dropouts are decided through experiments at a fixed
seed value of 0.

B Dataset Details

Table 6 provides the statistics of the datasets. We
name these datasets as NewsEmpathy because they
involve people’s empathic reactions towards news-
paper articles. Buechel et al. (2018) released the
first reported dataset of this kind, consisting of
1,860 essays in response to articles involving harm
to individuals, organisations or nature. In this
NewsEmpathy v1 dataset, 403 participants read
five random newspaper articles from a pool of 418
articles and wrote essays reflecting on each news
article they read. The raw article varies in length
from 101 to 32,058 characters, with an average
number of characters of 4,316.

The v1 dataset is further extended by Tafreshi
et al. (2021), which includes an additional 161
participants. The extended version (named v2),
with 2,655 essays in total, was utilised in WASSA
(Workshop on Computational Approaches to Sub-
jectivity, Sentiment & Social Media Analysis)
Shared-Task 2022 (Barriere et al., 2022) and 2021
(Tafreshi et al., 2021). The NewsEmpathy v3
dataset (1,100 essays) – employed in the WASSA
2023 challenge – utilises 100 selected newspaper
articles from the total 418 articles and comprises
new essay data.

The v1 dataset is available under the CC BY
4.0 license, and the other two datasets (v2, v3) are
available for scientific or research purposes.
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Dataset Train Validation Test Total

v1 (Buechel et al., 2018) 1,860
v2 (Tafreshi et al., 2021) 1,860 270 525 2,655
v3 (Omitaomu et al., 2022) 792 208 100 1,100

Table 6: Datasets with the corresponding number of es-
says in train, validation and test sets. The NewsEmpathy
v1 dataset comes with no train-validation-test splits,
and the standard evaluation protocol is 10-fold cross-
validation.

C LLM Prompt and Sample Response

C.1 Numerical Demographics to Text Using
LLM

The following prompt template is used for each
participant by providing their demographic infor-
mation.

C.1.1 LLM Prompt
Your task is to format five numerical data (indi-
vidual’s gender, education level, race, age, and
income) into meaningful sentences.
The numerical data are delimited by triple back-
ticks.
Write from a first-person point-of-view.
Complete the task with no more than three
sentences.

Use the following mapping between the number
and the corresponding text:
Gender:
1 = Male
2 = Female
5 = Other

Education level:
1 = Less than a high school diploma
2 = High school diploma
3 = Technical/Vocational school
4 = Some college but no degree
5 = Two-year associate degree
6 = Four-year bachelor’s degree
7 = Postgraduate or professional degree

Race:
1 = White
2 = Hispanic or Latino
3 = Black or African American
4 = Native American or American Indian
5 = Asian/Pacific Islander
6 = Other

Age:
<number> = <number> years

Income:
<number> = <number> USD

For example, if the input numbers are: “Gender:
1, Education level: 5, Race: 1, Age: 25, Income:
40000"
The output can be “I am a 25-year-old male of
the White race. I completed a two-year associate
degree and earn 40000 USD."

Input numbers: ```Gender: {gender}, Edu-
cation level: {education level}, Race: {race},
Age: {age}, Income: {income}```

C.1.2 Sample Response
Table 7 illustrates four sample input numerical de-
mographic information and corresponding output
(text sequence).

C.2 Reducing Annotation Noise Using LLM

To annotate, we provide three sample input-output
responses as few-shot prompting. In addition to
guiding the LLM in annotation, it further facilitates
the responses in a consistent style. The following
prompt template is used for each essay.

C.2.1 LLM Prompt
‘role’: ‘system’, ‘content’: ‘You are an AI model
that annotates written essays to provide an empathy
score between 1.0 to 7.0 based on the definition
of empathy.\n The essays were written by human
participants after reading a newspaper article
involving harm to individuals, groups of people,
nature, etc. The essay is provided to you within
triple backticks. Your response must contain one
and only empathy score.’,

‘role’: ‘user’, ‘content’: ‘Essay: ```I am a
37-year-old male of the African American race. I
have a four-year bachelor’s degree and earn 40000
USD. It breaks my heart to see people living in
those conditions. I hope that all the aid that was
sent to the island makes it to the people who need
it the most. I do not know what I would do it that
was my family and I. I would hope that I would do
my best, but I can see how depressing and hopeless
you could feel having your whole life changed
because of a storm and not knowing where your
next meal is coming from.```’,
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Dataset Input LLM Output

Gender Edu.
level

Race Age Income

v2 1 4 1 33 50000 I am a 33-year-old male of the White race. I have completed some college but
have not obtained a degree. Currently, I earn 50000 USD.

1 6 5 43 50000 I am a 43-year-old male of Asian/Pacific Islander descent. I obtained a
four-year bachelor’s degree and my income is 50000 USD.

v3 2 6 2 38 24000 I am a 38-year-old female of Hispanic or Latino race. I have a four-year
bachelor’s degree and earn an income of 24000 USD.

2 6 1 46 22000 I am a 46-year-old female of the White race. I have a four-year bachelor’s
degree and earn 22000 USD.

Table 7: Samples of numerical demographic information and corresponding output from LLM.

Dataset Input essay Crowd. LLM
Output

v2 “I am a 36-year-old male of Asian/Pacific Islander descent. I have a four-year bachelor’s degree and my
yearly income is 50000 USD. This doesn’t sound too worrisome to me. If you are affected by depression,
then you should decide as an individual to find another option. It’s just a side effect, I think there are
many medicines out there that have depression as a side effect. It is something that individuals should be
aware of, but nothing critical.”

1 1.2

“I am a 28-year-old male of the White race. I completed a two-year associate degree and earn 62000 USD.
Some people are just disturbed. Everyone is going to point to mental illness in something like this, but I
fear that when things like this happens, it gets easier and easier just to point at people and call them
mentally ill. I fear that eventually we are going to get to the point where you can classify someone as
mentally ill by the crowd. Just finger pointing. I feel for these victims and the victims of crimes in the
future because we spend too much time making excuses and pointing fingers rather than dealing with the
problems at hand.”

1 4.5

v3 “I am a 33-year-old male of other gender identity. I have completed some college but no degree and earn
36000 USD. It is terrible that these kids have to starve but it was kind of funny that they were boiling
grass I mean think about these africans they always have some sort of crisis even when they are rich in oil
they still manage to ruin everything they are like monkeys they resemble apes they behave like animals”

4.33 1

“I am a 29-year-old male of the White race. I completed a four-year bachelor’s degree and my yearly
income is 85000 USD. After reading the article, my reaction is that it is very sad that boys that young
have to be put behind bars. I think that children should be able to experience their childhood and have fun
at that age. They should not be facing hardships at all. They should be playing with friends and be in
school at that age and not locked up behind a cell.”

1.5 6.5

Table 8: Samples of essay and its annotations using crowdsourcing and LLM in a continuous range between 1 to
7, where 1 and 7 refer to the lowest and highest empathy, respectively. Empathic and non-empathic keywords are
marked with blue and red colours, respectively.

‘role’: ‘assistant’, ‘content’: ‘6.8’,

‘role’: ‘user’, ‘content’: ‘Essay: ```I am a
38-year-old female of the White race. I possess
a postgraduate or professional degree and earn
42000 USD. It sounds like these boys had a
really rough life. I do think we all have personal
responsibility for our choices at the end of the day
though. Even though you might have it rough,
ultimately it is up to you to decide to break the law
or use drugs or not. So they had free will too and
could have exercised that. Regardless, it is still sad
that they went through a rough childhood. Nobody

should have to endure that and kids are the saddest
victims.```’,

‘role’: ‘assistant’, ‘content’: ‘2.0’,

‘role’: ‘user’, ‘content’: ‘Essay: ```I am a
29-year-old male of the White race. I have
completed some college but do not have a degree.
I earn 39,000 USD. I just read an article about
how animals in Venezuela are starving to death
because of the turmoil that is happening in that
country. I feel like there should be some kind
of action plan in place for animals in countries
that are experiencing hardship so that they can be
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Dataset Input LLM Output

Essay Emotion

v2 I am a 33-year-old male of the White race. I have
completed some college but have not obtained a degree.
Currently, I earn 50000 USD. it is really diheartening to
read about these immigrants from this article who
drowned. it makes me feel anxious and upset how the
whole ordeal happened. it is a terrible occurrence that
this had to happen at the mediterranean sea. thankfully
there were some survivors. the fact that babies were lost
makes it that much more emotional to read all of this

Sadness I am a 33-year-old White male. I have some college
education but no degree. Currently, I earn 50000 USD.
It is truly disheartening to read about the immigrants
mentioned in this article who drowned. It makes me feel
anxious and upset about the entire situation. It is a
tragic event that had to occur in the Mediterranean Sea.
Fortunately, there were some survivors. The loss of
babies in this incident adds to the emotional impact of
reading all of this. I feel really sad.

v3 I am a 37-year-old male of the African American race. I
have a four-year bachelor’s degree and earn 40000 USD.
It breaks my heart to see people living in those
conditions. I hope that all the aid that was sent to the
island makes it to the people who need it the most. I do
not know what I would do it that was my family and I. I
would hope that I would do my best, but I can see how
depressing and hopeless you could feel having your
whole life changed because of a storm and not knowing
where your next meal is coming from.

Hope /
Sadness

I am a 37-year-old African American male. I hold a
bachelor’s degree and have an annual income of 40000
USD. Witnessing individuals residing in such
circumstances deeply saddens me. My fervent wish is
that the assistance sent to the island reaches those who
require it the most. If I were in their shoes, I cannot
fathom the despair and desolation I would feel as my
entire life is altered by a storm, uncertain about the
source of my next sustenance.

Table 9: Rephrased essays corresponding to input essay text and self-assessed emotion category by participants.

Annotation Training Data Model Features Validation
(r)

Test
(r)

Crowd. v2 + v3 RoBERTa Demog (text) + essay </s> article 0.577 0.442

LLM-GEm v2 + v3 + Augmentation RoBERTa-MLP Demog (text, number) + essay </s> article 0.796 0.488

RoBERTa-similarity Demog (text, number) + essay </s> article 0.73 0.445

Table 10: Effect of article inclusion with training data samples of NewsEmpathy v2 and NewsEmpathy v3 or with
their augmentations, evaluated on NewsEmpathy v3 dataset. All experiments were run on the same hyperparameters
with a fixed seed value of 0, ensuring the same initialisation and data orders.

transported to other places in times of crisis. The
thought of innocent creatures starving to death in
cages really turns my stomach.```’,

‘role’: ‘assistant’, ‘content’: ‘5.7’

‘role’: ‘user’, ‘content’: ‘Essay: ```{essay}```

C.2.2 Sample Response
Table 8 reports some sample essays and their anno-
tation by LLM. The self-assessed annotations from
crowdsourcing are also presented to compare the
annotation between LLM and crowdsourcing.

C.3 Rephrasing Essay for Data Augmentation

We rephrase all essays using LLM prompt engi-
neering as a data augmentation technique. The
following prompt template is used for each essay.

C.3.1 LLM Prompt
In a data collection experiment for empathy detec-
tion, the study participant writes essay to describe

their feeling after reading a newspaper article in-
volving harm to individuals, groups or other enti-
ties.
The participant’s demographic information are also
available within the essay.
As a data augmentation tool for NLP, your task is to
paraphrase the demographic and essay information
delimited by triple backticks.
Do not add any additional information not con-
tained in the input texts.
Overall, the participant expressed {emotion} emo-
tion. Do not change this overall emotion of the
participant’s essay.
Your response must not have any backticks or any
additional symbols.
Input demographic and essay: ```{essay}```

C.3.2 Sample Response

Table 9 presents some samples of original es-
says written by participants and corresponding
rephrased versions by LLM.
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D Inclusion of Newspaper Article Texts

To accommodate long article sequences in a PLM-
based pipeline, we summarise these articles us-
ing LLM. The gpt-3.5-turbo-0613 model ver-
sion could not summarise six articles because
this GPT-3.5 model version was limited with a
maximum context length of 4,097 tokens. We,
therefore, use 16k context length supporting
gpt-3.5-turbo-16k version to summarise those
six articles. The resulting summarised articles
vary from 107 to 2,063 characters, with an aver-
age length of 776 characters, although we instruct
GPT-3.5 to use at most 1,000 characters. We also
rephrase the articles as a data augmentation tech-
nique.

D.1 LLM Prompt to Summarise Articles

Your task is to summarize given text delimited by
triple backticks.
Use at most 1000 characters.
Do not add any additional information not
contained in the input text.

Input text: ```{article text}```

D.2 LLM Prompt to Rephrase Articles for
Augmentation

As a data augmentation tool for NLP, your task is
to paraphrase the newspaper article delimited by
triple backticks.
Do not add any additional information not con-
tained in the input texts.
Your response must not have any backticks or any
additional symbols.
Input newspaper article: ```{article}```

D.3 Results with Article Texts

To accommodate newspaper articles, we experi-
ment in two different ways: (1) we combine arti-
cles and essays (with demographic sentences) with
a separator token (</s>) and input them into the
empathy prediction pipeline, and (2) we process
articles and essays separately on two encoders, cal-
culate their cosine similarity, and input the encoded
sequence as well as the similarity score into the
prediction pipeline. The idea behind calculating
similarity is that for an essay to be empathic, it
ideally should have similarities with the articles,
with a proportional relationship.

As seen on Table 10, the article texts do not
have a meaningful contribution to the overall per-

α Improved data (r) Original data (r)
0.0 (all LLM) 0.746 -

0.5 0.718 -
1.0 0.726 -
1.5 0.721 -
2.0 0.718 -
2.5 0.695 -
3.0 0.656 -
3.5 0.544 -
4.0 0.496 -
4.5 0.472 -
5.0 0.445 -
5.5 0.392 -

6.0 (all crowd) 0.448 0.458

Table 11: Validation set Pearson r of the model reported
by Vasava et al. (2022) on our improved NewsEmpathy
v2 datasets and the original v2 dataset (performance on
original data is taken from Vasava et al. (2022)). The
performance on our data is reported on different annota-
tion selection thresholds α (defined in Equation (5)) at
a fixed seed value of 0.

formance in both crowdsourced and LLM-GEm an-
notations. The inclusion of cosine similarity does
not benefit either.

E Further Validation of Data
Improvement

We use our improved NewsEmpathy v2 dataset on
the model reported by Vasava et al. (2022) to vali-
date our contribution to data improvement further.
We chose this specific work because their imple-
mentation and hyperparameter are publicly avail-
able4. Table 11 compares the validation set Pearson
r using our improved data versus the original data
reported in Vasava et al. (2022). As can be seen, our
improved data resulted in a significant boost in per-
formance on most annotation selection thresholds,
which proves the enhanced quality of the data.

4
https://github.com/notprameghuikey0913/

WASSA-2022-Empathy-detection-and-Emotion-Classification
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