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Abstract

Eligibility criteria (EC) refer to a set of condi-
tions an individual must meet to participate in a
clinical trial, defining the study population and
minimizing potential risks to patients. Previous
research in clinical trial design has been primar-
ily focused on searching for similar trials and
generating EC within manual instructions, em-
ploying similarity-based performance metrics,
which may not fully reflect human judgment.
In this study, we propose a novel task of recom-
mending EC based on clinical trial information,
including trial titles, and introduce an automatic
evaluation framework to assess the clinical va-
lidity of the EC recommendation model. Our
new approach, known as CReSE (Contrastive
learning and Rephrasing-based and Clinical
Relevance-preserving Sentence Embedding),
represents EC through contrastive learning and
rephrasing via large language models (LLMs).
The CReSE model outperforms existing lan-
guage models pre-trained on the biomedical do-
main in EC clustering. Additionally, we have
curated a benchmark dataset comprising 3.2M
high-quality EC-title pairs extracted from 270K
clinical trials available on ClinicalTrials.gov.
The EC recommendation models achieve com-
mendable performance metrics, with 49.0%
precision@1 and 44.2% MAP@5 on our eval-
uation framework. We expect that our evalua-
tion framework built on the CReSE model will
contribute significantly to the development and
assessment of the EC recommendation models
in terms of clinical validity.

1 Introduction

Eligibility criteria (EC) consist of statements that
outline the characteristics participants must pos-

sess to be included in a randomized controlled trial
(RCT) (FDA, 2020). EC are typically divided into
inclusion and exclusion criteria, covering diverse
clinical factors such as age, sex, medical history,
disease severity, previous treatments, and other
physiologic parameters (Duggal et al., 2021). EC
are a key design factor of RCTs, along with ran-
domization and blinding, which contribute to the
production of causal evidence between intervention
and outcome (Akobeng, 2005; Listl et al., 2016).
Moreover, EC are an important component of the
enrichment strategy and minimize potential risk to
study participants (Kim et al., 2017; FDA, 2023).

However, there are concerns that EC are overly
restrictive (Breithaupt-Groegler et al., 2017; Osaro-
giagbon et al., 2021). While restrictive EC ensure
homogeneity in the study population (Kim et al.,
2021), they may also limit the generalizability of
clinical findings and impede the translation of re-
search results into clinical practice. Furthermore,
the EC used by previous RCTs are often employed
as templates for new trials without appropriate mod-
ifications (FDA, 2020). This practice can perpetu-
ate issues such as the under-representation of spe-
cific patient subgroups (e.g., children, the elderly,
and individuals with infections like HIV infection)
(Humphreys et al., 2007; Uldrick et al., 2017).

To overcome these problems, previous studies
attempted to automate EC generation or search
for similar trials to aid in clinical trial design
(Wang et al., 2023b,a; Wang and Sun, 2022). How-
ever, these studies relied on similarity-based per-
formance metrics, which do not account for hu-
man judgment and clinical semantic similarity
(Gehrmann et al., 2023; Moramarco et al., 2022).
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Figure 1: Study overview. a) We develop the CReSE
model using contrastive learning and text rephrasing via
LLMs to obtain a sentence embedding that preserves
clinical relevance between EC. b) We introduce a task
of recommending EC from clinical trial information,
including trial titles, and provide an automatic evalua-
tion framework to assess the clinical validity of the EC
recommendation model using the CReSE model.

Furthermore, certain EC, such as age requirements,
are widely employed across studies and are less
specific to the purposes and designs of clinical tri-
als (Jin et al., 2017; Magnuson et al., 2021). The
presence of these common EC may have led to an
overestimation of the model’s performance.

In response, this study aims to recommend
EC from clinical trial information, such as titles
and summaries, to meet the needs of drug de-
velopment and clinical evidence generation (Fig-
ure 1b). In addition, we propose an automatic
evaluation framework to assess the clinical valid-
ity of EC recommendation models. To accom-
plish this, we develop sentence embedding, called
CReSE (Contrastive learning and Rephrasing-
based and Clinical Relevance-preserving Sentence
Embedding) (Figures 1a and 2). By employing
CReSE, which capture clinical semantic similari-
ties among EC, we assessed the outcomes of the
EC recommendation model and leveraged them to
enhance the quality of training data. Lastly, we
investigate the characteristics that EC recommen-

dation models should possess to be useful in clini-
cal trial design for drug development, as discerned
through human evaluation.

To the best of our knowledge, this study is the
first attempt to formulate the EC recommendation
task. Additionally, in this study, we explored the
diverse utility of LLMs in handling biomedical
texts in a clinically plausible manner, including
rephrasing EC to develop sentence embedding, and
streamlining the EC recommendation model into
an end-to-end recommendation system.

The main contributions of this paper are as fol-
lows:1

• We introduce a task and benchmark dataset of
recommending EC from clinical trial informa-
tion without any manual instruction.

• We develop CReSE, a sentence embedding
that preserves clinical relevance between EC,
to establish an automatic evaluation frame-
work and enhance the quality of training data.

• We assess the feasibility of the EC recommen-
dation model through human evaluation.

2 Related Works

Natural language processing research on EC has
taken two main paths. The first approach focuses
on converting free-text EC into structured criteria
or queries using information extraction or context-
free grammars (Weng et al., 2011; Kang et al.,
2017; Yuan et al., 2019). These studies, known
as ‘patient-trial matching’, ultimately aim to esti-
mate the number of patients who match a proposed
trial design based on in-hospital electronic medical
records (EMRs) before patient enrollment (Zhang
et al., 2020). However, a challenge in this approach
is the lack of consensus on a universal query gram-
mar for EC (Tu et al., 2009; Boland et al., 2012;
Hao et al., 2016).

The second research stream involves studies that
generate EC with manual instruction or search for
similar trials to aid in clinical trial design (Zhang
et al., 2020; Wang and Sun, 2022; Wang et al.,
2023b,a; Jin et al., 2023). The AutoTrial study,
for instance, proposed a hybrid approach that com-
bines discrete and neural prompting in generating
EC (Wang et al., 2023b). Furthermore, the PyTrial
study aimed to create a unified Python package that

1All data and code used in this study are avail-
able at https://github.com/SiunKim/clinical_trial_
eligibility_criteria_recommendation.
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Figure 2: Overview of the development and evaluation of the CReSE model. a) Original EC and their rephrased
counterparts generated from four different rephrasing prompts are used as positive pairs in contrastive learning. b)
Correlation coefficients between clustering results and clinical relevance assessed by a human expert are employed
as the clustering performance measures.

incorporates diverse AI algorithms for tasks related
to clinical trials (Wang et al., 2023a).

However, to this date, no study has endeavored
to recommend EC exclusively from clinical trial
information without manual instructions. More-
over, previous studies have relied on traditional
summarization metrics, such as BLEU or ROUGE,
and EC parsers in evaluating their models (FAIR,
2022). However, these metrics are still insufficient
for measuring clinical semantic similarity between
EC, and clinical trial parsers have limited perfor-
mances on complex EC (Gehrmann et al., 2023;
Moramarco et al., 2022).

3 Method

3.1 Common EC classification

In clinical trials, certain EC, such as “age over 18"
or “Patients must provide written, informed con-
sent before any study procedures" are widely used
in clinical trials, irrespective of the trial’s objectives
or designs. (Duggal et al., 2021). We refer to these
commonly used EC as ‘common EC.’ Throughout
this study, we exclude common EC to prevent po-
tential overestimation of the EC recommendation
model’s performance and to enhance the hetero-
geneity of the EC dataset for contrastive learning
(Appendix B.1, D.1, and E.1).

3.2 The CReSE model

3.2.1 Prompts for rephrasing EC
We employed contrastive learning and rephrasing
via LLMs as text augmentation to develop the
CReSE model. We aimed to extract knowledge

about clinical relevance between EC from LLM
through rephrasing and inject this knowledge into
the embedding system. In designing the rephrasing
prompts, we had two primary goals: 1) to gener-
ate diverse natural language expressions for the
same patient selection condition, and 2) to obtain
EC pairs suitable for selecting similar patient pop-
ulations in real-world clinical settings or as inter-
changeable alternatives. Aligned with these de-
sign objectives, we devised four different types of
rephrasing prompts (Figure 2a):

• Simple rephrasing This prompt involves a
direct rewording of the input EC. Its purpose
is to account for differences in EC description
across clinical trials, even when conveying the
same content.

• Rephrasing without core clinical concepts
With this prompt, we aimed to integrate the
meaning and context of clinical concepts fre-
quently used in EC into the CReSE model.

• Suggesting alternative EC This prompt ex-
plores clinical relevance based on the epidemi-
ological co-occurrence among different pa-
tient conditions.

• Suggesting EC possibly used in the same
clinical trial This prompt aids in generating
EC variations that might be used within the
same clinical trial.

We utilized the ChatGPT model, specifically gpt-
3.5-turbo-0301, for EC rephrasing. We obtained
a total of 50K original-rephrased EC pairs, which
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were used as positive pairs during contrastive learn-
ing (Appendix A.2).

3.2.2 Contrastive learning
The CReSE model consists of a text encoder and
a projection layer. We utilized the embedding of
the [CLS] token, which was obtained after pass-
ing through both the text encoder and the projec-
tion layer, as the EC embedding. The training pro-
cess of the text encoder was initialized from pre-
trained checkpoints of BioLinkBERT (Yasunaga
et al., 2022), which exhibited superior performance
in classifying common EC among diverse language
models (LMs) used in fine-tuning (Appendix B.1).

The CReSE model was trained by maximizing
the cosine similarity between embeddings of N
positive pairs and minimizing the cosine similar-
ity of N2 −N negative pairs within a batch of N
EC pairs. This training methodology follows the
approach used in the CLIP study (Radford et al.,
2021). The symmetric cross-entropy loss was used
during this training process. Given the notable di-
versity in the original EC dataset, already achieved
through the exclusion of common EC, we chose
not to introduce additional techniques for sampling
negative pairs.

3.3 EC Recommendation Model

We formulated the EC recommendation task as a
binary classification, where a pair of individual EC
and free-text clinical trial information served as
input. The objective is to predict whether a given
EC was used in a clinical trial with a specific title
and trial information. The positive EC-title pairs
consisted of 1.6M non-common EC selected from
ClinicalTrials.gov.

The negative EC-title pairs were basically gen-
erated by random sampling of EC and trial titles.
However, since an identical or similar EC are used
in different clinical trials, simply applying random
sampling to obtain a negative sample cause a qual-
ity issue. Therefore, we took the following two
steps to obtain a negative sample: 1) We chose tri-
als where the number of ECs exceeds a predefined
threshold (i.e., 8, the average number of EC used
in clinical trials) to ensure the quality of EC report-
ing, and 2) We created an EC-title negative sample
by randomly sampling EC whose clusters do not
overlap with EC used in a selected trial. Here, EC
clustering was conducted using EC embeddings de-
rived from the CReSE model, described in Section
4.2.

Moreover, because relying solely on the title
might not provide sufficient information to pre-
dict whether an EC was used in a clinical trial, we
explored four different types of clinical trial infor-
mation as input: 1) title only, 2) title + summary, 3)
title + key design factors, and 4) title + summary +
key design factors (Appendix C.2).

4 Experiments

4.1 Dataset

In this study, we collected trial information of 445K
clinical trials registered on ClinicalTrials.gov from
March 2002 to May 2023. From this initial dataset,
we selected trials that satisfied several conditions
(Appendix B.3) to ensure the quality of reported
clinical trial information, resulting in a subset of
270K trials and 3M EC (Table 1). To facilitate
comparisons with ChatGPT and GPT-4, we chose
5K trials both before and after September 2019,
serving as the knowledge cutoff for these language
models. We used this total of 10K trials as the test
set.

4.2 EC clustering

For EC clustering, we randomly selected a subset
of 0.1M EC from the training dataset. To address
randomness in the EC selection, we carried out
each experiment 20 times using different seed num-
bers. The results were summarized using the me-
dian and the 95% confidence interval of clustering
performances. Additionally, due to the significance
of the cluster number on performance metrics, we
evaluated EC clustering across different numbers
of EC clusters (100, 200, and 300).

4.2.1 TF-IDF
To provide a simple baseline, we employed the
TF-IDF (Term Frequency-Inverse Document Fre-
quency) approach along with K-means clustering.
Stopwords frequently used in EC were excluded
before clustering.

4.2.2 Clustering using EC embeddings
For obtaining EC embeddings, we applied mean
pooling to the token embeddings of each individual
EC. Subsequently, we performed K-means clus-
tering using cosine similarity as the distance mea-
sure between EC embeddings. We compared the
CReSE model against several LMs pre-trained on
the biomedical domain: BioLinkBERT (Yasunaga
et al., 2022), BioGPT (Luo et al., 2022), TrialBERT
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Train-Valid Test
Number of clinical trials 260K 10K
Number of EC (%)

Total 2.8M (100.0) 176K (100.0)
Common 1.2M (44.4) 78K (44.3)
Non-common 1.6M (55.6) 98K (55.7)

Average number of EC per clinical trial 10.7 17.6
Length of EC in characters (mean ± SD) 117.8 ± 70.7 123.7 ± 73.0

Table 1: Statistics of clinical trials and eligibility criteria (EC) used in this study

(Wang and Sun, 2022), and BioSimCSE (Kanakara-
jan et al., 2022).

4.2.3 BERTopic
To further explore the potential of using text em-
beddings for clustering, we adopted the BERTopic
model, specifically designed for topic clustering
based on transformer-based sentence embeddings
(Grootendorst, 2022). In the default configura-
tion of BERTopic, text embeddings generated
by sentence-transformer (Reimers and Gurevych,
2019) undergo dimensional reduction with UMAP
(McInnes et al., 2018) and are subsequently clus-
tered using HDBSCAN (McInnes et al., 2017).

4.3 Evaluation Strategy

4.3.1 CReSE
To assess EC embeddings from the CReSE model,
we measured the correlation coefficients between
the clinical relevance scores of EC pairs and
whether they were assigned to the same EC cluster
(Figure 2b). We utilized two correlation measures,
Spearman’s and Pearsons’s, with a preference for
Spearman’s ranking correlation as the primary per-
formance metric. A physician with over 10 years
of experience in designing and executing clinical
trial annotated an evaluation data, scoring clinical
relevance on a 4-point scale from 0 to 3 for 500 EC
pairs (Appendix E.2).

Moreover, we assessed the CReSE model’s pro-
ficiency as a semantic embedding beyond the clin-
ical trial domain by evaluating its performance
in semantic similarity on the BIOSSES dataset
(Soğancıoğlu et al., 2017). This benchmark dataset
for biomedical sentence similarity consists of 100
annotated sentence pairs with similarity scores
ranging from 0 to 4. Due to the dataset’s limited
size, we utilized the correlation between cosine
similarity of embeddings and sentence similarity
as a performance metric.

4.3.2 EC recommendation model

We evaluated the EC recommendation model in
two ways. Firstly, we assessed its performance
as a binary classifier, using metrics like accuracy,
precision, recall, and F1-score. This evaluation
aimed to determine the model’s ability to predict
whether a given EC was used in a clinical trial of
a given title. For comparison, a baseline model is
presented using one-shot learning with ChatGPT
and GPT-4.

Secondly, we evaluated the model’s recommen-
dation performance based on the EC clustering
results. Here, the objective was to determine how
accurately the models suggest the most relevant EC
cluster from clinical trial information. We reported
precision@1, MAP@5 (mean average precision
at top 5), and precision@ECno as performance
measures. ECno denotes the number of EC orig-
inally used in clinical trials. By definition, pre-
cision@ECno is equivalent to recall@ECno. In
evaluating EC recommendation performances, the
true labels are the identifiers of EC clusters that
correspond to EC actually used in clinical trials.

4.3.3 Human evaluation

We conducted a human evaluation to assess the fea-
sibility of the current EC recommendation model in
providing a complete EC set to aid in clinical trial
design. Two experienced senior physicians work-
ing in a pharmaceutical company, with extensive
knowledge in clinical trial design and execution,
participated in the assessment. The evaluation en-
compassed four categories: 1) Protecting patient
safety, 2) Clearly defining the study population, 3)
Avoiding overly restrictive, 4) Clinically valid and
realistic (Appendix E.3). For comparison, we pre-
pared two types of complete EC sets for given trial
titles: 1) the original EC set used in clinical trials
and 2) the EC set recommended by our model.

Since our EC recommendation model primarily
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focuses on non-common EC and ranks candidate
EC based on given trial information, there was a
limitation in using it to create a complete EC set.
To address this issue, we engaged in prompt engi-
neering to propose a complete EC set that would
complement the non-common EC recommended by
our model (Appendix A.3). The evaluation covered
20 clinical trials uploaded on ClinicalTrials.gov
after September 2021, which was the knowledge-
cutoff date of ChatGPT.

4.4 Results

4.4.1 CReSE

Regardless of the clustering method or the num-
ber of EC clusters, the CReSE model consistently
exhibited superior performance in EC clustering
performance compared to other LMs pre-trained
in the biomedical domain (Table 2 and Appendix
D.3). Moreover, within the BIOSSES dataset, the
CReSE model demonstrated the second-highest se-
mantic similarity performance, ranking just below
BioSimCSE (Table 3).

In the ablation study, we observed the CReSE
model was generally improved when using a more
diverse range of rephrasing prompts for the same
size of the training dataset (Figure 3). Meanwhile,
it was noted that the performance of the CReSE
model decreased when using all four rephrasing
prompts as the dataset size increased beyond 20K
while using three prompts yielded better results
than using all four prompts for a dataset size of
40K. In addition, an inverse correlation between
validation loss in contrastive learning and cluster-
ing performance was observed, although it is not
distinctly evident (Appendix D.2).

These findings imply that while rephrasing
through LLMs does indeed function as an effective
text augmentation method in contrastive learning,
aimed at incorporating medical knowledge from
LLMs into embedding systems, there remains a
need to discover the optimal composition of the
dataset containing the original-rephrased text pairs
(Appendix D.3). Furthermore, it is clear that there
is a difference between the objectives of contrastive
learning, where a model predicts whether an EC
pair is generated through rephrasing or not, and
the assessment of clinical relevance between an EC
pair. Thus, when employing rephrasing-via-LLMs
as a text augmentation technique, the design of
diverse rephrasing prompts becomes crucial.

Clustering methods Spearman
TF-IDF 32.8 [26.8, 37.9]
Only embeddings

BioLinkBERT 40.7 [37.5, 46.0]
TrialBERT 39.8 [34.6, 43.2]
BioSimCSE 46.2 [41.0, 50.4]
BioGPT 44.0 [40.6, 48.3]
CReSE (ours) 59.9 [56.3, 63.3]

BERTopic
BioLinkBERT 46.1 [40.3, 51.4]
TrialBERT 47.4 [43.4, 50.1]
BioSimCSE 45.5 [39.6, 54.9]
BioGPT 37.7 [32.5, 46.1]
CReSE (ours) 60.4 [53.0, 64.7]

Table 2: Comparison of the CReSE model and other
biomedical language models in EC clustering. These
models were not specifically trained on EC and texts
describing clinical trials, except for the CReSE model
and TrialBERT.

Model Spearman Pearson
BioSimCSE 86.7 86.7
CReSE (ours) 84.7 80.7
BioSentVec 78.0 81.7
BioGPT 72.1 70.2
BioBART 69.5 67.7
BioClinicalBERT 65.2 65.2
BioBERT 63.8 66.2

Table 3: Results on BIOSSES

4.4.2 EC recommendation model
In binary classification, we achieved an accuracy of
81.6% and an F1-score of 82.0% when using only
titles as input (Table 4). Moreover, providing ad-
ditional trial information to trial titles resulted in a
significant improvement, pushing the accuracy and
F1-score to over 92%. This performance notably
surpassed the binary classification results achieved
in the one-shot learning setting using ChatGPT and
GPT-4.

When evaluating recommendation performances
using our evaluation framework, we achieved preci-
sion@1, MAP@5, and precision@ECno of 49.0%,
44.2%, and 31.5%, respectively (Table 4). How-
ever, it is noteworthy that the performance metrics
changed significantly as the overall number of EC
clusters used in the evaluation varied (Appendix
D.4 and Table 12). Nonetheless, the EC recommen-
dation models consistently outperformed random
recommendations by a substantial margin.
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Figure 3: Clustering performance of the CReSE model
by the number of rephrasing prompts used to generate
a dataset of original-rephrased EC pairs and the size of
the dataset

Moreover, when comparing the EC recommen-
dation performance across time periods, we ob-
served that the recommendation model exhibited
better results for more recent clinical trials (Table
5). Furthermore, the model performances varied
significantly depending on the therapeutic area of
trials. These variations are not attributed to the
number or distribution of EC within each category,
because the performance of random recommenda-
tion showed no significant difference within cate-
gories. Instead, we attribute these differences to the
fact that recent trials provide more specific titles
and summaries for guessing EC used in the trials,
while EC might be used in a more predictable man-
ner in certain therapeutic areas.

4.4.3 Human evaluation
In the three remaining categories, except the one
related to overly restrictive, the EC set proposed
by our model demonstrated inadequacy when com-
pared to the original EC set (p-value < 0.05, Figure
4). To be specific, the EC set recommended by our
model performed poorly in properly protecting pa-
tient safety and building a clinically valid EC set,
with statistically significant differences of 0.638
and 0.675, respectively. (Appendix D.7)

Furthermore, through consulting with the evalua-
tors, we identified several features that can enhance
the practicability of EC recommendation models
for clinical trial design in the context of drug devel-
opment. These proposed features are outlined as
follows:

• Incorporating the drug’s mode of action
(MoA) and findings from pre-clinical trials

into the recommendation model becomes es-
sential to assist in facilitating clinical trial de-
sign for drug development.

• Recognizing the sensitivity of the clinical trial
design to regulatory shifts, it would be advan-
tageous for the EC recommendation model
to integrate regulatory guidance as one of its
inputs.

• Developing a model to propose a suitable
standard-of-care (SoC) treatment as a com-
parator along with suggesting the relevant
supporting documents would carry significant
value.

Figure 4: Distribution of human evaluation scores for
original EC and EC recommended by our model with
ChatGPT in four evaluation categories

5 Conclusion

In this study, we introduce the task of recommend-
ing EC from clinical trial information and develop
the CReSE model, designed to preserve clinical
relevance between EC, by employing contrastive
learning and using rephrasing via LLMs as text
augmentation. We also demonstrate the impor-
tance of varied rephrasing prompts for develop-
ing the CReSE model through the ablation study.
Additionally, we establish the automatic evalua-
tion framework which assesses the clinical validity
of the EC recommendation model based on the
CReSE model.

In addition, we define common EC and exclude
them from the dataset to prevent an overestimation
of the EC recommendation model’s performances
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Input type Binary classification EC recommendation
Accuracy Precision Recall F1 P@1 MAP@5 P@ECno

title only 81.6 80.3 83.8 82.0 37.0 29.5 23.7
title + summary 93.1 92.6 93.7 93.1 47.0 41.2 30.0
title + design factors 92.2 91.8 92.7 92.2 46.0 40.4 31.5
title + summary
+ design factors

93.1 92.6 93.7 93.1 49.0 44.2 29.6

ChatGPT 42.3 78.6 13.9 23.7 NA NA NA
GPT-4 75.6 92.9 31.0 46.4 NA NA NA
random
recommendation

NA NA NA NA
11.3

[6.0, 19.0]
11.5

[8.3, 15.0]
11.6

[10.1, 13.6]

Table 4: Performances of the EC recommendation and baseline models using different input types on binary
classification and EC recommendation. The evaluation metrics for EC recommendation were P@1 (precision at 1),
MAP@5 (mean average precision at 5), and P@ECno (precision at the number of original EC in trials). We present
the median and 95% confidence interval of performances achieved by randomly recommending EC, which helps
gauge the task’s difficulty.

and to align the EC recommendation task in ac-
cordance with actual needs in trial design. Further-
more, due to inconsistent quality in EC reporting on
ClinicalTrials.gov, despite its extensive database,
we employ the EC clustering outcomes from the
CReSE model to enhance the quality of negative
EC-title pairs. Through this refinement, we achieve
a high-performance EC recommendation model
with precision@1 of 48.0% and MAP@5 of 42.7%,
without requiring specialized architecture model-
ing.

While the primary motivation of this study is to
provide an appropriate EC template from limited
trial information such as trial titles, we also envi-
sion the EC recommendation model as a clinical
inference tool for exploring new therapeutic strate-
gies and safety concerns by recommending EC. Al-
though this work does not conclusively determine
the potential of LMs as clinical inference tools, we
expect that our automatic evaluation framework
based on the CReSE model could enhance the de-
velopment and evaluation of EC recommendation
models in terms of clinical validity.

6 Limitations

Despite these achievements, we want to underscore
several considerations for evaluating the EC rec-
ommendation models and applying the automatic
evaluation framework in a more clinically valid
manner.

First of all, since the evaluation framework heav-
ily relies on EC clustering results, researchers must
be aware of the conditions under which clustering

was executed. Our evaluation framework is based
on all EC used in clinical trials, irrespective of
the trial’s therapeutic area. Thus, for example, ex-
clusion criteria about cancer diagnosis before trial
participation were mainly grouped into the same
cluster. However, if you plan to employ EC rec-
ommendation in designing an oncology trial for an
anticancer drug, a more finely-grained clustering
result in terms of previous cancer diagnosis might
be necessary. In such cases, it would be more fit-
ting to develop EC recommendation and evaluation
framework exclusively based on EC used in oncol-
ogy clinical trials.

Secondly, as the EC recommendation functions
as a ‘recommendation’ model, the quality of candi-
date EC for model inference holds substantial sway
over the practical usefulness of the recommenda-
tion models. Once again, improving the quality of
candidate EC necessitates domain expertise in a
specific therapeutic area.

Further, given that EC defining the intervention
and study population exhibit greater diversity than
those used to protect patient safety, it might be
more effective for the EC generation model, rather
than the recommendation model, to obtain these
defining EC. In such scenarios, the EC recommen-
dation model could serve to filter the generated EC
in terms of clinical relevance.

7 Ethical Considerations

When incorporating AI into clinical trial design, it
is imperative to remain cautious about introducing
biases or excessively restricting the patient popu-
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P@1 MAP@5 P@ECno
Posted date

May 2002 - Dec 2009 25.0 (8.6) 20.8 (8.9) 18.2 (9.0)
Jan 2010 - COVID 31.0 (10.0) 25.4 (9.9) 19.0 (9.7)
COVID - May 2023 59.0 (8.9) 48.6 (9.3) 33.4 (9.3)

Therapeutic area
Oncology 56.0 (9.9) 42.1 (10.2) 28.7 (10.5)
Neurology 52.0 (9.0) 38.6 (8.9) 29.0 (9.0)
Metabolic disease 49.0 (9.1) 44.8 (9.0) 33.1 (8.8)
Cardiology 47.0 (8.1) 37.5 (8.2) 27.7 (8.1)
Rheumatology 46.0 (8.5) 30.9 (8.6) 20.6 (8.5)
Infectious disease 45.0 (8.1) 38.3 (8.2) 25.8 (8.3)
Hematology 40.0 (9.2) 32.6 (9.1) 23.1 (9.0)
Immunology 34.0 (9.2) 29.2 (9.6) 22.9 (9.6)
Dermatology 33.0 (7.4) 26.5 (7.7) 23.6 (8.0)
Nephrology 32.0 (8.6) 31.2 (8.6) 24.7 (8.7)
Pulmonology 28.0 (8.5) 26.6 (9.7) 29.5 (8.8)
Gastroenterology 21.0 (8.9) 23.2 (9.0) 20.6 (9.1)

Table 5: Performances of the EC recommendation model using title, summary, and design factors as input according
to time periods and therapeutic areas of clinical trials. The numbers in parentheses represent the performances when
EC topics were randomly recommended.

lation. Indeed, long-standing criticisms have high-
lighted the overly narrow inclusion criteria in real-
world clinical trials, leading to insufficient clini-
cal evidence for specific patient groups, such as
pregnant women and individuals living with HIV
(Breithaupt-Groegler et al., 2017; Osarogiagbon
et al., 2021). The risk of exacerbating this issue
arises if EC recommendation models focus solely
on increasing statistical power by homogenizing
clinical characteristics of patient populations. On
the other hand, if leveraging AI models to swiftly
access high-quality EC templates for a given trial,
the problem of overly restrictive EC derived from
the old practice of using EC from previous trials
without proper adjustment could be alleviated.

Furthermore, the design and operation of clini-
cal trials for drug development must align with the
latest regulatory documents issued by regulatory
agencies. Therefore, for the EC recommendation
model to find practical utility at the forefront of
drug development, the model should be able to in-
corporate the most recent regulatory modifications.
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A Prompts

In our study, we utilized large language models (LLMs) to handle biomedical free texts in a manner
that aligns with clinical validity. Specifically, we rephrased the original eligibility criteria (EC) used in
clinical trials using LLMs to develop the CReSE model. Additionally, we assessed the clinical relevance
between pairs of EC and streamlined the EC recommendation model through LLMs, transforming it into
the end-to-end recommendation system. This section provides an overview of all the prompts that were
utilized in our study.

A.1 Prompts for rephrasing
We developed four different rephrasing prompts in a 2-shot manner for ChatGPT. The aim was to generate
an original-rephrased EC dataset for training the CReSE model (Table 6).

Common introduction for rephrasing prompts
You are a world-renowned clinical specialist with expertise in clinical trial design and im-
plementation. {Prompt-specific instructions} The proposed new EC must start with either
“[Inclusion]" or “[Exclusion]." Here’s an example:

{Examples}
Original EC: {EC}
Rephrased EC:
Simple rephrasing
Prompt-specific instructions: Please suggest different eligibility criteria (EC) that can identify
patients who clinically resemble those already screened using a given EC.

{Examples}:
Original EC: “[Exclusion] previous bariatric or gastric surgery"
Rephrased EC: “[Inclusion] Eligible patients must have a body mass index (BMI) of 30 or
higher."
Explanation: A new eligibility criteria for patients with a BMI of 30 or higher has been proposed
as an alternative to the original exclusion criteria for bariatric or gastric surgery. This new
criterion can help identify patients who are at risk of obesity-related health issues and may
benefit from interventions aimed at reducing their BMI.
Original EC: ’[Exclusion] gastrointestinal disorders affecting absorption’
Rephrased EC: “[Inclusion] Eligible patients must not be taking medications that interfere with
gastrointestinal absorption."
Explanation: A new eligibility criterion has been proposed to replace the old exclusion criterion
of gastrointestinal disorders affecting absorption. This new criterion helps to identify patients
without significant gastrointestinal problems that could affect the investigational product’s
absorption.

Table 6: Prompts for rephrasing EC
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Rephrasing without using a core clinical concept
Prompt-specific instructions: Please rephrased an eligibility criteria (EC) without using any
core clinical concept words from the original EC.

{Examples}:
Original EC: “[Inclusion] International Prostate Symptom Score (IPSS) < 7"
Rephrased EC: “[Inclusion] Participants who report mild or no symptoms related to urination,
as assessed by a standardized questionnaire."
Explanation: The rephrased EC avoids using the specific term "international Prostate Symptom
Score (IPSS)" and instead describes the symptoms that would be used to assess the severity of
the participant’s urinary issues.
Original EC: “[Exclusion] primary uveal or mucosal melanoma"
Rephrased EC: “[Exclusion] Individuals with a history of melanoma in areas other than the
skin."
Explanation: The rephrased EC avoids using the specific clinical terms "uveal" and "mucosal"
melanoma and instead describes the location of the melanoma that would make a participant
ineligible for the trial.
Suggesting alternative EC
Prompt-specific instructions: Please suggest alternative eligibility criteria (EC) that can serve
as substitutes for a given EC when there is not enough patient data to determine whether the
current EC is met or not.

{Examples}:
Original EC: “[Inclusion] hbA1c 7.0% - 10.0%"
Aim of original EC: To determine if the patient has diabetes
Alternative EC: “[Inclusion] Documented history of type 2 diabetes in the past year."
Original EC: “[Inclusion] platelet count >= 100,000"
Aim of original EC: To ensure the patient has a sufficient platelet count for safe treatment
Alternative EC: “[Inclusion] No history of thrombocytopenia or related conditions in the past
year."
Suggesting EC possibly used in the same clinical trial
Prompt-specific instructions: Please suggest an alternative eligibility criteria (EC) that can be
utilized in the same clinical trial where a previous EC has already been employed.

{Examples}:
Original EC: “[Exclusion] cardiac ventricular arrhythmias requiring anti-arrhythmic therapy"
Clinical Trial: "A Phase III Randomized Controlled Trial Evaluating the Efficacy and Safety of
Carvedilol in Patients with Chronic Heart Failure"
Suggested EC possibly from the same clinical trial: “[Exclusion] The patient has a history of
sustained ventricular tachycardia or ventricular fibrillation, or is at high risk of these conditions
as determined by the investigator."
Original EC: “[Exclusion] history of major organ transplant"
Clinical Trial: "Phase II Study Investigating the Safety and Efficacy of Pembrolizumab in
Patients with Advanced Melanoma"
Suggested EC possibly from the same clinical trial: “[Exclusion] The patient is currently on or
requires systemic immunosuppressive therapy within two weeks prior to the first dose of study
drug."

Table 6: (continued) Prompts for rephrasing EC
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A.2 Prompts for recommending a complete EC set from the clinical trial title

To provide a baseline system for comparison, we devise a prompt for GPT-4 that request to recommend a
complete EC set from the clinical trial titles (Table 7). However, since the EC recommendation model we
developed was designed to handle only non-common EC, an additional system to generate a complete
EC set from the clinical trial title when using our EC recommendation model was required. To solve this
challenge, we integrated ChatGPT into our approach, creating an end-to-end recommendation system,
starting from the clinical trial title and effectively suggesting the full set of EC.

A.3 Prompt for Binary Classification in EC Recommendation

A prompt is designed to cause LLMs to perform a binary classification, given a trial EC and title, to
determine whether a given EC is appropriate to be used in a trial with that title or not. (Table 8).

B Detailed methodology

B.1 Development of common EC classifier

We employed the BertForSequenceClassification model from Huggingface as the classification model for
common EC. In the biomedical domain, we utilized several pre-trained language models (LMs), namely
BioClinicalBERT (Alsentzer et al., 2019), BioBERT (Lee et al., 2020), and BioLinkBERT (Yasunaga
et al., 2022). Additionally, we adopted BaseBERT (Devlin et al., 2018), ELECTRA (Clark et al., 2020),
and XLM-RoBERTa (Conneau et al., 2019) as baseline model for fine-tuning.

B.2 Original-rephrased EC pairs dataset

After performing the rephrasing, we notice that the two rephrasing prompts, one suggesting alternative EC
and one suggesting EC possibly used in the same clinical trial, have a more varied rephrasing pattern than
the former two prompts, one about simple rephrasing and one without using a core clinical concept (Table
1). In order to efficiently utilize the ChatGPT API, we rephrased 20K EC using the first two prompts
and 5K EC using the second two prompts, thus obtaining a total of 50K original rephrased EC pairs for
training the CReSE model. This difference in the total number of rephrased ECs resulted in an imbalance
in the composition of training data for the ablation study (Table 9).

B.3 Selection of clinical trials and evaluation datsets

In this study, we selected trials that satisfied the following five conditions from 445K clinical trials
registered on ClinicalTrials.gov from March 2002 to May 2023: 1) the date of information upload was
reported, 2) a brief summary and official title were provided, 3) the trials were classified as ‘interventional’
(excluding observational trials), 4) at least two EC were reported, and 5) the intervention investigated
in the trial was categorized as ‘Drug’ or ‘Biological’ (excluding ’Device’ and ’Behavior’ interventions).
Additionally, for EC, we excluded studies where an individual EC was either too short (less than 3
characters) or too long (more than 353 characters).

To ensure a fair comparison with top performing LLMs including ChatGPT and GPT-4, the test dataset
consisted of each 5K trials uploaded before and after September 2019, the knowledge cut-off date for
ChatGPT and GPT-4. Therefore, the test dataset contains more recent trials than the training dataset,
which is why we believe the test dataset has an overall higher number of ECs and longer EC lengths than
the training dataset (Table 1).

In addition, we categorized clinical trials into three periods to explore the recommendation performance
by the time periods of clinical trials: 1) May 2002 to December 2009, 2) January 2010 to the outbreak of
COVID-19 (March 11th, 2020, the declaration of COVID-19 outbreak as a pandemic by WHO), and 3)
COVID-19 outbreak to May 2023. Furthermore, recognizing that the EC recommendation performance
might vary due to EC compositions and the number of EC used in clinical trials, we also reported the
performance measures when EC clusters were randomly recommended. In all the evaluation settings and
categories of clinical trials (Tables 4 and 5), we randomly sampled 100 clinical trials for each category
and used them as the evaluation dataset.
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Prompt for generating a complete EC set from the clinical trial title and recommend EC
by our recommendation model (ChatGPT)
As an acclaimed specialist in clinical trial design and execution, your task involves drafting
an exhaustive list of participant selection guidelines for a specific clinical trial. The details
about the trial including its title, summary, and suggested eligibility criteria will be given by
the user. Your task is to expand these criteria with a more comprehensive set. When crafting
the eligibility criteria, ensure to consider potential risk factors, such as contraindications and
possible interactions between the drug and the intervention. Clearly and professionally outline
the intervention (as well as any control group treatment) and patient conditions. It’s also crucial
to confirm that the patient is in a mental and physical state where they can give informed
consent. The selection criteria should not unduly narrow the prospective participant pool
without medically valid reasoning, such as unjustified exclusion of HIV or HCV patients. Also,
verify the patient’s clinical and social circumstances to accurately assess the outcome during
the follow-up period of the trial, like the presence of a measurable lesion or proximity to the
trial location. For inclusion parameters, phrase them as ’[inclusion] To be eligible, the patient
must ...’, and for exclusion parameters, use ’[exclusion] To be eligible, the patient must not
...’. An example is provided below for better understanding. Note: the final selection criteria
should be provided without duplicating the clinical trial’s information or its summary. Also, the
explanation for the final selection criteria set should not be included.

Clinical trial title: A Phase 1, Open-Label, Multicenter Study of KYV-101, an Autologous Fully-
Human Anti-CD19 Chimeric Antigen Receptor T-Cell (CD19 CAR T) Therapy, in Subjects
With Refractory Lupus Nephritis
Recommended eligibility criteria:
[Inclusion] have a confirmed diagnosis of systemic lupus erythematosus (SLE) according to
the American College of Rheumatology (ACR) or Systemic Lupus International Collaborating
Clinics (SLICC) criteria.
[Inclusion] lupus nephritis, defined by proteinuria, microscopic hematuria, and varying degrees
of renal insufficiency.
[Exclusion] not have received prior treatment with any gene therapy medicinal product or any
CAR T-cell therapy.

Complete the eligibility criteria set including the recommended eligibility criteria:
[Inclusion] To be eligible, the patient must have a confirmed diagnosis of systemic lupus
erythematosus (SLE) according to the American College of Rheumatology (ACR) or Systemic
Lupus International Collaborating Clinics (SLICC) criteria.
[Inclusion] To be eligible, the patient must have lupus nephritis, defined by proteinuria, micro-
scopic hematuria, and varying degrees of renal insufficiency.
[Exclusion] To be eligible, the patient must not have a concurrent malignancy or history of
malignancy within the last 5 years, to prevent potential complications or interactions with the
trial treatment.
[Exclusion] To be eligible, the patient must not be pregnant or breastfeeding, due to potential
unknown effects of the therapy on a developing fetus or infant.
Clinical trial title: {Clinical_trial_title}
Recommended eligibility criteria: {Recommended_EC}
Complete the eligibility criteria set including the recommended eligibility criteria:

Table 7: Prompts for generating a complete EC set from the clinical trial title and the recommended non-common
EC

2257



Prompt for determining whether a given EC is plausible to be used in a clinical trial of a
given title (ChatGPT and GPT-4)
In your role as an esteemed expert in clinical trial design and execution, you are tasked with
assessing the suitability of a provided eligibility criterion (EC) for a specific clinical trial based
on user-supplied details, including the trial’s title and summary. Your responsibility is to offer a
credible clinical rationale for the decision, presenting it as either ’Use’ or ’Not use.’

Clinical Trial Title: A Phase 1, Open-Label, Multicenter Study of KYV-101, an Autologous
Fully-Human Anti-CD19 Chimeric Antigen Receptor T-Cell (CD19 CAR T) Therapy, in
Subjects With Refractory Lupus Nephritis
Suggested Eligibility Criterion: [Inclusion] have a confirmed diagnosis of systemic lupus
erythematosus (SLE) according to the American College of Rheumatology (ACR) or Systemic
Lupus International Collaborating Clinics (SLICC) criteria.
Clinical Explanation for the Decision: The use of the suggested eligibility criterion is deemed
appropriate for the specified clinical trial. This criterion mandates that subjects must possess
a confirmed diagnosis of systemic lupus erythematosus (SLE) in accordance with the Ameri-
can College of Rheumatology (ACR) or Systemic Lupus International Collaborating Clinics
(SLICC) criteria.
Final Decision: Use

Clinical Trial Title: {Clinical_trial_title}
Suggested Eligibility Criterion: {Suggested_EC}
Clinical Explanation for the Decision:
Final Decision:

Table 8: Prompt for determining whether a given EC is plausible to be used in a clinical trial of a given title
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While evaluating the CReSE model, we constructed the evaluation EC pairs datasets by randomly
sampling 200, 300, 300, and 200 EC pairs for clinical relevance scores 0, 1, 2, and 3, respectively, to
ensure a balanced distribution of clinical relevance scores.

C Details on model development

In this section, we provide a comprehensive description of the training conditions for the common EC
classifier, the CReSE model, and the EC recommendation model developed as part of this study. All
experiments, except for the largest training of the EC recommendation model, were carried out using an
RTX 4080 with 16GB of VRAM. For training the EC recommendation model with the entire training
dataset, we employed 16 V100 GPUs in parallel.

The maximum token length was restricted to 256, and we ensured reproducibility by fixing all random
seeds to 42. During hyper-parameter tuning, we experimented with learning rates of 5e-5, 2e-5, and 5e-6,
and batch sizes of 32 and 64. We employed the AdamW optimizer and linear warmup scheduler with an
epsilon value of 1e-8 for updating model parameters. The total number of training epochs was set to 25.

C.1 Development of the CReSE model

In the CReSE model training, we employed BioLinkBERT as the baseline model, which demonstrated
superior performance in classifying common EC across various pre-trained LMs. This decision aimed to
save time and computation resources. For hyper-parameter tuning, we conducted experiments with the
different projection dimensions (256, 512, and 768), batch sizes (16 and 32), learning rates for the text
encoder (5e-6 and 1e-6) and for the projection layer (5e-4, 1e-5, 5e-6, and 1e-6). The dropout probability
of the projection layer was consistently set to 0.1.

During hyper-parameter tuning, we utilized the entire original-rephrased EC dataset comprising 50K
examples with the four rephrasing prompts. The model underwent a total of 3 training epochs. We
employed the AdamW optimizer with a weight decay of 1e-4 and implemented a ReduceLROnPlateau
scheduler with patience of 1 and a reduction factor of 0.8. The CReSE model is trained for 10 epochs

For the ablation study, which aimed to investigate the CReSE model’s performance variation concerning
changes in the composition and size of the training dataset, we kept the hyper-parameters fixed. Specifi-
cally, we used a projection dimension of 256, a batch size of 32, and learning rates of 1e-5 and 5e-4 for
the text encoder and projection layer, respectively.

C.2 Development of the EC recommendation model

In the EC recommendation model, the input text was constructed by combining EC and clinical trial
information with the [SEP] token. Among the four types of clinical trial information available for input,
we utilized the ’official title’ from ClinicalTrials.gov as the title and the ’brief summary’ as the summary.
The key design factors, written in the free text but in a semi-structured form, encompassed important
trial design elements, including the investigated condition, investigational drug or treatment, study phase,
number of enrolled patients, and primary outcome measures. When multiple types of trial information
were employed as input, each piece of information was concatenated with the [SEP] token.

During the development of the CReSE model, we adopted BioLinkBERT as the baseline LM for the
EC recommendation model. For fine-tuning, we added a linear-ReLU stack of two layers with dimensions
768*2 × 512 with a drop-out of 0.1 as the classification layer above the text encoder. Throughout both the
main model training and ablation studies, we maintained fixed hyper-parameters values such as a learning
rate of 256, a hidden layer dimension of 512, and a dropout probability of 0.1 for the classification layer.
Additionally, we applied gradient clipping with a maximum norm of 1.0 during model training. In the
main training setting, we set the threshold for the minimum number of EC occurrences in the clinical
trials to generate negative EC-title pairs as 8. Moreover, the maximum token length was set to 512 during
the main training, while it was set to 256 in the ablation studies to accommodate computation resource
limitations. In addition, we increased the batch size to 128, effectively reducing training times. This
adjustment resulted in each model training involving 3 epochs taking approximately 3 hours to complete,
utilizing 16 V100 GPUs in parallel.
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D Supplementary results

D.1 Performances of common EC classifiers

After fine-tuning several types of LMs to develop a common EC classifier, we achieved an accuracy of
up to 97.99% and an F1-score of 97.78% when using BioLinkBERT (Table 9). In order to minimize the
overall computational demands in this study, we used the BioLinkBERT checkpoint in all subsequent
experiments as the initial parameter settings of text encoders.

Model name Binary classification performances (%)
Accuracy Precision Recall F1

BERT-base 89.30 83.56 93.85 88.41
BioClinicalBERT 95.99 98.36 92.31 95.24
BioBERT 97.32 95.41 95.38 96.88
BioLinkBERT 97.99 98.51 97.06 97.78
ELECTRA 82.61 86.26 76.88 81.29
XLM-RoBERTa 85.28 79.49 82.30 80.87

Table 9: Performances of common eligibility criteria classifiers

D.2 Correlation between validation loss for contrastive learning and EC clustering performances

An ablation study trained the CReSE model on training datasets with different configurations and found
an inverse relationship between validation loss in contrastive learning and final EC clustering performance
(Figure 5). This result suggests that utilizing LLMs for rephrasing indeed serves as an effective method
for text augmentation in the context of contrastive learning to integrate medical knowledge from LLMs
into embedding systems. However, it’s important to note that there is a need to identify the optimal
composition of the dataset containing the original-rephrased text pairs. Furthermore, a distinction becomes
apparent between the goals of contrastive learning, where the model determines whether an EC pair was
made by rephrasing or not, and the evaluation of clinical relevance between EC pairs. Therefore, when
employing rephrasing via LLMs as a text augmentation method, the design of diverse rephrasing prompts
becomes crucial.

Figure 5: Scatter plot of validation losses and EC clustering performances of the CReSE model trained on diverse
compositions of training datasets in the ablation study
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D.3 Performances of the CReSE model

Regardless of the clustering method or the number of EC clusters, the CReSE model consistently exhibited
superior performance in EC clustering performance compared to other LMs pre-trained in the biomedical
domain (Table 10). Furthermore, when training the EC recommendation model with increasing dataset
size, the binary classification performance continues to increase up to 1M positive EC-title pairs, while
the recommendation performance stops increasing after 0.2M (Figure 6).

The results of the ablation study revealed that, among the rephrasing prompts, ‘Without a core clinical
concept’ was the most effective prompt for training the CReSE model (Table 11). For instance, when only
one prompt was employed to construct the Eligibility Criteria (EC) pair data, the clustering performance
of the CReSE model reached its peak (57.6) with EC pairs generated using the ‘Without a core clinical
concept’ prompt, and reached its lowest point (53.9) when the ‘Suggesting EC possibly used in the same
trial’ prompt was utilized. The prompt suggesting EC that might be used together in the same clinical
trial, originally introduced to rephrase EC in a more creative way, may indicate a different clinical context
than an original EC. Therefore, it does not appear to be an effective method for training the CReSE model
when used in isolation. Nevertheless, rephrasing prompts that do not individually achieve optimal CReSE
performance seem to contribute to the model’s overall performance when combined with other rephrasing
prompts (5K, 4 prompts: 59.1).

Clustering methods Spearman Pearson
50 100 200 300 50 100 200 300

TF-IDF
25.0

[16.4, 28.6]
27.0

[23.8, 30.3]
27.7

[23.4, 31.4]
26.6

[21.7, 31.3]
25.1

[16.5, 28.8]
27.1

[24.0, 30.5]
28.2

[23.6, 31.5]
26.7

[21.6, 31.7]
Only embedding

BioLinkBERT
27.4

[23.4, 32.3]
29.9

[24.9, 34.3]
28.3

[25.2, 33.4]
26.9

[21.4, 31.6]
27.1

[23.4, 32.2]
30.0

[25.3, 34.8]
28.6

[25.4, 33.7]
27.3

[21.4, 31.6]

TrialBERT
27.6

[23.1, 32.4]
29.0

[24.7, 33.0]
28.4

[24.0, 31.2]
28.0

[21.4, 35.6]
27.4

[22.8, 32.2]
29.2

[24.9, 33.3]
28.7

[24.4, 31.3]
28.4

[21.4, 35.6]

BioSimCSE
31.5

[29.0, 36.4]
34.7

[31.1, 38.1]
34.2

[28.4, 39.7]
30.4

[25.7, 36.3]
31.2

[28.5, 35.7]
35.0

[31.6, 38.1]
34.4

[28.6, 39.9]
30.7

[25.5, 36.5]

BioGPT
28.7

[24.4, 34.6]
32.3

[28.8, 33.9]
28.4

[23.3, 32.1]
27.8

[24.3, 34.5]
28.8

[24.5, 34.5]
32.0

[28.8, 33.9]
28.5

[23.3, 32.5]
29.0

[24.0, 34.9]

CReSE (ours) 43.6
[41.8, 46.2]

43.0
[40.3, 45.3]

42.4
[37.3, 45.1]

39.0
[35.2, 43.4]

43.7
[42.2, 46.4]

43.4
[40.7, 45.5]

42.8
[37.8, 45.9]

39.7
[35.9, 43.3]

BERTopic

BioLinkBERT
32.5

[26.3, 35.9]
36.2

[29.7, 42.5]
37.6

[34.1, 42.0]
37.2

[33.4, 42.3]
32.5

[26.0, 36.3]
36.4

[29.9, 42.6]
37.8

[34.4, 42.4]
37.7

[34.0, 42.3]

TrialBERT
31.5

[25.3, 37.4]
37.6

[33.4, 44.7]
40.6

[38.3, 44.1]
40.2

[37.2, 44.3]
31.9

[25.6, 37.7]
38.2

[34.1, 45.1]
41.2

[39.2, 44.9]
41.1

[38.1, 45.2]

BioSimCSE
27.6

[15.8, 34.7]
40.8

[35.5, 43.3]
40.6

[37.9, 43.8]
41.2

[38.0, 44.1]
27.6

[16.0, 34.6]
40.6

[35.1, 43.4]
40.9

[37.9, 43.6]
41.4

[38.0, 44.4]

BioGPT
21.9

[14.2, 28.9]
32.2

[25.4, 37.8]
37.7

[33.8, 42.9]
39.9

[35.8, 42.5]
22.2

[14.5, 29.1]
32.3

[25.5, 38.0]
38.0

[34.3, 42.9]
39.9

[36.1, 42.7]

CReSE (ours) 42.1
[37.9, 47.0]

44.9
[40.9, 48.4]

45.0
[41.7, 46.9]

45.7
[43.4, 47.5]

42.0
[38.3, 46.7]

45.3
[41.1, 48.5]

45.5
[42.2, 47.0]

46.4
[44.0, 48.0]

Table 10: Comparison of the CReSE model and other biomedical LMs on EC clustering

D.4 Usage pattern of EC in clinical trials

In this section, we examined the outcomes of EC clustering conducted using the CReSE model to assess
the usage pattern of EC in clinical trials. Upon clustering all EC into 300 groups, we observed that the top
35 EC clusters encompassed half of the total EC, while the leading 165 EC clusters represented 90% of the
total EC (Figure 7). This suggests a recurring usage pattern of EC describing similar clinical conditions
across multiple clinical trials. Consequently, the format of a recommendation task can effectively cover
a substantial proportion of EC employed in clinical trials when generating EC templates from trial
information.
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Total number of
original-rephrased

EC pairs

Number of
prompts

Simple
rephrasing

Without a core
clinical concept

Suggesting
alternative EC

Suggesting EC
possibly used

in the same trial

Clustering
performance

5K

1

5K 55.8
5K 57.6

5K 55.5
5K 53.9

2

2.5K 2.5K 57.2
2.5K 2.5K 55.4
2.5K 2.5K 55.2

2.5K 2.5K 57.6
2.5K 2.5K 58.4

2.5K 2.5K 54.5

3

1.66K 1.66K 1.66K 56.1
1.66K 1.66K 1.66K 57.8
1.66K 1.66K 1.66K 55.3

1.66K 1.66K 1.66K 58.2
4 1.25K 1.25K 1.25K 1.25K 59.1

10K

1
10K 54.8

10K 56.4

2

5K 5K 58.4
5K 5K 57.2
5K 5K 55.0

5K 5K 57.3
5K 5K 57.0

5K 5K 55.3

3

3.33K 3.33K 3.33K 59.0
3.33K 3.33K 3.33K 58.6
3.33K 3.33K 3.33K 56.8

3.33K 3.33K 3.33K 57.6
4 2.5K 2.5K 2.5K 2.5K 59.1

20K

1
20K 56.7

20K 54.9
2 10K 10K 56.7

3

5K 5K 10K 59.1
5K 5K 10K 59.2
5K 7.5K 7.5K 58.1

5K 7.5K 7.5K 57.5
4 5K 5K 5K 5K 60.7

30K

2 15K 15K 57.6

3

10K 10K 10K 56.7
5K 5K 20K 57.6
5K 12.5K 12.5K 58.0

5K 12.5K 1.25K 57.5
4 5K 5K 10K 10K 60.4

40K

2 20K 20K 58.2

3
5K 17.5K 17.5K 60.1

5K 17.5K 17.5K 59.7
4 5K 5K 15K 15K 58.8

50K 4 5K 5K 20K 20K 58.1

Table 11: Composition of training datasets used in the ablation study for the CReSE model and EC clustering
performances on each training dataset settings. EC clustering performances were assessed using Spearman’s ranking
correlation.
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Figure 6: Performances of the EC recommendation models by the size of the training dataset containing EC-title
pairs

Figure 7: Frequency distribution of EC usage within clinical trials across EC clusters. The total number of clusters
is 300.

D.5 Performances of the EC recommendation models

As the number of EC clusters used for evaluation increases, the overall performance metrics of the EC
recommendation model tend to decrease, but the substantial margin over random recommendations is
either maintained or even increased (Table 12). While evaluating with 100 EC clusters may offer an
intuitive interpretation of the results, it might be more appropriate to assess the recommendation model
with a different number of EC clusters, depending on the environment (e.g., therapeutic area) or how the
EC recommendation model is utilized.

D.6 Qualitative review on EC recommendation results

To assess the strengths and weaknesses of our EC recommendation model, we conducted a qualitative
comparison between the EC used in actual clinical trials and the set of EC recommended by our model.
During this qualitative review, EC recommendations were generated solely based on the titles of the trials.
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EC cluster number P@1 MAP@5 P@ECno
200

title only 19.0 18.0 14.7
title + summary 32.0 31.4 22.4
title + design factors 36.0 33.2 22.2
title + summary + design factors 37.0 35.2 21.9
random recommendation 7.0 [3.0, 11.0] 6.9 [4.6, 9.5] 6.7 [5.5, 7.9]

300
title only 15.0 11.7 9.9
title + summary 37.0 29.6 19.4
title + design factors 30.0 27.3 18.9
title + summary + design factors 38.0 30.8 19.5
random recommendation 4.1 [1.0, 7.0] 4.2 [2.3, 6.4] 4.2 [3.1, 5.3]

Table 12: Performances of the EC recommendation model when using different numbers of EC clusters for the
evaluation

Given that the EC recommendation model in this study focuses on non-common EC, we excluded EC
classified as common among those used in selected clinical trials.

As demonstrated by the provided examples (Table 13), when EC recommendations are derived solely
from trial titles, the emphasis tends to be on exclusion criteria. In practice, inclusion criteria are typically
used to delineate a patient population that aligns with the specific intervention and patient indication
employed in the trial. However, suggesting specific inclusion criteria becomes challenging as study
titles usually lack sufficient information. Hence, for precise inclusion criteria recommendations, the
brief summary should provide specific details about the targeted intervention or indication in the study.
Additionally, when only the trial title serves as the input, the EC recommendation performance is higher
for trials with recently updated information, likely because recent trials are more likely to feature titles
that clearly articulate the intervention and trial objectives.

Moreover, our EC recommendation model proves valuable in offering an effective EC template when
the EC set of an existing trial is inadequately designed, as illustrated in the second case (NCT04380519
in Table 13). For instance, the recommendations can introduce additional screening criteria for diabetic
patients, such as that based on C-peptide peak level or metformin prescription history. It can also propose
various exclusion criteria to enhance the homogeneity of the patient population, providing trial planners
with more options. These EC are particularly beneficial as template suggestions, given their historical
usage in numerous previous clinical trials.
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Clinial trial title: Study of the Efficacy and Safety of a Single Administration of Olok-
izumab and RPH-104 With Standard Therapy in Patients With Severe Severe Acute
Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) Infection (COVID-19) [NCT ID:
NCT04380519]
EC used in the clinical trial
[inclusion] The presence of a voluntarily signed and dated Patient Informed Consent Form for
participation in this study, or a record of an Medical Consilium decision justifying patient’s
participation in case of patient is unable to state his/her will.
[inclusion] Having either of the following COVID-associated respiratory syndromes: pneu-
monia with oxygenation saturation SpO2 93% (on room air) or respiratory rate greater than
30/min;
[inclusion] Having either of the following COVID-associated respiratory syndromes: Acute
respiratory distress syndrome (ARDS) ( PaO2/FiO2 300 mmHg or SpO2/FiO2 315 if PaO2 is
not available).
[inclusion] COVID-19 diagnosis based on: laboratory-confirmed SARS-CoV-2 infection as
determined by Polymerase Chain Reaction method (PCR).
[inclusion] COVID-19 diagnosis based on: Bilateral changes in the lungs typical for COVID-19,
based on chest computed tomography results.
[exclusion] Septic shock (vasopressors are required to maintain mean arterial pressure 65 mm
Hg and lactate 2 mmol/L in the absence of hypovolemia)
[exclusion] The disease progresses to death over the next 24 hours, regardless of treatment,
according to Investigator.
[exclusion] biologics (except RPH-104 or OKZ) with immunosuppressive effect, including,
but not limited to: Interleukin-1 (IL-1) inhibitors (anakinra, rilonacept, canakinumab), IL- 6
inhibitors (except tocilizumab and sarilumab), IL-17A inhibitors (secukinumab), tumor necrosis
factor (TNF) inhibitors (infliximab, adalimumab, etanercept, etc.), antiB-cell drugs, etc.
[exclusion] other immunosuppressive drugs (with the exception of methotrexate in a dose of up
to 25 mg/week)
[exclusion] high doses of glucocorticoids (equivalent to prednisolone > 1 mg/kg) orally or
parenterally;
[exclusion] Janus kinase (JAK) kinase inhibitors; cyclophosphamide, etc.
[exclusion] A history of active tuberculosis, or active tuberculosis suspected by the Investigator.
Recommended EC in order ranking (Top 10)
1. [exclusion] active immunization within 30 days of study entry
2. [exclusion] h/o Covid-19 infection with residual lung infiltrate/fibrosis
3. [exclusion] patients presenting with severe/critically ill COVID-19 (World Health Organiza-
tion Ordinal scale for clinical improvement score of 5 or more)
4. [inclusion] standard of care COVID-19 treatment is acceptable
5. [exclusion] persons who have previously received an organ transplant or are preparing to
receive an organ transplant (except for hematopoietic stem cell transplantation)
6. [inclusion] hospitalized symptomatic COVID-19 patients
7. [exclusion] hard chills or rigors
8. [exclusion] history of severe allergic or anaphylactic reaction to humanized, chimeric or
murine monoclonal antibodies (MAbs)

Table 13: Qualitative review on a sample EC recommendation result when using only title as an input text to EC
recommendation
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Clinial trial title: Study of the Efficacy and Safety of a Single Administration of Olok-
izumab and RPH-104 With Standard Therapy in Patients With Severe Severe Acute
Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) Infection (COVID-19) [NCT ID:
NCT04380519]
EC used in the clinical trial
[inclusion] Type 2 diabetes mellitus
[inclusion] Hemoglobin A1C of 7.5% and 10.5%
[inclusion] Currently taking a stable dose of metformin (at least 1500 mg/day) and either
glimepiride (at least 2 mg/day) or gliclazide (at least 50% of maximum registered dose) for at
least 10 weeks prior to study start
[exclusion] Ketoacidosis
[exclusion] Taking a dipeptidyl peptidase-4 (DPP-4) inhibitor (such as sitagliptin) or a glucagon-
like peptide-1 (GLP-1) mimetic (such as exenatide or liraglutide) or required insulin therapy
within 12 weeks prior to study start
[exclusion] On a weight loss program not in the maintenance phase or on a weight loss
medication
Recommended EC in order ranking (Top 10)
1. [exclusion] History of liver disease, heart failure, heart disease, stroke, high blood pressure,
blood disorders, or cancer
2. [inclusion] diagnosis of T2D within 180 days, with stimulated C-peptide peak level >0.6
ng/mL as assessed by 4-hour MMTT at the time of Visit 0 (screening)
2. [exclusion] current or history of heart failure (New York Heart Association class III or IV)
3. [exclusion] myocardial infarction (within 6 months before screening)
4. [inclusion] currently treated with unchanged total daily dose of at least 1500 mg metformin
or maximum tolerated dose at least 1000 mg/day metformin for at least 2 months prior to
screening visit
5. [exclusion] clinically significant cardiac abnormalities (diagnosed clinically, history, or by
X-ray/ECG) that were not related to type 2 diabetes mellitus and that required further evaluation
6. [inclusion] fasting C-peptide > 1 ng/mL
7. [exclusion] patients taking any of the following concomitant medications: All kinds of
insulin administered within 12 weeks of screening
8. [exclusion] are currently treated with or within the past 3 months had treatment with GLP-1
receptor agonists, or insulin
9. [exclusion] subjects with acute diabetic complications such as diabetic ketoacidosis or
diabetic hypertonic coma within within latest 3 months
10. [exclusion] there is sufficient evidence of active diabetes proliferative retinopathy

Table 13: (continued) Qualitative review on a sample EC recommendation result when using only title as an input
text to EC recommendation
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D.7 Human evaluation results
Within the three remaining categories, excluding the one pertaining to overly restrictive recommendations,
our model’s proposed EC set exhibited insufficiency in comparison to the original EC set (p-value <
0.05, Table 14). To elaborate, the EC set suggested by our model displayed suboptimal performance
in effectively ensuring patient safety and constructing a clinically valid EC set. These differences were
statistically significant, measuring 0.638 and 0.675, respectively.

Original EC Our model
+ ChatGPT Mean difference P-value

Overall 3.7±0.8 3.2±0.7 0.522 0.010
Protecting patient safety 3.7±0.9 3.2±0.7 0.450 0.035
Defining the study population 3.8±0.8 3.2±0.8 0.638 0.006
Avoiding overly restrictive 3.6±0.7 3.3±0.6 0.325 0.114
Clinically valid and realistic 3.8±0.7 3.2±0.7 0.675 0.001

Table 14: Human evaluation results on four evaluation categories

E Guideline documents

E.1 Annotation guideline for classifying common EC
This document serves as an annotation guideline for classifying ‘common EC’ from the entire set of
EC. Common EC are defined as EC that have been commonly accepted over time or used as templates
across trials, often excluding certain populations from participation without strong clinical or scientific
justification (e.g., older adults, those at the extremes of the weight range, those with malignancies or
certain infections such as HIV, and children) (FDA, 2020). Additionally, common EC include poorly
defined criteria in clinical trials, regardless of the clinical characteristics of investigational drugs and
patient conditions. The annotation guideline elaborates on the different types of common EC and provides
relevant examples.

1. Common EC universally used in clinical trials
We refer to EC universally used in clinical trials regardless of their purpose and design factors as ‘common
EC’ and developed the classifier for common EC. Here are the detailed types of common EC and their
definitions and examples (Table 15).
2. EC used to ensure the smooth conduct of the clinical trial
Some common EC were used in clinical trials to ensure the smooth operation of the process, such
as assessing the trial location’s accessibility and the communication abilities of enrolled patients (Table 16).
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Common EC Type Definitions and Examples
Used as a template over time All age restrictions, about patient sex, weight, or BMI range

restriction without clinical justification.
Ex) “[Inclusion] age 18 years", “[Inclusion] males and fe-
males", “[Inclusion] Body Mass Index (BMI) 18.5 kg/m2 and
28 kg/m2"

Infant/Child Protection To protect infant and child from the investigational drug (mostly
exclusion criteria): pregnancy, breast-feeding, willing to take
contraceptives.
Ex) “[Exclusion] pregnancy or breastfeeding”, “[Inclusion]
males and females of childbearing potential must agree to utilize
highly effective contraception methods from screening”

Drug addiction and alcoholism To exclude patients with a current or past history of drug addic-
tion.
Ex) “[Exclusion] excessive alcohol, opiate, or barbiturate use;
history of drug abuse or dependence”

Unapproved Drug/Herbal Supple-
ment

Taking unapproved drugs or herbal supplementary before the
trial.
Ex) “[Exclusion] use of herbal supplements within 7 days or
5 half-lives (whichever is longer) before the first dose of study
intervention”

Hepatic and Renal Function Excluding patients with reduced hepatic or renal function with-
out adequate clinical and scientific justification - Includes defin-
ing hepatic or renal impairment based on a normal range of
laboratory values (e.g., AST, ALT, bilirubin, creatinine clear-
ance)
Ex) “[Inclusion] there was no previous severe renal dysfunc-
tion”, “[Exclusion] if a liver lesion is the site of injection: All
AST, ALT and bilirubin greater than 2.5 ULN”
*Hormonal and hematological test values such as TSH, PTT,
INR, and ANC, as well as cardio tests like QT interval and
ECG, are not considered as common EC.

Reduce Patient Risk Used to reduce the patient risk, but without a clear and appropri-
ate clinical justification: HIV, hepatitis, tuberculosis infection,
prior organ transplant, any major infection, any immunodefi-
ciency (not heart disease), active autoimmune disease, no previ-
ous malignancy, etc. *Exclusion based on previous surgery is
considered as non-common EC
Ex) “[Exclusion] any known immunosuppressive condition or
immune deficiency disease (including human immunodeficiency
virus [HIV] infection), or ongoing receipt of any immunosup-
pressive therapy”, " [Exclusion] subject positive for hepatitis
B virus (HBV) surface antigen, hepatitis B virus core antibody
with a negative hepatitis B surface antibody or with detectable
serum hepatitis B DNA”

Table 15: Types of common EC and their definitions and examples
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Common EC Type Definitions and Examples
Life expectancy or performance
status

Life expectancy or performance status for checking the general
health of a patient.
Ex) “[Inclusion] life expectancy >= 12 weeks as judged by
the Investigator", " [Inclusion] Eastern Cooperative Oncology
Group (ECOG) performance status of 0 to 1 at trial entry”

Contraindication Contraindication, allergy or hypersensitivity to investigational
drug, or previous exposure to investigational drug.
Ex) “[Exclusion] known allergies, hypersensitivity, or intoler-
ance to monoclonal antibodies or hyaluronidase”, “[Exclusion]
use any investigational drug within 28 days before the start of
trial treatment”

Drug Interaction Intake of drugs that possibly interact with investigational drugs.
Ex) “[Inclusion] maintained on modern therapeutic regimen
utilizing non-CYP interacting agents (e.g. excluding ritonavir)”

Conflict of Interest If there is a conflict of interest through family...
Ex) “[Exclusion] family member or household contact who was
an employee of the research center or otherwise involved with
the conduct of the study”

Mental Illnesses/Informed Consent
Form

Broad range of mental illnesses which may harm the ability to
make an informed consent or understand a study purpose and
protocol by the patient self.
Ex) “[Exclusion] mental conditions rendering a subject unable
to understand the nature, scope, and possible consequences of
the study”

Prior use of (other) investigational
drug

If a patient has received any other investigational drug before
randomization..

“Ex) [Exclusion] prior treatment with 89Strontium or
153Samarium containing compounds (e.g. Metastron®,
Quadramet®)", " [Exclusion] prior thiopurine therapy”

*Prior use of clinically substitutable drugs with the investiga-
tional drug is not considered as common-EC.
Ex) "Exclusion: Received previous therapy with capecitabine,
neratinib, lapatinib, or any other HER2-directed tyrosine kinase
inhibitor."

Patient adequate to measure out-
come

measurable disease (mainly in oncology trial), Refrain from
blood donation, have some contra-indication for measurement.
Ex) " [Inclusion] patients must have evaluable disease, either
with informative tumor markers or with the measurable disease
on imaging, by RECIST (Response Evaluation Criteria in Solid
Tumors) criteria (Appendix II)”, " [Exclusion] agreement to
refrain from blood donation during the course of the study”

Table 15: (continued) Types of common EC and their definitions and examples
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Common EC Type Description and Examples
Area of Residence To ensure that participants reside in a particular geographical

location that allows them easy access to the study site for regular
investigations, measurements, or follow-up visits

Ex) “[Inclusion] patients followed in the Rheumatology Depart-
ment at the hospital of St Etienne”

Limit Language Limit speaking language to control for language barriers in the
study.

Ex) " [Exclusion] speaks a language other than English”
Limit Patient Ethnicity include or exclude specific ethnic groups.

Ex) “[Exclusion] Limited to individuals of Asian ethnicity"
Informed consent Informed consent and agree to comply with the protocol: to

ensure that potential participants fully understand the study’s
purpose, procedures, risks, and benefits before they decide to
participate.

Ex) “[Inclusion] study subjects must obtain informed consent
to this study and voluntarily sign a written informed consent
before screening for enrollment.”

Past or Duplicated Participation Do not enroll in other studies or previous participation in the
same study: to maintain the integrity of the study and avoid
potential confounding effects, researchers may exclude individ-
uals who are already participating in other clinical trials or have
previously taken part in the same study.

Ex) “[Exclusion] participation in other clinical trials (pharma-
ceutical trials)”

Commitment of Participant Confirmation of the patient’s ongoing and good faith partici-
pation in the study: to ensure that participants are committed
to actively participating in the study and completing all study
requirements.

Ex) “[Inclusion] be willing and able to follow study instructions
and likely to complete all study requirements”

Table 16: Types of common EC used to ensure the smooth conduct of the clinical trials and their definitions and
examples
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E.2 Evaluation guideline for assessing clinical relevance between an EC pair
This document aims to assess the clinical relevance score between an EC pair based on 4-point scales
(Table 17).

Instruction for assessing clinical relevance between an EC pair
Please evaluate the clinical relevance of the following two eligibility criteria on a 4-point scale.
Below is an example of a clinical situation by clinical relevance score and the corresponding
EC pair.

Clinical relevance 3: The two eligibility criteria are essentially identical clinically. For example:
EC1: “[exclusion] serum albumin is 2.4 g/dL or less"
EC2: “[inclusion] serum albumin is 2.4 g/dL or more"

Clinical relevance 2: The two eligibility criteria have strong relevance due to factors such as
disease progression, or epidemiology. For example:
EC1: “[inclusion] 1 focal lesions on MRI (magnetic resonance imaging) studies; Each focal
lesion must be 5 mm or more in size"
EC2: “[exclusion] kellgren and Lawrence grade ≥ 3”

Clinical relevance 1: The two eligibility criteria are not directly related, but still have some
relevance due to factors such as general treatment plan, disease progression, or epidemiology.
For example:
EC1: “[inclusion] no concurrent major surgery"
EC2: “[inclusion] histologically confirmed transitional cell carcinoma (TCC) of the urothelium"

Clinical relevance 0: The eligibility criteria are irrelevant from a clinical perspective. For
example:
EC1: “[exclusion] history of a severe allergic reaction with generalized urticaria, angioedema,
or anaphylaxis in the 2 years prior to enrollment"
EC2: “[inclusion] male condoms with spermicide"

Table 17: Instruction for assessing clinical relevance between an EC pair

E.3 Evaluation guideline for assessing the appropriateness of EC sets
This document aims to evaluate the appropriateness of the eligibility criteria for the given information
of clinical trials. The purpose of this evaluation is to assess the extent to which the eligibility criteria
adequately address the following points (Table 18): 1) Protecting patient safety, 2) Clearly defining
the study population (and study intervention), 3) Avoiding overly restrictive, and 4) Clinically valid
and realistic. Evaluators rated questions from each category on a scale of 1 to 5. By conducting this
evaluation, we aim to ensure that the eligibility criteria meet the highest standards of quality and align
with the needs of clinical trials. Below is a detailed guideline for each evaluation category and question.
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Category Question Descriptions/Examples

Protecting
patient
safety

[1] Do eligibility criteria adequately ex-
clude contraindications of the interven-
tions/drugs being used and minimize po-
tential harm to subjects during the course
of the trial?

This question is to review whether the
criteria adequately account for potential
risks, contraindications, and precautions
that may affect patient safety.

(No 1 - 2 - 3 - 4 - 5 Yes) Ex) Exclusion criteria: History of cancer
and/or any known primary immunodefi-
ciency disorder (e.g., HIV)

Defining the
study popu-
lation

[2-1] Are the eligibility criteria clearly
defining the study population being tested
as appropriate to evaluate the given re-
search hypothesis?

This question is to assess whether the eligi-
bility criteria align with the specific objec-
tives of the study, ensuring that only suit-
able patients are included, and the study
outcomes can be effectively evaluated.

(No 1 - 2 - 3 - 4 - 5 Yes) Ex) Trial title: A Randomised, Double-
blind, Placebo-controlled, Phase 3 Trial
to Evaluate the Efficacy and Safety of
Tralokinumab Monotherapy in Subjects
With Moderate to Severe Atopic Dermatitis
Who Are Candidates for Systemic Therapy

Inclusion Criteria: Diagnosis of AD as
defined by the Hanifin and Rajka (1980)
criteria for AD, Diagnosis of AD for 1
year, AD involvement of 10 of body sur-
face area at screening and baseline (visit
3), An EASI score of 12 at screening and
16 at baseline

Defining
study inter-
vention

[2-2] Are the eligibility criteria clearly de-
fine the intervention?

This question is to assess whether the el-
igibility criteria for the intervention are
explicitly stated and well-defined.

(No 1 - 2 - 3 - 4 - 5 Yes) Ex) Trial title: A Randomised, Double-
blind, Placebo-controlled, Phase 3 Trial
to Evaluate the Efficacy and Safety of
Tralokinumab Monotherapy in Subjects
With Moderate to Severe Atopic Dermatitis
Who Are Candidates for Systemic Therapy

Inclusion criteria: Subjects with docu-
mented systemic treatment for AD in the
past year are also considered as inade-
quate responders to topical treatments and
are potentially eligible for treatment with
tralokinumab after appropriate washout.

Table 18: Evaluation category for assessing the appropriateness of EC sets
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Category Question Descriptions/Examples

Avioding
overly re-
strictive

[3] Are eligibility criteria based on appro-
priate clinical evidence and do not unduly
limit the study population?

This question is to evaluate whether the
eligibility criteria ensure the patient popu-
lation is diverse and accurately reflects the
target population for the study.

(No 1 - 2 - 3 - 4 - 5 Yes) Ex) ECs that limit the study population

Inclusion criteria: Participants between
the ages of 25 and 30.

Exclusion criteria: Participants with any
other chronic condition

Clinically
valid and
realistic

[4] Are the eligibility criteria consistent
with current medical knowledge and clini-
cal guidelines (standards of care)?

This question is to evaluate the accuracy,
reliability, and consistency of the eligi-
bility criteria against established medical
knowledge and accepted clinical guide-
lines.

(No 1 - 2 - 3 - 4 - 5 Yes) Ex) Trial title: A Phase 3, Multi-Center,
Open-Label Study to Assess the Diagnostic
Performance and Clinical Impact of 18F-
DCFPyL PET/CT Imaging Results in Men
With Suspected Recurrence of Prostate
Cancer

Suspected recurrence of prostate cancer
based on rising PSA after definitive ther-
apy on the basis of: - Post-radical prosta-
tectomy: Detectable or rising PSA that is
0.2 ng/mL with a confirmatory PSA 0.2
ng/mL (American Urological Association)

Table 18: (continued) Evaluation category for assessing the appropriateness of EC sets
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