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Abstract

One of the major aspects contributing to the
striking performance of large language models
(LLMs) is the vast amount of factual knowledge
accumulated during pre-training. Yet, many
LLMs suffer from self-inconsistency, which
raises doubts about their trustworthiness and
reliability. This paper focuses on entity type
ambiguity, analyzing the proficiency and con-
sistency of state-of-the-art LLMs in applying
factual knowledge when prompted with am-
biguous entities. To do so, we propose an eval-
uation protocol that disentangles knowing from
applying knowledge, and test state-of-the-art
LLMs on 49 ambiguous entities. Our experi-
ments reveal that LLMs struggle with choos-
ing the correct entity reading, achieving an av-
erage accuracy of only 85%, and as low as
75% with underspecified prompts. The results
also reveal systematic discrepancies in LLM
behavior, showing that while the models may
possess knowledge, they struggle to apply it
consistently, exhibit biases toward preferred
readings, and display self-inconsistencies. This
highlights the need to address entity ambiguity
in the future for more trustworthy LLMs.1

1 Introduction

Large language models (LLMs) have demonstrated
remarkable performance in a variety of natural lan-
guage processing tasks (Touvron et al., 2023; Ope-
nAI, 2024; Meta, 2024), also largely due to the
extensive factual knowledge they accumulate dur-
ing pre-training. A crucial factor in building trust
in models is their capacity to generate consistent
and dependable outputs that align with their inter-
nal knowledge (Li et al., 2024; Yu et al., 2024).

*Equal contribution
1We make the code and the model outputs available:

https://github.com/anasedova/ToKnow_or_NotToKnow

Figure 1: Overview of our four studies on LLMs’ self-
consistency using prompts with ambiguous entities. Col-
ors indicate preferred (green) and alternative (red) read-
ings implied in the query or adopted by the model.

However, LLMs frequently produce unreliable re-
sponses: e.g., when externally provided knowledge
conflicts with internal parametric knowledge (Pan
et al., 2023; Xie et al., 2024), or when exposed
to misinformation during pre-training (Zhao et al.,
2024). Such conflicts often lead to inconsistencies
in model responses, reducing LLMs’ trustworthi-
ness (Litschko et al., 2023; Sun et al., 2024).

In this work, we highlight entity ambiguity, a
frequent challenge for LLMs (Liu et al., 2023;
Stengel-Eskin et al., 2024; Kim et al., 2024), as
a source of unreliability and conduct an in-depth
qualitative analysis to better understand how mod-
els behave in its presence. Specifically, we exam-
ine the self-consistency2 of state-of-the-art LLMs –

2We analyze consistency on straightforward “internal
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Entity Type List of Entities Entity Property
animal Jaguar, Puma, Penguin, Greyhound, Dove, Fox, Lynx speed
fruit Apple, Fig, Mango, Kiwi, Papaya, Orange color
myth Amazon, Nike, Midas, Mars, Hermes, Hyperion, Vulcan, Pegasus gender
person Ford, Disney, Tesla, Boeing, Dell, Ferrero, Benetton, Levi Strauss, Versace, Philips date of birth
location Amazon, Cisco, Montblanc, Patagonia, Hershey, Nokia, Eagle Creek, Prosper area in m2

abstract Triumph, Harmony, Genesis, Vision, Pioneer, Vanguard, Zenith, Allure, Tempo,
Fidelity level of abstractness

company all entities listed above founding year

Table 1: Overview of ambiguous entities. We use a total of 49 entities belonging to 7 entity types. The entities are
chosen such that have at least two readings: the listed entity type and company. Entity properties are chosen such
that the entity type can be uniquely inferred from it.

i.e., how well they align with their intrinsic knowl-
edge while avoiding contradictory responses (Chen
et al., 2024) – by evaluating their reasoning abil-
ities in contexts involving entity type ambiguity.
Importantly, in our study we provide an opera-
tionalization to disentangle LLM’s capabilities of
Knowing3 (i.e., how aware and sensitive a model
is to the possible interpretations, or readings, of
ambiguous entities), and Applying knowledge (i.e.,
how well a model can identify the correct reading
when prompted with entity-specific questions and
use their parametric knowledge to provide accu-
rate responses about that entity). For example, as
shown in Figure 1, if a model “knows” that ap-
ple can be a fruit and a company, to what extent
can we assume that the model infers the company
meaning when asked about the founding year of
the entity? Similarly, if a model responds with “Ap-
ple was founded in 1976” can we assume that it
remains self-consistent with its own answer? Gain-
ing more insights on the capability of an LLM to
deal with entity ambiguity has several benefits. It
facilitates more natural conversations, as knowing
whether an LLM can disambiguate an entity allows
to minimize the number of clarification questions
(Lee et al., 2023), and enhances trust in LLMs
via its ability to acknowledge previously provided
knowledge. The overarching goal of this work is to
provide a behavioral test suite for studying how a
model’s knowledge of different entity readings in-
teracts with its ability to infer and apply the correct
reading for a given prompt.

Specifically, we address the following research
questions: (RQ1) How well do LLMs resolve
entity ambiguity within a given prompt context?
(RQ2) How (much) is the ability to infer the correct
entity type biased towards “preferred readings”?

knowledge retrieval” tasks that do not necessitate CoT prompt-
ing as in, for example, Wang et al. (2023).

3The term “knowing” refers to parametric knowledge as
discussed in Mallen et al. (2023); Litschko et al. (2023).

(RQ3) Can LLMs self-verify their answers for
entity-related questions, given they have success-
fully disambiguated them?

We examine the behavior of six state-of-the-
art LLMs, varying in size, type, and whether
they are open-source or proprietary: Mistral-7B-
Instruct-v0.2 (Jiang et al., 2023), Gemma-1.1-7B-
IT (Google, 2024), Llama-3-70B (Meta, 2024),
Mixtral-8x7B-Instruct-v0.1(Jiang et al., 2024),
GPT-3.5 (OpenAI, 2022), and GPT-4o (OpenAI,
2024)4. Our results show that, despite the seem-
ingly simple task, LLMs fail to disambiguate and
handle entities consistently.

2 Methodology

To study LLMs’ ability to implicitly infer correct
entity meanings, we devise a behavioral test suite.
We use a set of entities that can be interpreted
as either (1) one of six entity types or (2) com-
pany names (Table 1), meaning each entity has at
least two possible interpretations. We adopt this
approach to distinguish between a preferred and an
alternative reading, which allows us to investigate
if the disambiguation ability of LLMs is consistent
or biased across different entity types.

Our research setup comprises four studies (see
Figure 1). Study 1 verifies knowledge possession in
models; Studies 2 and 3 assess the models’ abilities
to apply this knowledge (K → A); and Study 4 eval-
uates the knowledge possession post-application
(A → K). Collectively, the results of our four exper-
iments provide us a way to gain knowledge on how
LLMs treat entity level ambiguity, i.e., the mutual
relationship K ↔ A.

Study 1: Knowledge Verification (K). First, we
analyze the models’ knowledge by verifying their
awareness of different entity readings. To this end,
we use the prompt template “Tell me about <entity-

4Implementation details are provided in Appendix E.
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Figure 2: Models preferred readings discovered in
Study 2 (blue for non-company, yellow for company;
e.g., all analyzed models prefer the ‘company’ reading
for entities from the people category).

type> <entity>” (see more details about prompts in
Appendix C) to verify that all LLMs generate mean-
ingful output conforming to world knowledge: i.e.,
when asked about “fruit Apple,” the models pro-
vides some information about the fruit, and when
asked about “company Apple,” it should discuss a
company named Apple. Next, we ensure that all
entities in our experiments pass Study 1, resulting
in a final list of 49 entities shown in Table 1. Addi-
tionally, we conduct Study 1a, where we directly
query the models about their awareness of ambi-
guity (“Can <entity> mean anything other than
<entity-type>? Answer only with Yes or No.”).

Study 2: Eliciting Preferences (K + A). Intu-
itively, if a model has been exposed to the company
Cisco far more often than the location Cisco (city
in Texas), we would assume that it is biased to-
wards the former interpretation. We refer to it as
its preferred reading. To determine each model’s
preferred reading (for later analysis on whether
a model’s behaviour is affected by it (RQ2), i.e.,
whether answer correctness increases (decreases)
with preferred (alternative) entity interpretation) we
prompt LLMs with: “Group the following entities
according to what they all have in common: <en-
tities>”, where <entities> refers to all members
of a given category. Since the grouping criteria are
unspecified (meaning there is no expected correct
entities interpretation), we assume the model will
adopt its preferred reading of the given entity type
when forming the grouping.

Study 3: Knowledge to Application (K → A).
We proceed to test the knowledge application abil-
ity by examining if LLMs adopt the correct read-
ing for ambiguous entities when answering simple
questions related to entity properties. Importantly,
only the correctness of the chosen reading is evalu-
ated, not the factual accuracy of models’ answers.
We use the prompt template “Provide the <entity-

property> for <entity>.” to evaluate if LLMs are
capable to implicitly infer <entity-type> (for exam-
ple, infer company when prompted for founding
year). We compare their performance against a non-
ambiguous baseline with explicit entity hint, which
serves as an upper bound: “Provide the <entity-
property> for <entity-type><entity>.”

Study 4: Applying to Knowing (A → K). Fi-
nally, we aim to assess how consistent the models
are with their internal knowledge. We automati-
cally retrieve factual information (<info>) from
the model replies in Study 3 and prompt the same
model back to see if it confirms or denies the cor-
rectness of information provided. For example, the
knowledge about the non-company reading of “an-
imals” entities is checked with prompts like "Does
an animal X have <info> speed?". In such setup,
we, again, do not verify the factual correctness of
the responses, but rather operate under a closed
world assumption and focus only on consistency
within model’s internal knowledge, ensuring fair
comparison across models of different sizes.

3 Results and Discussion

RQ1: How well can LLMs implicitly disam-
biguate entity types? By design, all entities
passed Study 1, meaning the LLMs are aware of
both entity readings and can provide relevant infor-
mation about the associated objects or companies.
However, when directly prompted about ambiguity
awareness (Study 1a), only Llama-3 recognized
ambiguity in all entities, while other models strug-
gled with this task (see Table 4 in Appendix). The
highest ambiguity confirmation rates were demon-
strated for Animals and Fruits entities, while for
other types, models confirmed ambiguity for no
more than 53% of entities on average5.

Figure 2 summarizes the results of Study 2. For
four of six entity types, all models favored the
same interpretation: non-company for Animals and
Fruits, and company for People and Locations; for
the others, the preferred reading varies by model.
Notably, the large Llama-3 and Mixtral models,
despite ultimately grouping entities based on a sin-
gle reading, demonstrate an understanding of their
ambiguity (e.g., Mixtral: “All of the words you’ve
listed are common names for either a type of an-
imal or a brand [...]”)6. Another observation is

5Model responses in Studies 1-3 were manually reviewed;
see Appendix B for more details about results evaluation.

6Here and throughout, the example are presented with
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Model
Preferred Reading Alternative Reading Average
prop X prop type X prop X prop type X prop X prop type X Agg.

Gemma (Google, 2024) 87.8 95.9 63.3 69.4 75.6 82.7 77.6
Mistral (Jiang et al., 2023) 77.6 100.0 63.3 87.8 70.5 93.9 82.2
Mixtral (Jiang et al., 2024) 77.6 100.0 75.5 85.7 76.6 92.9 84.8
GPT-3.5 (OpenAI, 2022) 87.8 100.0 75.5 77.6 81.7 88.8 85.3
GPT-4o (OpenAI, 2024) 93.9 100.0 83.7 89.8 88.8 94.9 91.9
Llama-3 (Meta, 2024) 87.8 98.0 85.7 100.0 86.8 99.0 89.9
Average 85.4 99.0 74.5 85.1 80.0 90.5 85.3

Table 2: Results of Study 3: Knowledge to Application (% of replies with correctly adopted reading). “prop” stands
for reading-specific property, “type” - for the corresponding entity type (see Table 1). For example, prop X prompt:

“Provide the founding year of Apple”, prop type X prompt: “Provide the founding year of company Apple.”

that all the models tend to provide more varied
responses for Abstract and Myths entities. We hy-
pothise that this is due to their higher ambiguity,
which leads to detection of other categories beyond
just companies and predefined entity type (e.g.,
Mars and Vulcan may be seen neither as companies
nor as mythological characters, but as planets, and
grouped correspondingly). This hypothesis is sup-
ported by the entity ambiguity estimations based
on Wikipedia disambiguation pages (the average
number of entries on disambiguation pages across
all entities in the group): 79.9 for Abstract and 69.1
for Myth entities, compared to, for example, 22.3
for Locations (see Table 3 in Appendix A). How-
ever, these mixed responses do not clarify whether
the model successfully recognizes ambiguity, as in-
cluding both “company” and “non-company” read-
ing in the same entity list could indicate either
a misunderstanding of entity ambiguity (i.e., the
model identifies some entities as companies and
others not, despite evidence from Study 1) or a
preference for specific readings for certain entities.

The results of Study 3 are presented in Ta-
ble 2. On average, LLMs adopt the correct reading
for 85.3% of entities. However, even with non-
ambiguous prompts that include hint so that the en-
tity type is supposed to be clear (e.g., “Provide the
founding year for company Apple”) LLMs reach
90.5%, thus fail with ∼10% of all entities. We also
observe a correlation between model size and the
amount of incorrect readings: Gemma, the smallest
model, has the lowest performance with only an
average of 77.6% correctly picked readings, while
the large Llama-3 and GPT-4o models perform best
at ∼90%. Overall, we can conclude that while all
models have previously demonstrated knowledge

omissions. For the full outputs and additional findings, please
refer to Appendix D.

about different readings of ambiguous entities, they
struggle to apply this knowledge when choosing
the correct reading in their responses.

RQ2: How (much) is the ability to infer the
correct entity type biased towards “preferred
readings”? When we break the results further
down into preferred and alternative readings, we
observe striking differences. For preferred read-
ings, LLMs achieve an average accuracy of 85.4%
with ambiguous prompts, rising to nearly perfect
performance (99%) with non-ambiguous prompts
that include hints. However, the results are substan-
tially lower for non-preferred (alternative) readings,
where performance drops to 74.5%/85.1%. This
shows a clear bias across all models toward pre-
ferred readings. Among the common systematic
errors is the model providing company foundation
dates when asked for a date of birth, even with
non-ambiguous prompts: e.g., “Provide the date of
birth for a person Boeing,”–Mixtral response: “I’m
sorry for any confusion, but Boeing is not a person,
it’s a multinational corporation [...]”. Moreover,
certain entities are consistently assigned incorrect
readings by the models, correlating with their pop-
ularity, as discussed next.

We hypothesize that a model’s preferred reading
of particular entities is influenced by their frequen-
cies in the pre-training corpus. For example, if
nike mostly appears in the context of companies
(as opposed to the context of a Greek goddess),
we would expect this meaning to dominate over
other readings. We follow Mallen et al. (2023) and
use Wikipedia popularity as a proxy for entity type
frequency (see Table 3). Our experiments indeed
demonstrate the strong correlation between the en-
tity popularity and a preferred reading. For exam-
ple, whenever a model created a separate “compa-

17206



Figure 3: Results of Study 4 (% of entities). “Consistent” entities are those for which the model reaffirmed all
provided information in Study 3. “Partially Consistent” entities are those where some information was reaffirmed
but not all, while “Inconsistent” entities are those for which all previously provided information was denied. The
exact numbers are provided in Appendix D (Table 5).

nies” group while categorizing Myths entities, the
group consistently included either just Amazon or
both Amazon and Nike; e.g., GPT-3.5: “1. Mytho-
logical entities: [...] 2. Companies/brands: Ama-
zon”, or GPT-4o: “[...] 1. Brands and Companies:
- Nike - Amazon 2. Greek Mythology: [...]. This
disparity can be attributed to the much higher pop-
ularity of these companies: Amazon’s Wikipedia
page has over 38 million views, Nike’s 18 million,
while Hermes, the third most popular company in
Myths, has only 3 million. As a result, models
tend to favor company interpretations, regardless of
the prompt. In Study 3, all models fail to provide
the non-company information about these entities
with underspecified prompts. For example, when
prompted with “Provide the gender for Amazon”,
Mixtral responded with: “Amazon.com, Inc. is a
company, and as such, it does not have a gender.
[...]”. The errors in providing people birth dates
can also be attributed to the significantly higher
popularity of the company interpretation of a ma-
jority of People entities. For instance, Boeing’s
popularity as a company is nearly 1.5 times that
of its founder, William E. Boeing, leading mod-
els to never adopt the person interpretation when
prompted with “Provide the date of birth for Boe-
ing.” Conversely, when the popularity of the per-
son-entity exceeds that of the company-entity (e.g.,
Versace, Tesla, Disney), models tend to adopt cor-
rect interpretation; e.g., Gemma: “Tesla was born
on July 10, 1856”, and Llama-3: “You’re referring
to Walt Disney! Walter Elias Disney [...] was born
on December 5, 1901.” These findings clearly indi-
cate that the models exhibit a bias toward one read-
ing of ambiguous entities over another, influenced
by the popularity of the entities in those readings.

RQ3: Can LLMs self-verify their answers, given
that they successfully disambiguated them? Fi-
nally, we investigate whether successful disam-
biguation implies that the model’s answers can be
self-verified - in other words, whether a model
remains consistent with its previous statements
(Study 4). As Figure 3 shows, none of the tested
models confirmed all the knowledge provided in
the previous study. On average, LLMs show higher
consistency with preferred readings, with Llama-3
being the most self-consistent (over 80% across
all readings), while Mistral performed the worst
(over 30% of preferred and 60% of alternative read-
ings unverified). To analyze the non-confirmation
cases, we conducted additional experiments with
a modified prompt requesting an explanation (e.g.,

“Is December 5 1901 the date of birth of a person
Disney? Answer with Yes or No and provide expla-
nation.”). Surprisingly, the majority of results were
like: (GPT-3.5) “No. December 5, 1901 is not the
date of birth of Walt Disney. Walt Disney was ac-
tually born on December 5, 1901.” These findings
show that current state-of-the-art LLMs often fail
to self-verify their answers, even when they provide
the same information immediately afterward.

4 Conclusion

We find that state-of-the-art LLMs perform poorly
at implicitly disambiguating entity types. Further-
more, their performance is biased by a preferred
reading that is heavily influenced by the popularity
of the entities. Finally, we find that LLMs cannot
reliably self-verify their own answers. Our results
highlight the lack of self-consistency as an open
challenge of current LLMs.
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5 Limitations

In this study, we adopt a very generic definition
of ambiguity, distinguishing between company-
related and non-company-related company vs. non-
company readings across different entity types. A
more thorough investigation into the degrees of pol-
ysemy associated with different entity types should
be included in a follow up study. Moreover, the
properties of the entities might also contain a cer-
tain level of ambiguity that we are not thoroughly
addressing in this work.
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A Entity Popularity and Ambiguity

The entity selection process was based on the au-
thors’ intuition, followed by filtering the initial list
to include only entities that all LLMs recognize in
both their main and company readings (that is, the
entities have passed Study 1).

In Table 3, we present additional information
about all entities utilized in our experiments. Fol-
lowing Mallen et al. (2023), we assess the popu-
larity of each entity (in our context: each entity’s
interpretation, such as company-related and non-
company-related) based on Wikipedia page views
over the past nine years. In instances of ambi-
guity within a single interpretation (e.g., multi-
ple companies sharing the same name, or multi-
ple individuals with the same surname), we se-
lected the most popular one. Furthermore, we
estimated the ambiguity of each entity using its
corresponding Wikipedia disambigation page, for
example: https://en.wikipedia.org/wiki/
Jaguar_(disambiguation). Specifically, we
counted the number of pages listed on the disam-
biguation page, providing a preliminary estimate
of the number of real-world entities to which the
term could refer.

Additionally, in order to evaluate correlation be-
tween the performance of the models on individual
entities and the popularity of these entities, we ag-
gregated the results of Study 3 across all models
for each entity. Specifically, for each of the entity
readings, we counted how many times each model
selected a correct interpretation when providing
response to a relevant prompt and calculated the av-
erage. For example, the performance of the models
for entity Jaguar in its company reading was aggre-
gated from the replies of all models to the prompt

“Provide the founding year for the company Jaguar”.
The plots illustrating the popularity of the entities
are shown in Figure 4.
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Type Entity Ambiguity Company Reading Non-Company Reading
Popularity prop X prop type X Popularity prop X prop type X

A
ni

m
al

Penguin 55 1,330,112 100.0 100.0 8,965,921 100.0 100.0
Jaguar 53 7,989,902 100.0 100.0 11,939,755 0.0 100.0
Greyhound 36 1,823,476 100.0 100.0 3,380,437 33.3 100.0
Fox 89 3,648,500 100.0 100.0 9,301,784 100.0 100.0
Dove 50 3,796 100.0 100.0 4,244,904 50.0 83.3
Lynx 78 1,057,210 100.0 100.0 6,650,833 83.3 100.0
Puma 45 4,701,402 100.0 100.0 11,554,347 83.3 100.0
Average 58.0 2,936,343 100 100 8,005,426 64 98

Fr
ui

t

Apple 49 40,325,969 100.0 100.0 10,948,070 33.3 100.0
Fig 15 129,832 100.0 83.3 2,248,635 83.3 100.0
Mango 43 823,939 100.0 100.0 8,713,110 100.0 100.0
Kiwi 36 293,874 100.0 100.0 6,245,271 100.0 100.0
Papaya 12 - 100.0 100.0 4,770,845 100.0 100.0
Orange 103 2,007,461 100.0 100.0 7,409,145 66.7 83.3
Average 43.0 8,716,215 100.0 97.2 6,722,513 80.6 97.2

M
yt

h.
C

ha
ra

ct
er

Pegasus 86 1,773,226 33.3 83.3 4,853,706 100.0 100.0
Vulcan 79 635,380 66.7 100.0 2,673,387 0.0 100.0
Midas 38 187,394 83.3 83.3 3,687,467 100.0 100.0
Nike 34 18,187,528 100.0 100.0 4,375,918 33.3 100.0
Mars 134 259,189 33.3 100.0 19,365,488 66.7 100.0
Hyperion 62 58,794 66.7 100.0 1,316,548 83.3 100.0
Hermes 56 3,426,101 83.3 100.0 10,337,899 100.0 100.0
Amazon 64 38,684,687 100.0 100.0 5,119,820 16.7 100.0
Average 69.1 7,901,537 70.8 95.8 6,466,279 62.5 100.0

Pe
rs

on

Versace 13 7,095,079 100.0 100.0 22,180,811 100.0 66.7
Boeing - 10,754,848 100.0 100.0 681,877 0.0 33.3
Ford 104 14,643,256 100.0 100.0 13,966,210 83.3 50.0
Philips 6 5,948,052 100.0 100.0 331,229 16.7 33.3
Levi Strauss 13 3,744,382 100.0 100.0 2,320,188 100.0 100.0
Ferrero 4 3,447,282 100.0 100.0 409,662 66.7 66.7
Tesla 21 23,462,104 100.0 100.0 37,395,340 83.3 83.3
Disney 58 20,938,263 100.0 100.0 31,693,370 100.0 50.0
Dell 22 7,310,499 100.0 100.0 3,558,086 16.7 33.3
Benetton 5 1,864,193 100.0 100.0 378,208 50.0 50.0
Average 27.3 9,920,796 100.0 100.0 11,291,498 61.7 56.7

L
oc

at
io

n

Cisco 26 1,738,862 100.0 100.0 - 0.0 100.0
Prosper 10 276,714 100.0 83.3 419,461 33.3 100.0
Patagonia 12 1,055,737 100.0 100.0 11,426,844 100.0 100.0
Montblanc 5 1,306,077 100.0 100.0 5,671,509 100.0 100.0
Amazon 64 38,684,687 100.0 100.0 6,509,535 33.3 100.0
Nokia 13 11,446,036 100.0 100.0 332,572 0.0 83.3
Hershey 24 3,929,199 100.0 100.0 1,419,873 100.0 100.0
Eagle Creek 24 55,717 100.0 100.0 2,248 83.3 100.0
Average 22.3 7,311,629 100.0 97.9 3,683,149 58.3 95.8

A
bs

tr
ac

t

Harmony 119 143,865 83.3 83.3 1,847,278 100.0 100.0
Fidelity 29 3,648,171 100.0 100.0 633,474 100.0 100.0
Allure 17 832,160 100.0 100.0 728,597 50.0 100.0
Vision 102 29,660 100.0 100.0 1,810,577 100.0 100.0
Genesis 141 2,809,401 50.0 100.0 6,338,641 100.0 100.0
Tempo 59 27,507 100.0 100.0 5,416,890 66.7 100.0
Triumph 45 351,267 100.0 100.0 1,132,962 83.3 100.0
Vanguard 128 6,661,130 100.0 100.0 1,059,408 16.7 83.3
Pioneer 95 1,058,945 100.0 100.0 521,227 66.7 100.0
Zenith 64 753,374 100.0 100.0 1,602,303 100.0 100.0
Average 79.9 1,631,548 93.3 98.3 2,109,136 78.3 98.3

Table 3: Summary of entity types their characteristics: ambiguity and popularity. Following Mallen et al. (2023),
we evaluate the popularity and ambiguity of each entity based on Wikipedia page views and the number of pages
references to on the Wikipedia entity disambiguation page, respectively. Data collected on: June 10, 2024. Dash
means there is no Wikipedia disambiguation page for this entity. Additionally, we provide the model performance
on each entity demonstrated in Study 3, aggregated across the models.
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Figure 4: Popularity distribution of company and non-company readings of all 49 entities involved in our studies.

B Annotation Details

To evaluate the LLMs’ output, we opted for a man-
ual annotation of all models generations. To keep
the annotation process as simple and clear as pos-
sible as well as preserve experiments scalability,
we designed it to resemble automatic evaluation
rather than typical human annotation, ensuring that
it remains objective and unambiguous. For exam-
ple, determining whether a model’s response about
apple refers to the company or the fruit is straight-
forward by examining the model’s reply.

Prompt: “Provide the color for Apple”, Llama-
3: “The iconic color often associated with Apple
is Silver/Space Gray, but if you’re thinking of a
more specific brand element, it’s likely the bright,
bold, and vibrant color: **Red**” (obviously, this
response refers to the entity apple as a company).

Prompt: “Provide the color for a fruit Apple”,
Llama-3: “The typical color of an Apple is RED,
but apples can also come in other colors such
as: * Green (Granny Smith, Green Apple)* Yel-
low (Golden Delicious, Yellow Apple)* Red with
Yellow or Green stripes (Gala, Fuji)* Purple (some
heirloom varieties) But, if I had to pick one, I’d say

the most iconic color for an apple is RED!” (this
response addresses the color of apple as a fruit).

The same is valid for the annotation in Study 3:

Prompt: “Provide the date of birth for Boeing”,
Llama-3: “Boeing’s founding date is July 15, 1916,
when William E. Boeing and Conrad Westervelt
founded [...], which later became The Boeing Com-
pany.” (the annotation is clear: the model adopted
the “company” reading. Since we are not assess-
ing factual correctness, the accuracy of dates is
irrelevant, and we do not have gold labels for it).

C Prompts

The full lists of prompts used in our experiments
are to be found in Table 6. At a high level, all our
studies can be viewed as different variants of the
same prompt, designed to elicit the same informa-
tion (entity types), and extensive prompt engineer-
ing is beyond the scope of this work. However, we
conducted some experiments on prompt variation,
considering two types of modification: one at the
formatting level and the other at the semantic level.

Formatting level. To assess the variability in
model performance across different prompt for-
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Model Animals Fruits Myths People Locations Abstract Average
Gemma 100.0 100.0 37.5 0.0 12.5 10.0 43.3
Mistral 100.0 83.8 75.0 10.0 75.0 90.0 72.3
Mixtral 71.4 50.0 0.0 0.0 30.0 50.0 93.1
GPT-3.5 57.1 100.0 0.0 10.0 12.5 10.0 31.6
GPT-4o 100.0 100.0 100.0 60.0 100.0 90.0 91.7

LLaMa-3 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Average 80.1 89.0 52.1 50.0 52.8 50.0 72.0

Table 4: The results of experiments with direct prompting the model about the ambiguity ("Can <entity> mean
anything else but <entity-type>? Answer only with Yes or No.").

mats, we utilized the tool FormatSpread (Sclar
et al., 2023). This tool was initially designed to
generate semantically equivalent variations of a
given prompt to identify the most effective format.
For our study, we randomly selected 20 prompt
formats from those generated by FormatSpread,
applied these formats to all our original prompts,
and repeated the same experimental and evaluation
procedures. Examples of these formats include:
(original) Tell me about a company called Ama-
zon, (1) Tell me about a company called - Amazon,
(2) TELL ME ABOUT A COMPANY CALLED:::
Amazon, (3) TELL ME ABOUT A COMPANY
CALLED\nAmazon, (4) Tell Me About A Com-
pany Called\tAmazon, (5) tell me about a company
called Amazon, (6) TELL ME ABOUT A COM-
PANY CALLED : Amazon, etc. However, we did
not observe any significant differences in the re-
sults compared to those obtained with the original
prompts.

Semantic level. At the semantic level, we tested
different paraphrasings to select the prompts for
the final experimental setup. A notable difference
between paraphrasings was observed only in Study
2, where we used four variants of the initial prompt
(see Table 6, Study 2) and aggregated the model
responses through majority voting.

D Results: Further Discussion

Study 1. The results of directly prompting the
model to determine its awareness of ambiguity,
using the prompt “Can <entity> mean anything
else but <entity-type>? Answer only with Yes or
No.”, are provided in Table 4. As it becomes clear,
despite possessing knowledge about the different
meanings of each entity (as proven by Study 1,
see Section 3), the models often fail to provide
this information when asked directly. For example,
Mixtral often denies other interpretations, justify-

ing this by claiming that there is one clear mean-
ing of the entity, although it can be used for other
purposes (for example, “No, Eagle Creek cannot
mean anything else in general usage. It is primarily
a geographic location, specifically a creek name
occurring in various places in the United States.
However, like many place names, it can be used
as a proper noun in other contexts, such as brand
names (e.g., Eagle Creek luggage).”). From this
observation, we make two assumptions: (1) each
model may have a preferred interpretation for each
entity and entity type, an hypothesis we intend to
explore in Study 2, and (2) a more carefully con-
sidered experimental setup is required, rather than
straightforwardly querying the model about ambi-
guity, which was one of the motivations behind the
grouping task approach we adopted for Study 2.

Study 2. Complete examples of model responses
for Myths entities are as follows:

Prompt: “Group the following entities: Amazon,
Mars, Vulcan, Hermes, Hyperion, Nike, Midas, Pe-
gasus.”, GPT-3.5: “1. Mythological entities: Mars,
Vulcan, Hermes, Hyperion, Nike, Midas, Pegasus.
2. Companies/brands: Amazon”, GPT-4o: “Cer-
tainly! These entities can be grouped based on
their categories or mythological references: By
category: 1. Brands and Companies: - Nike -
Amazon 2. Greek Mythology: - Nike (Also a brand,
but originally the Greek goddess of victory) - Pe-
gasus - Hermes 3. Roman Mythology: - Mars -
Vulcan 4. Mythological figures and references from
various mythologies: - Hyperion (Greek mythology,
a Titan) - Midas (Greek mythology, king with the
golden touch) By mythology: 1. Greek Mythology:
- Nike - Pegasus - Hermes - Hyperion - Midas 2.
Roman Mythology: - Mars (Roman counterpart to
the Greek god Ares) - Vulcan (Roman counterpart
to the Greek god Hephaestus) 3. Modern enti-
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ties named after mythological references: - Nike
(brand named after the Greek goddess of victory) -
Amazon (company name inspired by the Amazon
warriors of Greek mythology)”, Mixtral: “Sure, I
will group these entities into the following cate-
gories: 1. Planets: Mars, 2. Mythological figures:
Hyperion, Midas, Nike, Hermes, Vulcan, Pegasus,
3. Companies: Amazon. Explanation: 1. Mars
is a planet in our solar system. 2. Hyperion, Mi-
das, Nike, Hermes, Vulcan, and Pegasus are all
figures from Greek and Roman mythology. Hype-
rion is a Titan and the father of the Sun, Moon,
and Dawn. Midas was a king who was granted
the power to turn everything he touched into gold.
Nike is the goddess of victory, Hermes is the god
of trade, thieves, travelers, and athletes, Vulcan
is the god of fire including the fire of volcanoes,
and Pegasus is a winged horse. 3. Amazon is a
multinational technology company that focuses on
e-commerce, cloud computing, digital streaming,
and artificial intelligence. It is one of the world’s
largest online marketplaces, AI assistant providers,
and cloud computing platforms.”

Study 3. As discussed in the paper, models more
successfully recognize and provides information
for entities in their preferred reading. For ex-
ample, all models successfully provided the re-
quired information about Animals and Fruits in
their non-company readings (e.g., speed and color,
respectively)–see Table 5 values in the first Sum col-
umn. In contrast, several models failed to provide
information about the date of birth and geographic
locations for some of the People and Locations
entities (the second Sum column in Table 5). For
instance, only LLaMa-3, Mixtral, and Mistral mod-
els managed to provide reasonable answers for all
entities related to Locations. Other models did not
recognize either 2 (GPT-4o) or 3 (Gemma and GPT-
3.5) locations from the list, even when given the
most detailed prompt:

Prompt: “Provide the area in square meters for
a geographic location of Cisco”, Gemma: “I am
unable to access real-time information or location-
specific data, and am unable to provide informa-
tion regarding the area of Cisco in square meters.
For the most up-to-date and accurate information,
please refer to reliable sources such as public maps
or official Cisco publications.”, GPT-4o: “Cisco is
a large multinational company that has numerous
office locations and various facilities around the

world, so it’s challenging to specify the exact area
in square meters for a specific "Cisco" location
without more information. If you are referring to
a particular office or campus, please provide ad-
ditional details so I can help you more accurately.
Otherwise, for the company’s worldwide presence,
there isn’t a single, cohesive geographic area that
can be quantified.”, GPT-3.5: “I’m sorry, but I
cannot provide the exact area in square meters for
the geographic location of Cisco as it’s a private
company and not a specific geographical region.
However, if you have a specific location in mind
related to Cisco, please provide more information
so that I can assist you with finding the area of that
specific location.”

Complete examples of model responses for Peo-
ple entities are as follows:

Prompt: “Provide the date of birth for a person
Boeing”, Mixtral: “I’m sorry for any confusion,
but Boeing is not a person, it’s a multinational
corporation that designs, manufactures, and sells
airplanes, rotorcraft, rockets, satellites, telecom-
munications equipment, and missiles worldwide.
The company was founded on July 15, 1916, but
I cannot provide a date of birth for a corporation.”
(labeled as incorrect, regardless of whether the pro-
vided year is the correct year of the company’s
founding), Gemma: “I am unable to access per-
sonally identifiable information or sensitive date
of birth information of individuals, including Boe-
ing” (labeled as correct, as the model adopted the
correct “person” reading, even though no specific
information about this person’s date of birth was
provided).

Sometimes the models even mention the name
of the founder, yet still adhere to the company in-
terpretation when providing the response:

Prompt: “Provide the date of birth for Boeing.”,
Llama-3: “Boeing’s founding date is July 15, 1916,
when William E. Boeing and Conrad Westervelt
founded Pacific Aero Products Co., which later
became The Boeing Company.”

In the meantime, the fact that all the models that
were included in the experiments indeed possess
this knowledge was confirmed by an additional san-
ity check using completely unambiguous prompts,
where the entity X is presented with both first and
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Model
Preferred Reading Alternative Reading

Consistent Partially
Consistent Inconsistent Sum Consistent Partially

Consistent Inconsistent Sum

Companies Reading
Gemma 18 (38.3%) 1 (2.1%) 9 (19.1%) 28 13 (27.7%) 0 (00.0%) 6 (12.8%) 19
Mistral 21 (42.9%) 7 (14.3%) 0 (00.0%) 28 10 (20.4%) 8 (16.3%) 3 (6.1%) 21
MiXtral 24 (50.0%) 3 (6.2%) 1 (2.1%) 28 12 (25.0%) 5 (10.4%) 3 (6.2%) 20
GPT-3.5 16 (32.7%) 0 (0.0%) 2 (4.1%) 18 19 (38.8%) 2 (4.1%) 10 (20.4%) 31
GPT-4o 18 (38.3%) 0 (0.0%) 0 (0.0%) 18 24 (51.1%) 4 (8.5%) 1 (2.1%) 29
LLaMa-3 24 (49.0%) 2 (4.1%) 0 (0.0%) 26 22 (44.9%) 1 (2.0%) 0 (0.0%) 23

Animals Reading
Gemma 3 (42.9%) 4 (57.1%) 0 (0.0%) 7 - - - -
Mistral 2 (28.6%) 3 (42.9%) 2 (28.6%) 7 - - - -
Mixtral 6 (85.7%) 1 (14.3%) 0 (0.0%) 7 - - - -
GPT-3.5 5 (71.4%) 2 (28.6%) 0 (0.0%) 7 - - - -
GPT-4o 6 (85.7%) 0 (00.0%) 1 (14.3%) 7 - - - -
LLaMa-3 4 (57.1%) 3 (42.9%) 0 (0.0%) 7 - - - -

Fruits Reading
Gemma 5 (83.3%) 1 (16.7%) 0 (0.0%) 6 - - - -
Mistral 0 (0.0%) 6 (100.0%) 0 (0.0%) 6 - - - -
Mixtral 1 (16.7%) 5 (83.3%) 0 (0.0%) 6 - - - -
GPT-3.5 4 (66.7%) 2 (33.3%) 0 (0.0%) 6 - - - -
GPT-4o 5 (83.3%) 1 (16.7%) 0 (0.0%) 6 - - - -
LLaMa-3 2 (33.3%) 4 (66.7%) 0 (0.0%) 6 - - - -

Myths Reading
Gemma 8 (100.0%) 0 (0.0%) 0 (0.0%) 8 - - - -
Mistral 8 (100.0%) 0 (0.0%) 0 (0.0%) 8 - - - -
Mixtral 7 (87.5%) 1 (12.5%) 0 (0.0%) 8 - - - -
GPT-3.5 8 (100.0%) 0 (0.0%) 0 (0.0%) 8 - - - -
GPT-4o 8 (100.0%) 0 (0.0%) 0 (0.0%) 8 - - - -
LLaMa-3 - - - - 8 (100.0%) 0 (0.0%) 0 (0.0%) 8

People Reading
Gemma - - - - 5 (71.4%) 0 (0.0%) 2 (28.6%) 7
Mistral - - - - 0 (0.0%) 0 (0.0%) 10 (100.0%) 10
Mixtral - - - - 1 (10.0%) 0 (0.0%) 9 (90.0%) 10
GPT-3.5 - - - - 0 (0.0%) 0 (0.0%) 6 (100.0%) 6
GPT-4o - - - - 4 (50.0%) 1 (12.5%) 3 (37.5%) 8
LLaMa-3 - - - - 6 (60.0%) 2 (20.0%) 2 (20.0%) 10

Locations Reading
Gemma - - - - 5 (100.0%) 0 (0.0%) 0 (0.0%) 5
Mistral - - - - 0 (0.0%) 3 (37.5%) 5 (62.5%) 8
Mixtral - - - - 0 (0.0%) 0 (0.0%) 8 (100.0%) 8
GPT-3.5 - - - - 0 (0.0%) 0 (0.0%) 5 (100.0%) 5
GPT-4o - - - - 3 (50.0%) 1 (16.7%) 2 (33.3%) 6
LLaMa-3 - - - - 8 (100.0%) 0 (0.0%) 0 (0.0%) 8

Abstract Reading
Gemma - - - - 10 (100.0%) 0 (0.0%) 0 (0.0%) 10
Mistral - - - - 3 (30.0%) 5 (50.0%) 2 (20.0%) 10
Mixtral - - - - 8 (80.0%) 2 (20.0%) 0 (0.0%) 10
GPT-3.5 10 (100.0%) 0 (0.0%) 0 (0.0%) 10 - - - -
GPT-4o 4 (40.0%) 6 (60.0%) 0 (0.0%) 10 - - - -
LLaMa-3 10 (100.0%) 0 (0.0%) 0 (0.0%) 10 - - - -

Table 5: Results from Study 4 (absolute numbers and the percentange of all replies; the graphical interpretation
of these findings is illustrated in Figure 3). For non-company readings, we present the results for each group
separately. Depending on whether a model prefers this reading or not, the results are provided in the corresponding
column. Additionally, please note that the percentages are calculated based on the number of entities for which the
corresponding model provided information in Study 3, not the total number of entities used in the experiments. For
example, the Gemma model has provided information about the location for only 5 entities out of 8; therefore, the
percentage of each category (consistent, partially consistent, and inconsistent) would be calculated based on 5, not 8
(in contrast to, for instance, the Mistral model which provided information for all 8 entities).
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last names, indicating a preferred people interpre-
tation in the most unambiguous way:

Prompt: “What is the date of birth of William E.
Boeing?”, Llama-3 & GPT-3.5: “William E. Boe-
ing was born on October 1, 1881.”

Another notable trend is that for people entities
in their non-company reading, all models perform
better with underspecified prompts (“Provide the
date of birth for X”) and often decline to answer
more detailed prompts (“Provide the date of birth
for a person X”), referring to the absence of “sen-
sitive” information about specific individuals.

Prompt: “Provide the date of birth for Versace”,
GPT-3.5: “Versace was born on December 2,
1946.”, Gemma: “The date of birth for Gianni
Versace is October 2, 1955”.

Prompt: “Provide the date of birth for a person
Versace”, GPT-3.5 Response: “I’m sorry, but I am
unable to provide the date of birth for a person
named Versace as it is not specified. If you have
a specific individual in mind, please provide more
information so I can assist you further.”, Gemma
Response: “I am unable to access personally iden-
tifiable information or sensitive date of birth infor-
mation of individuals. Sharing such data would
violate privacy laws and ethical guidelines”.

Study 4. In Study 4, we prompted the model
about the information it provided in Study 3. For
example, if in Study 3 the Mixtral model responded
to “Provide the area in square meters for a geo-
graphic location of Nokia” with “...The city of
Nokia has a total area of approximately 327.74
sq.km. (or 32,774,000 sq.m.)...”, in Study 4, it
will be prompted with “Is there a geographic loca-
tion Nokia with an approximate area of 32,774,000
sq.m.? Answer ONLY with Yes or No. If you cannot
answer this question, answer No.”. If the model
answers “Yes”, the knowledge about this entity is
reaffirmed. If not all knowledge is reaffirmed—e.g.,
in Study 3, the model provided varying colors for
a fruit entity, and in Study 4, when asked to con-
firm each color separately, it responded “Yes” to
some and “No” to others—the entity is classified
as Partially Consistent. If the model replies “No”
about all information it previously provided about
the entity in the group, the entity is counted as In-
consistent. Preliminary experiments revealed that
closed-source LLMs yielded inconsistent results

across multiple runs of the same prompt; therefore,
we conducted five trials per prompt and considered
the knowledge confirmed if it was confirmed in at
least one run. The results are provided in Table 5.

The highest ratio of denying the correctness of
provided information was observed in the People
group, where the models were asked to reconfirm
the date of birth using the prompt: Is <retrieved-
info> the date of birth of a person <entity>? An-
swer ONLY with Yes or No. If you cannot answer
this question, answer No. For instance, GPT-3.5,
which was among the top three best-performing
models in Study 3, did not reconfirm any of the
dates (i.e., it replied with a single token “No” to
all the requests). To clarify such unexpected model
behavior, we additionally ran experiments with a
modified prompt (Is <retrieved-info> the date of
birth of a person <entity>? Answer with Yes or No
and provide an explanation.) aimed at obtaining
some explanation7. We obtained surprising results,
such as:

Prompt: “Is December 5 1901 the date of birth of a
person Disney? Answer with Yes or No and provide
explanation.”, GPT-3.5: “No. December 5, 1901
is not the date of birth of Walt Disney. Walt Disney
was actually born on December 5, 1901.”

Prompt: “Is February 26 1829 the date of birth of
a person Levi Strauss? Answer with Yes or No and
provide explanation.”, GPT-3.5: “No. Levi Strauss,
the founder of the famous clothing company Levi
Strauss & Co., was born on February 26, 1829.”‘

Prompt: “Is April 26 1925 the date of birth of a
person Ferrero? Answer with Yes or No and pro-
vide explanation.”, GPT-4o: “No, April 26, 1925,
is not the date of birth of a person named Ferrero.
Michele Ferrero, the Italian entrepreneur known for
creating Nutella and other popular confectionery
products, was born on April 26, 1925.”

Thus, in fact, the model does confirm the knowl-
edge, but since its first one-word-response is “No,”
our evaluation system considers this answer as neg-
ative, which we believe is a correct evaluation. The
same confusion occasionally occurs with the Ani-
mal entities:

7Importantly, these types of prompts were used only for
analysis. For consistency, we used the same prompts provided
in Table 6, Study 4, for the final results.
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Prompt: “Does an animal Dove have 24-35 miles
per hour (38-56 kilometers per hour) speed? An-
swer ONLY with Yes or No. Answer based on your
internal knowledge. Do not include any additional
clarification. If you cannot answer this question,
answer No.”, Mistral Response: ‘No. The average
flying speed of a dove is around 24-35 miles per
hour (40-56 kilometers per hour) for larger species
like the Mourning Dove, but smaller species like
the Laughing Dove can fly at speeds closer to 20
miles per hour (32 kilometers per hour). However,
there is no species of dove that consistently reaches
speeds above 35 miles per hour (56 kilometers per
hour).”

Again, we hypothesize that the root cause of
this inconsistent behavior may be the non-preferred
non-company reading of the People and Location
categories, as well as in Study 3, which makes all
interactions with the models more complicated and
erroneous.

Finally, there are cases where the models fail to
demonstrate knowledge of the non-company read-
ing for People and Location entities (despite this
knowledge being shown in Study 1 and evident
in responses to questions in Study 3 by providing
relevant and reasonable replies that contained the
required information):

Prompt: “Is 1830 the date of birth of a person
Philips? Answer with Yes or No and provide expla-
nation.”, Llama-3: “NO. Philips is a company, not
a person. Philips is a Dutch multinational technol-
ogy company founded in 1891 by Gerard Philips
and his father Frederik Philips. It is not a person’s
date of birth.”

Prompt: “Does an animal Jaguar have 35 to 50
miles per hour (56 to 80 kilometers per hour)
speed? Answer ONLY with Yes or No. Answer
based on your internal knowledge. Do not include
any additional clarification. If you cannot answer
this question, answer No.”, Mistral: “Yes. A Jaguar
can reach speeds between 50 to 80 kilometers per
hour, which is approximately 31 to 49 miles per
hour.”

E Technical Details

None of our experiments require extensive compu-
tation or a large number of responses from LLMs.
Getting all responses from both GPT-3.5 and GPT-
4o for all prompts coasted less than 30$. For the

Gemma and Mistral models, we used single H100
GPU, and for Llama-3 and Mixtral two H100 GPUs.
The responses for all studies were collected in less
than 1 hour for each model. We query GPT-4o
and GPT-3.5 through the OpenAI API 8. The open-
sources models are available in the Huggingface
Transformers library:

• Gemma-7B: https://huggingface.co/
google/gemma-1.1-7b-it

• Mistral-7B: https://huggingface.co/
mistralai/Mistral-7B-Instruct-v0.2

• Mixtral-8x7B: https://huggingface.co/
mistralai/Mixtral-8x7B-Instruct-v0.
1

• Llama-3-70B: https://
huggingface.co/meta-llama/
Meta-Llama-3-70B-Instruct

Interactions with the models were conducted using
the OpenAI Chat Completions API 9.

To increase the reproducibility of our results, we
fixed the seed value to 42. However, according
to OpenAI’s official documentation, the seed
parameter is in beta, and determinism is not
guaranteed (see https://platform.openai.
com/docs/api-reference/chat/create#
chat-create-seed). Therefore, we cannot fully
guarantee the reproducibility of our results. All
models were checked for consistency by running
the same prompt multiple times, with minimal
variation observed across runs in all studies except
for Study 4. Consequently, in Studies 1–3, we
evaluate the results of a single run, while in Study
4, each prompt was run 5 times and the results
were aggregated. The temperature value was set
to 1.0 in all experiments, and no system prompts
were specified.

8https://platform.openai.com/docs/
api-295reference/introduction

9https://platform.openai.com/docs/libraries/
python-library
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Study 1
Tell me about a company called <entity>.
Tell me about an animal <animal-entity>.
Tell me about a fruit <fruit-entity>.
Tell me about a geographic location of <location-entity>.
Tell me about a mythological character <myth-entity>.
Tell me about a person <person-entity>.
Tell me about a concept <abstract-entity>.
Can <animal-entity> mean anything else but an animal? Answer only with Yes or No.
Can <fruit-entity> mean anything else but a fruit? Answer only with Yes or No.
Can <location-entity> mean anything else but a geographic location? Answer only with Yes or No.
Can <myth-entity> mean anything else but a mythological character? Answer only with Yes or No.
Can <person-entity> mean anything else but person? Answer only with Yes or No.
Can <abstract-entity> mean anything else but an abstract concept? Answer only with Yes or No.
Study 2
Group the following according to what they all have in common: <animal-entities>. Please provide an explanation.
Group the following according to what they all have in common: <fruit-entities>. Please provide an explanation.
Group the following according to what they all have in common: <location-entities>. Please provide an explanation.
Group the following according to what they all have in common: <myth-entities>. Please provide an explanation.
Group the following according to what they all have in common: <person-entities>. Please provide an explanation.
Group the following according to what they all have in common: <abstract-entities>. Please provide an explanation.
Group the following according to what they all have in common: <animal-entities>.
Group the following according to what they all have in common: <fruit-entities>.
Group the following according to what they all have in common: <location-entities>.
Group the following according to what they all have in common: <myth-entities>.
Group the following according to what they all have in common: <person-entities>.
Group the following according to what they all have in common: <abstract-entities>.
Group the following entities: <animal-entities>. Please provide an explanation.
Group the following entities: <fruit-entities>. Please provide an explanation.
Group the following entities: <location-entities>. Please provide an explanation.
Group the following entities: <myth-entities>. Please provide an explanation.
Group the following entities: <person-entities>. Please provide an explanation.
Group the following entities: <abstract-entities>. Please provide an explanation.
Group the following entities: <animal-entities>.
Group the following entities: <fruit-entities>.
Group the following entities: <location-entities>.
Group the following entities: <myth-entities>.
Group the following entities: <person-entities>.
Group the following entities: <abstract-entities>.
Study 3
Provide the founding year for <entity>.
Provide the founding year for the company <entity>.
Provide the speed for <animal-entity>.
Provide the speed for an animal <animal-entity>.
Provide the color for <fruit-entity>.
Provide the color for a fruit <fruit-entity>.
Provide the area in square meters for <location-entity>.
Provide the area in square meters for a geographic location of <location-entity>.
Provide the gender for <myth-entity>.
Provide the gender for a mythological character <myth-entities>.
Provide the date of birth for <person-entity>.
Provide the date of birth for a person <person-entity>.
Provide the level of abstractness for <abstract-entity>.
Provide the level of abstractness for a concept <abstract-entity>.
Study 4
Was there any company with the name (or part of the name) <entity> founded/established/launched/started in the year
<retrieved-info>? Answer ONLY with Yes or No. If you cannot answer this question, answer No.
Does a concept <entity> has a <retrieved-info> level of abstractness? Answer ONLY with Yes or No. If you cannot answer
this question, answer No.
Does a mythological character <entity> have a <retrieved-info> gender? Answer ONLY with Yes or No. If you cannot
answer this question, answer No.
Is there a geographic location <entity> with an approximate area of <retrieved-info>? Answer ONLY with Yes or No. If you
cannot answer this question, answer No.
Does a fruit <entity> have <retrieved-info> color? Answer ONLY with Yes or No. If you cannot answer this question, answer
No.
Does an animal <entity> have <retrieved-info> speed? Answer ONLY with Yes or No. If you cannot answer this question,
answer No.
Is <retrieved-info> the date of birth of a person <entity>? Answer ONLY with Yes or No. If you cannot answer this question,
answer No.

Table 6: Prompts used in Studies 1-4.
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