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Abstract

Despite the advancements made with the
retrieve-then-read pipeline on open-domain
question answering task, current methods still
face challenges stemming from term mismatch
and limited interaction between information re-
trieval systems and large language models. To
mitigate these issues, we propose the Chain-
of-Rewrite method, which leverages the guid-
ance and feedback gained from the analysis
to provide faithful and consistent extensions
for effective question answering. Through a
two-step rewriting process comprising Seman-
tic Analysis and Semantic Augmentation, the
Chain-of-Rewrite method effectively bridges
the gap between the user question and rele-
vant documents. By incorporating feedback
from the rewriting process, our method can
self-correct the retrieval and reading process
to further improve the performance. Experi-
ments on four open-domain question answer-
ing datasets demonstrate the effectiveness of
our system under zero-shot settings.

1 Introduction

Open-Domain Question Answering (ODQA)
(Voorhees and Tice, 2000; Chen et al., 2017; Izac-
ard and Grave, 2021b) is a long-standing task
aimed at answering a wide variety of user questions
without providing specific background documents.
Recently, with the emergence of large language
models (LLMs), ODQA systems typically employ
a retrieve-then-read paradigm (Lee et al., 2019;
Karpukhin et al., 2020; Lewis et al., 2020), where
an information retrieval system is used to identify
relevant contexts from knowledge bases, and then
an LLM such as InstructGPT (Ouyang et al., 2022)
and LLaMA (Touvron et al., 2023) is used to read
the context and generate comprehensive and accu-
rate answers. Due to its effectiveness and simplic-
ity, the retrieve-then-read paradigm performs well
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Figure 1: An example illustrates how term mismatch be-
tween an open-domain question and relevant documents
can be mitigated through query rewriting and document
rewriting. Query expansions and their corresponding
matches in the document are shown in brown, while key
sentences that point to the answer are shown in blue.

on the ODQA task and has received considerable
attention (Yang and Seo, 2021; Shi et al., 2024;
Zhang et al., 2023b).

Unfortunately, the retrieve-then-read paradigm
faces challenges stemming from term mismatch
and limited interaction between IR systems and
LLMs. Firstly, in open-domain question answering,
term mismatch often occurs due to ambiguous user
intent and limited overlap between user questions
and the corpus (Custis and Al-Kofahi, 2007; Zhao
and Callan, 2012). This mismatch can negatively
impact both the retrieval of relevant documents and
the effectiveness of using these documents to an-
swer questions. For example, as shown in Figure 1,
“What genre is The Trip?” shares few words with
the relevant document “The Trip (2010 TV series)”
and misses the important keyword “TV series”,
making it difficult to match questions with relevant
documents. Secondly, the disparate preferences
between LLMs and retrievers further hinder the ef-
fectiveness of current retrieve-then-read paradigm
(Guu et al., 2020; Ke et al., 2024), as there is lim-
ited interaction between the retrieval and reading
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Figure 2: Overall architecture of our proposed Chain-of-Rewrite method, which aims to address the term mismatch
and limited interaction problems in ODQA scenarios.

steps. This lack of interaction makes it difficult
to self-correct the retrieval and reading processes
by incorporating feedback from both components.
For example, the LLM can guide the retriever with
the important keyword “TV series” by identifying
the strong connections between <genre, TV series>
and <The Trip, TV series>. In turn, the retriever
can refine the query based on the feedback indicat-
ing the candidate answers provided by the reader.

To address the term mismatch and limited in-
teraction problems, this paper proposes a Chain-
of-Rewrite method. This method can effectively
bridge the gap between the open-domain question
and relevant documents through a two-step rewrit-
ing process. As shown in Figure 2, to capture the
underlying intent behind the user question and map
it to relevant documents, we use Chain-of-Rewrite
to transform the user question into clarification
search queries. These queries can further express
the user intent to improve the retrieval effective-
ness. To bridge the expression mismatch between
the user question and retrieved documents, we use
Chain-of-Rewrite to remove irrelevant content and
highlight relevant information to make the origi-
nal documents better match the question. Mean-
while, by leveraging the feedback from the chain-
of-rewrite process, our method can self-correct the
retrieval and reading process.

Specifically, the Chain-of-Rewrite method con-
sists of two main modules: Semantic Analysis and
Semantic Augmentation. In Semantic Analysis, we
prompt the LLM to identify the topics and key in-
formation embedded in the original question and
document. This goes beyond surface-level match-
ing and aims to capture the underlying relationships
within the query and relevant documents. Building

upon the insights gained from Semantic Analysis,
Semantic Augmentation focuses on enhancing the
semantic representation of the original question
and document, leading to more consistent and in-
formative extensions. Together, these steps ensure
that the rewritten content is aligned with user intent
while maintaining semantic consistency. To further
self-correct the potential errors caused by distract-
ing documents, we leverage the feedback from the
rewriting process to prioritize passages that point
to candidate answers and to refine search queries
for collecting more relevant documents to correct
potentially incorrect answers.

Overall, our main contributions can be summa-
rized as follows:

• We propose an unsupervised rewriting
method, Chain-of-Rewrite, to address the term
mismatch and the limited interaction problems
in ODQA scenarios.

• We design two novel modules, Semantic Anal-
ysis and Semantic Augmentation, to ensure
that the rewritten content matches the user in-
tent while maintaining semantic consistency.

• We incorporate feedback from the rewriting
process to effectively refine search queries and
re-rank documents to self-correct the retrieval
and reading process.

2 Proposed Method

Our method is based on the retrieve-then-read
pipeline (Lee et al., 2019; Karpukhin et al., 2020;
Lewis et al., 2020), which first uses a retriever to
retrieve relevant documents from external knowl-
edge source, and then uses a reader to predict the

1885



What genre is The Trip?

... one of the greatest television
programs of all time at the 2013
British Comedy Awards. It was
nominated for the 2011 BAFTA
Television Award for Best Situation
Comedy ...

… Plot. The Trip (season 1). In an
effort to impress his gourmet
girlfriend, Mischa (Margo Stilley),
actor Steve Coogan accepts a
commission from "The Observer“...

The Trip was nominated for the 2011
BAFTA Television Award for Best Situation
Comedy, indicating that the genre of The
Trip is situation comedy.

The Trip was nominated for Best Situation
Comedy. So, The Trip is situation comedy.

Original Document

Analysis

… nominated for the 2011 BAFTA Television
Award for Best Situation Comedy …

Key Sentences

Situation comedy

Candidate Answer
Relevant

The document doesn’t provide information
about the genre of the TV series.

Analysis

… The Trip (season 1). In an effort to
impress his gourmet girlfriend …

Key Sentences

Unknown

Candidate Answer
Irrelevant

Question

Original Document
Rewritten Document

… Plot. The Trip (season 1). In an effort to
impress his gourmet girlfriend, Mischa
(Margo Stilley), actor Steve Coogan accepts
a commission from "The Observer“...

Original Document

What genre is The Trip?

Original Query What genre is the TV series The Trip?

What genre is the film The Trip?

What genre is the book The Trip?

director, television program, episodes,…

director, storyline, main characters, …

author, storyline, theme, summary, …

Clarification Query Search Query

① Semantic Analysis ② Semantic Augmentation

Figure 3: The Chain-of-Rewrite method comprises two main modules: Semantic Analysis and Semantic Augmentation.

answer based on these documents. Specifically, the
retrieve-then-read pipeline can be represented as
p(a|q) = ∑

i p(a|di, q)p(di|q), marginalizing over
all possible documents. In practice, the k highest
ranked documents are used to approximate the sum
over d, yielding p(a|q) = ∑k

i=1 p(a|di, q)p(di|q).
While the retrieve-then-read frameworks show re-
markable performance on the ODQA task, there
exist mismatch between the user question q and
documents d in knowledge source, posing chal-
lenges for existing ODQA systems to accurately
understand the user intent and utilize relevant doc-
uments to correctly answer the question.

To solve the above mismatch problem, we
explore a two-step rewriting process, Chain-of-
Rewrite, to align the user question and relevant
documents. As shown in Figure 2, given an
open-domain question q, we use Chain-of-Rewrite
to transform the user question into clarification
search queries qr. These clarification queries
can further express the user intent and contain
additional relevant terms to improve the re-
trieval effectiveness. This can be represented
as p(qr|q, θcow), where θcow represents the
parameters of the Chain-of-Rewrite model.
Query qr is then fed into the retriever to retrieve
a collection of relevant documents d. To re-
move irrelevant content and highlight relevant
information in document d, we use Chain-of-
Rewrite to transform the original document d
into context c based on the question q. This

document rewriting process can be represented
as p(ci|di, q, θcow). Therefore, we reformu-
late the retrieve-then-read pipeline as p(a|q) =∑

i p(a|ci, q)p(ci|di, q, θcow)p(di|qr)p(qr|q, θcow).
Next, we will describe the two main modules in

2.1 and 2.2, and discuss the feedback in 2.3.

2.1 Step 1: Semantic Analysis

In this step, our primary objective is to prompt the
LLM to identify the topics and key information
embedded in the original question and document,
which forms the basis for the subsequent Semantic
Augmentation process.

For query reformulation, we prompt the LLM
to add potentially missing topics and details to the
original question q to obtain clarification queries
qc that can further express the user intent. This
is important for open domain question answering,
where questions often do not have a clear domain or
topic scope, typically resulting in ambiguous user
intent. By utilizing the world knowledge stored in
the model parameters, this step can provide reliable
guidance for subsequent query expansion.

For document reformulation, as shown in Fig-
ure 3, we first prompt the LLM to provide the re-
lationship between the original question and re-
trieved documents through a step-by-step analysis,
and to extract the evidence sentences from the doc-
ument to support its analysis. This step narrows the
question-document mismatch in two ways. Firstly,
the step-by-step analysis directly provides the re-
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Figure 4: Illustration of incorporating automatic feedback to refine search queries. Candidate answers extracted from top-k
re-ranked documents are concatenated with the original question as refined queries to collect relevant documents.

lationship between the document and the question,
identifying highly relevant documents from irrel-
evant ones. Secondly, by identifying the key sen-
tences relevant to the given question, LLM can
effectively remove distracting and irrelevant con-
tent, hence enabling the LLM to hit the correct
answer with higher precision and less effort. Based
on the analysis, we prompt the LLM to identify the
candidate answer from the given document, and of-
fer an option (e.g. “unknown”) to reject irrelevant
documents.

2.2 Step 2: Semantic Augmentation

The focus of this step is to bridge the term mis-
match between the IR system and LLMs by taking
into account the semantic analysis obtained in step
1 to produce faithful and consistent extensions.

For query reformulation, we prompt the LLM to
provide a list of highly relevant expanded queries
based on the clarification query qc, from which we
can extract various keywords to expand the origi-
nal question q. For each clarification query qc, we
form query expansions by randomly sampling 4
to 8 keywords from all the generated expansions.
These sampled keywords are concatenated with the
clarification query qc to form an expanded query
qr, which is then used to retrieve a set of m rel-
evant documents d. The relevant documents re-
trieved by all expanded queries are aggregated by
de-duplicating, with only the highest-scoring ver-
sion of each duplicate retained. Finally, the top
N documents, ranked by their retrieval scores, are
selected as the final retrieval results.

For document reformulation, we aim to provide
a concise and straightforward context that focuses
on the given question while maintaining semantic
and factual consistency. Specifically, we concate-
nate key sentences and a sentence that explicitly
points to the answer as a rewrite of the relevant
document, while leaving the irrelevant document

unchanged. The top k rewritten documents are then
concatenated as a context c, which is then fed into
the reader with the original question q to produce
the answer a.

2.3 Automatic Feedback

Incorporating semantic analysis into the rewriting
process not only provides guidance to maintain con-
sistency, but can also provide automatic feedback
to self-correct the retrieval and reading process by
effectively refining queries and re-ranking retrieved
documents.

2.3.1 Refine Query
In many cases, retrieved documents may be rele-
vant but not sufficient to point to the correct answer.
These documents are likely to mislead the LLM
into producing an incorrect or incomplete answer,
thereby reducing the effectiveness and robustness
of the ODQA system. To collect more relevant
documents to refine potentially incorrect answers,
as shown in Figure 4, candidate answers extracted
from top k relevant documents can be used as au-
tomatic feedback to augment the original question.
By providing more relevant documents focused on
the candidate answer, incorrect answers extracted
from misleading documents can be refined, leading
to more accurate and reliable responses.

2.3.2 Re-rank Documents
Given the retrieved documents d, the re-ranker is
expected to rank the documents based on the query-
document relevance. For unsupervised passage
re-ranking, a widespread method UPR (Sachan
et al., 2022) is to rank documents according to
the average log-likelihood of the question tokens
conditioned on the passage:

p(di|q) ∝
1

|q|
∑

t

log p (qt|q<t, di; Θ)
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Figure 5: Illustration of incorporating automatic feedback to
re-rank documents. The output probability of “unknown” is
used to estimate the relevance of the question-document pair.

where Θ denotes the parameters of the re-ranker
model and |q| denotes the number of question to-
kens. However, due to a significant mismatch be-
tween this relevance assessment method and the
training objective of next-word prediction in LLMs
(Zhang et al., 2023a), UPR is suboptimal.

To effectively distinguish truly relevant docu-
ments from distracting ones that may superficially
overlap with the question, we estimate the query-
document relevance at a deeper semantic level. As
shown in Figure 5, we utilize the output probability
of “unknown” when predicting candidate answer
as an automatic feedback, to estimate the relevance
of the question-document pair:

p(di|q) ∝ 1− p(unknown|q, di, g)

where g represents the analysis provided in step 1.
Note that our method complements the UPR

method by focusing on deep semantic relationships
rather than surface-level token matching. Based
on the prediction likelihood of the input question
conditioned on a passage, UPR favors passages that
contain question tokens, overlooking whether these
passages actually help in answering the question.
In contrast, our approach focuses on this critical
aspect. In our main experiments, we employ the
standard Reciprocal Rank Fusion (RRF) approach
to combine the re-ranking results of our method
with those of UPR.

3 Experiments

3.1 Experiment Setup
Dataset. We conduct extensive experiments on
four open-domain question answering datasets, in-
cluding Natural Question (NQ) (Kwiatkowski et al.,
2019), TriviaQA (Joshi et al., 2017), WebQuestions
(WebQ) (Berant et al., 2013) and PopQA (Mallen
et al., 2023), which focuses on questions about

long-tail entities. We use the same splits as pre-
vious approaches (Karpukhin et al., 2020; Izacard
and Grave, 2021b).
Retrieval System. We employ the representative
sparse retriever BM25 (Robertson and Zaragoza,
2009) to collect relevant documents from the En-
glish Wikipedia dump from December 20, 2018.
This choice is based on the observation that the
performance of dense retrieval methods like DPR
(Karpukhin et al., 2020) degrades rapidly on rarer
entities, whereas BM25 exhibits less sensitivity to
entity frequency (Sciavolino et al., 2021). Since
our experiments focus on open-domain questions,
particularly on datasets like PopQA with long-tail
entities, BM25 was selected for its robustness and
effectiveness across diverse datasets.
Implementation. We choose Vicuna-13B-v1.5
(Chiang et al., 2023) as the base model for chain-of-
rewriting open-domain questions and documents.
For query reformulation, we collect up to 5 clari-
fication queries for each user question. Each ex-
panded query is used to retrieve a set of m=30
documents. After de-duplication, top N=100 doc-
uments with highest retrieval scores are selected
as the final retrieval results. From these, top k=5
evidence passages are selected and fed to the reader.
We employ Vicuna-13B-v1.5 and GPT-3.5-Turbo
(OpenAI., 2022) as the reader in main experiments.
Metrics. We use exact match (EM) and F1 scores
for NQ, TriviaQA and WebQ, and follow the same
normalization process utilized in previous work
(Karpukhin et al., 2020; Chen et al., 2017; Lee et al.,
2019). For PopQA, we adopt the same evaluation
metric, accuracy score, as used by Mallen et al.
(2023). A prediction is considered correct if any
substring of the prediction exactly matches one of
the golden answers.
Baseline Methods. We compare our method with
the following zero-shot QA baselines: (1) Close
book methods without using retriever: Vicuna-13B-
v1.5 (Chiang et al., 2023), GPT-3.5-Turbo (Ope-
nAI., 2022) and GenRead (Yu et al., 2023). (2)
Retrieval-augmented LLMs: Vicuna-13B-v1.5 and
GPT-3.5-Turbo augmented with BM25 retrieved
documents from Wikipedia. (3) Self-Ask (Press
et al., 2023): decomposing questions into sub-
questions for multi-step reasoning. (4) Distraction-
aware Answer Selection (DAS) (Cho et al., 2023):
incorporating unanswerable instruction and select-
ing an answer from candidates. (5) ALLIES (Sun
et al., 2023): iteratively refining and expanding the
original query.
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Models
NQ WebQ TriviaQA PopQA

EM F1 EM F1 EM F1 ACC

Close book methods without using retriever
Vicuna-13B 22.1 29.4 23.7 35.9 50.1 56.9 30.2
GPT-3.5-Turbo 29.4 40.7 22.8 40.0 54.8 65.5 37.9
GENREAD (InstructGPT) (Yu et al., 2023) 31.1 44.8 19.1 36.9 59.3 70.7 46.0

Retrieval-augmented LLMs
Vicuna-13B + BM25 25.5 34.9 20.2 34.2 53.7 64.0 34.6
Vicuna-13B + BM25 + UPR 28.9 39.2 22.4 35.9 56.5 67.0 39.0
GPT-3.5-Turbo + BM25 33.2 42.8 23.3 38.2 57.6 68.7 43.9

Decomposing questions for multi-step reasoning
Self-Ask (Davinci-002) (Press et al., 2023) 26.4 36.5 15.1 29.5 59.4 68.5 33.6†

Selecting an answer from candidates
Vicuna-13B w/ DAS (Cho et al., 2023) 27.1† 38.5† 23.4† 35.8† 54.9† 62.3† 31.2†

Iteratively refining the original query
ALLIES (GPT-3.5-Turbo) (Sun et al., 2023) 38.0 47.8 28.2 45.6 61.4 70.8 37.6†

Our method, bridging the mismatch between the question and relevant documents
Chain-of-Rewrite (Reader=Vicuna-13B) 34.0 45.3 24.8 40.4 59.3 70.4 48.0
Chain-of-Rewrite (Reader=GPT-3.5-Turbo) 40.2 49.3 27.1 41.4 61.6 71.7 50.2

Table 1: Main results on four open-domain question answering benchmarks under zero-shot settings. The best
performing pipelines are highlighted in bold. Results marked with † are from our runs with their released code.

3.2 Overall Results

As shown in Table 1, by effectively handling the
mismatch between questions and retrieved doc-
uments and by self-correcting the retrieval and
reranking process, our Chain-of-Rewrite method
significantly outperforms the retrieval-augmented
LLMs baselines. Specifically, when employ-
ing Vicuna-13B-v1.5 as the reader, incorporating
Chain-of-Rewrite process can achieve an improve-
ment of over 13 points on PopQA, which focuses
on questions about long-tail entities. The same
trend can be observed when GPT-3.5-Turbo is used
as the reader to answer questions. These experi-
mental results demonstrate the effectiveness of our
Chain-of-Rewrite method in improving the ability
of LLMs to handle open-domain questions, espe-
cially for long-tail questions.

Furthermore, we observe that applying GPT-3.5-
Turbo as the reader enhances the performance of
our system on all datasets, achieving the highest
performance on most open-domain question an-
swering datasets. Notably, on the long-tail ODQA
dataset PopQA, baseline methods do not perform
as well as expected, with many even falling short
of the performance of retrieval-augmented LLMs.

This is mainly due to suboptimal retrieval effective-
ness on PopQA, negatively impacting subsequent
optimizations that depend on these retrieval results.
It’s important to note that in our Chain-of-Rewrite
(Reader=GPT-3.5-Turbo) configuration, GPT-3.5-
Turbo is only used for question answering, while
the entire Chain-of-Rewrite process is still based
on Vicuna-13B. In contrast, ALLIES employs GPT-
3.5-Turbo for the entire pipeline, including query
generation, question answering, and answer scor-
ing. Despite this, our pipeline achieves comparable
or even superior performance to ALLIES, showcas-
ing the effectiveness and efficiency of our system.

3.3 Detailed Analysis

3.3.1 Question Answering Performance

To explore the impact of the guidance and auto-
matic feedback provided in our Chain-of-Rewrite
method on improving the question answering per-
formance, we conduct ablation studies on four
ODQA datasets, and the results are shown in Ta-
ble 2. We can see that:

(1) Bridging the mismatch between the question
and the retrieved documents is crucial for open-
domain question answering. After removing the
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NQ WebQ TriviaQA PopQA
EM F1 EM F1 EM F1 ACC EM F1

Chain-of-Rewrite 34.0 45.3 24.8 40.4 59.3 70.4 48.0 41.7 49.2
w/o refine query feedback 33.6 45.0 24.4 39.7 58.7 69.7 47.4 41.5 48.9
w/o rerank documents feedback 32.4 43.3 23.9 39.9 58.9 70.3 47.0 40.6 47.9
w/o chain-of-rewrite documents 29.5 39.2 23.1 38.0 58.3 69.4 48.2 40.4 47.4
w/o chain-of-rewrite question 29.9 40.4 23.7 38.6 56.7 67.5 38.4 33.0 39.6

Vicuna-13B + BM25 25.5 34.9 20.2 34.2 53.7 64.0 34.6 28.8 34.3

Table 2: Ablation study. Our proposed chain-of-rewrite components and the automatic feedback provided during
rewriting can improve overall performance on four ODQA benchmarks. We employ Vicuna-13B-v1.5 as the Reader.

PopQA NQ WebQ TriviaQA
R@5 R@20 R@5 R@20 R@5 R@20 R@5 R@20

Baseline 37.41 50.12 49.25 67.45 50.30 68.11 68.67 77.70
Direct Expansion 48.02 52.11 62.35 75.10 61.12 73.87 75.95 80.71
Chain-of-Rewrite 59.80 65.71 63.57 77.40 61.71 74.51 76.81 81.31

Table 3: Recall@5 and Recall@20 on test sets across four open-domain question answering datasets.

chain-of-rewrite documents component, the EM
and F1 scores decrease significantly for all datasets.
Specifically, the EM and F1 scores decrease by 4.5
and 5.9 points respectively for the NQ dataset. A
similar trend can be observed when the chain-of-
rewrite query component is removed.

(2) Expanding the user question with candi-
date answers obtained during chain-of-rewriting
can effectively provide more relevant documents.
When incorporating automatic feedback to refine
the search queries, our method further improves
both EM and F1 scores across all datasets.

(3) The “unknown” output probability based on
the step-by-step analysis is an effective estimate of
query-document relevance. As shown in Table 2,
while applying the Chain-of-Rewrite method solely
to the top-5 documents (w/o rerank documents feed-
back) leads to significant improvements compared
to Vicuna-13B + BM25, incorporating automatic
feedback to re-rank documents yields further en-
hancements across all datasets. This observation
confirms that utilizing the output probability of “un-
known” to measure the query-document relevance
can effectively distinguish truly relevant documents
from distracting documents.

3.3.2 Passage Retrieval Performance
For detailed analysis of passage retrieval perfor-
mance, we incorporate Recall@K (R@K) as the
evaluation metric, which calculates the percentage
of top-K retrieved documents that contain the cor-

rect answer. The results are shown in Table 3, and
we can see that our method outperforms Direct Ex-
pansion on all ODQA datasets. Specifically, we
see the Recall@5 and Recall@20 improvements
of +11.8 and +13.6 (24.6% and 26.2% relative im-
provement) respectively on PopQA, which focuses
on open-domain questions about long-tail entities.
This demonstrates that by adding clear topic and
details to the open-domain question, our Chain-of-
Rewrite process can provide reliable guidance to
generate detailed and consistent query expansions,
leading to improved retrieval effectiveness.

3.3.3 Passage Ranking Performance
To evaluate the passage ranking performance, we
compute the top-K retrieval accuracy score fol-
lowing Sachan et al. (2022). It is defined as the
proportion of questions for which at least one pas-
sage within the top-K passages contains a span that
matches the answer. We report the top-1, top-5 and
top-10 retrieval accuracy on three ODQA datasets
in Table 4, and report the top-1 and top-10 retrieval
accuracy on different question categories in PopQA
in Figure 6.

As shown in Table 4, incorporating rerank
document feedback into the BM25 ranking or
BM25+UPR ranking can provide consistent pas-
sage ranking performance improvements across all
datasets, with particularly significant performance
gains in top-1 retrieval accuracy and top-5 retrieval
accuracy. In particular, BM25 + Rerank Feedback
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NQ WebQA TriviaQA
Top-1 Top-5 Top-10 Top-1 Top-5 Top-10 Top-1 Top-5 Top-10

BM25 24.02 47.65 60.30 25.59 51.13 62.75 45.41 64.87 72.10
+ Rerank Feedback 40.64 65.87 72.94 37.11 65.40 73.13 59.81 76.91 79.85

BM25 + UPR 36.12 63.57 72.05 36.91 61.71 68.90 61.95 76.81 79.46
+ Rerank Feedback 46.76 69.20 75.01 43.45 66.24 72.39 66.46 78.08 80.49

Table 4: Top-{1, 5, 10} retrieval accuracy on test sets across three open-domain question answering datasets.
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Figure 6: Top-1 and Top-10 retrieval accuracy for different question categories in the PopQA dataset. Top-1 retrieval
accuracy is shown in darker color and Top-10 retrieval accuracy is shown in lighter color.

improves the top-1 retrieval accuracy by +16.62
(69.2% relative improvement) and top-5 retrieval
accuracy by +18.22 (38.2% relative improvement)
on NQ dataset. Furthermore, BM25 + Rerank Feed-
back outperforms BM25 + UPR on all datasets,
demonstrating the effectiveness of our method for
prioritizing highly relevant documents to the top
compared to UPR. The same trend can be verified
in Figure 6, where incorporating rerank feedback
leads to an improvement in passage ranking perfor-
mance on different question categories in PopQA.

4 Related Work

4.1 Open-Domain Question Answering
Open-domain question answering can be catego-
rized into two settings: the closed-book setting and
the open-book setting. In the closed-book setting,
pre-trained language models answer open-domain
questions directly without access to the external
corpus. In the open-book setting, the ODQA sys-
tem typically consists of a retriever and a reader
component (Izacard and Grave, 2021a; Yang and
Seo, 2021; Zhang et al., 2023b). The retriever
finds relevant information from a corpus such as
Wikipedia (Chen et al., 2017; Izacard and Grave,
2021b) or web pages (Nakano et al., 2021; Lazari-
dou et al., 2022), followed by a reader that focuses
on answering the question based on the retrieved

information.
Recently, the emergence of large language mod-

els has demonstrated their potential to be used for
open-domain question answering. With no training
data or external corpus, LLMs are able to provide
answers with direct prompts (Brown et al., 2020;
Wei et al., 2022; Chiang et al., 2023; Yang et al.,
2024). At the retrieval stage, the LLM can be used
as query rewriter to refine input questions to better
express user intent (Liu et al., 2022; Chuang et al.,
2023; Qin et al., 2023), or as knowledge sources
to provide relevant contextual documents that in-
crease the likelihood of covering the correct answer
(Yu et al., 2023; Li et al., 2024). At the reader stage,
LLMs can effectively reduce distractions from ir-
relevant documents to improve the context quality
(Levine et al., 2022; Cho et al., 2023).

4.2 Query and Document Expansion

In order to overcome the term mismatch problem
between open-domain questions and relevant doc-
uments in ODQA scenarios, various query expan-
sion and document expansion approaches are pro-
posed. Document expansion enhances each doc-
ument with additional information, such as addi-
tional terms selected from a corpus (Billerbeck and
Zobel, 2005; Dai and Callan, 2020), or expanded
queries generated by pre-trained language models
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based on the original document (Nogueira et al.,
2019a,b). On the other hand, query expansion adds
additional terms selected from the top-ranked doc-
uments retrieved by the initial query (Abdul-Jaleel
et al., 2004; Metzler and Croft, 2005, 2007) or
expands the original query with lexical-level (Zuk-
erman and Raskutti, 2002) or phrase-level (Riezler
et al., 2007) paraphrases.

Recently, leveraging LLMs for expansion has
proven to be a promising solution to address the
term mismatch problem (Wang et al., 2023; Lee
et al., 2023). Among them, Chen et al. (2024) pro-
pose the AGR method, which prompts the LLM
to generate potential answers as query expansions
after analyzing the question. In contrast, our query
reformulation method focuses more on narrowing
the expression gap between the user question and
the corpus, without requiring the LLM to directly
generate answers. This reduces reliance on the
LLM’s internal knowledge and demonstrates im-
proved generalization and robustness, especially
for long-tail questions.

5 Conclusion

We propose an unsupervised rewriting method,
Chain-of-Rewrite, which utilizes pre-trained lan-
guage models to effectively address the term mis-
match and limited interaction problems. We de-
sign two modules, Semantic Analysis and Seman-
tic Augmentation, to progressively bridge the mis-
match between the user question and relevant doc-
uments while maintaining semantic consistency.
During the two-step rewriting process, we incor-
porate automatic feedback into the retrieval and
reading process to self-correct the potential errors.
Extensive experiments on four ODQA datasets
demonstrate the effectiveness of our system in per-
forming question answering, passage retrieval and
passage ranking tasks under zero-shot settings.

6 Limitations

In this work, we propose an effective unsupervised
rewriting method, Chain-of-Rewrite, to tackle the
challenges in open-domain question answering sce-
narios. The limitations of the proposed method are
as follows:

(1) Due to the need for in-depth analysis and re-
construction, our approach requires more computa-
tional resources and time than using a retrieve-then-
read pipeline that takes the original questions and
documents as input. However, in situations where

computational resources are constrained, there are
strategies to mitigate the computational overhead
while still maintaining considerable performance
gains. One such strategy involves selectively apply-
ing the chain-of-rewrite process to the top-ranked
documents, rather than all retrieved documents. As
indicated in Table 2 under the “w/o rerank docu-
ments feedback” condition, the performance de-
crease is marginal compared to rewriting all re-
trieved documents.

(2) Due to constraints in computational resources
and time, our experiments were limited to using the
Vicuna-13B model as the base model for chain-of-
rewriting open-domain questions and documents
retrieved from Wikipedia. However, our frame-
work can be easily applied to models with varying
scales and architectures, and we are interested in
investigating the effectiveness of our approach on
other LLMs.
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A Detailed Prompts

In this subsection, we provide a thorough descrip-
tion of the prompts utilized in our proposed Chain-
of-Rewrite method. Prompts used for our ques-
tion reformulation and document reformulation are
shown in Section A.1 and A.2, respectively. Sec-
tion A.3 shows a prompt template to instruct LMs
to answer the given question based on retrieved
documents.

It is important to note that these prompts are
configured for the Vicuna-13B-v1.5 model, and
slight adaptability adjustments may be necessary
when applying them to other models.

A.1 Query Reformulation

For query reformulation, we first prompt the LLM
to add potentially missing topics and details to the
original question to obtain clarification queries with
the following prompt:

Given a query that might be ambiguous
or unclear, provide a bullet-point list of
explicit queries that the ambiguous query
could pertain to.

Query: {query}
List of explicit queries:

Then, we prompt the LLM to provide a list
of highly relevant expanded queries based on the
clarification query, from which various terms and
phrases are extracted to expand the original ques-
tion. The detailed prompt is:

Based on the given query, generate a
bullet-point list of diverse related queries
that will find relevant documents. Next to
each point, extract keywords from it that
are closely related to the original query.

Query: {clarification query}
List of related queries:

A.2 Document Reformulation

For document reformulation, we first prompt
the LLM to provide the step-by-step analysis of
whether the document is relevant to the given ques-
tion and extract the evidence sentences. The de-
tailed prompt is:

In the first paragraph, give a step-by-step
analysis of whether the document provides
information to answer the question. And
in the second paragraph, you should give
the evidence sentences extracted from the
document.

Document: {document}
Question: {question}
Output:

Based on the analysis, we prompt the LLM to
identify the candidate answer based on the given
document, and offer an option (e.g. “unknown”) to
reject irrelevant documents.

Based on the analysis, extract the answer
entity from the document to answer the
following question. Output “unknown”
as the answer if there is no relevant
information in the document.

Question: {question}
Document: {document}
Analysis: {analysis}
Answer:

Note that in this step, we collect not only the
answers predicted by the LLM, but also the proba-
bility of LLM predicting ’unknown’, which is used
as an automatic feedback to to rerank documents.

A.3 Question Answering
In our experiments, we use the following prompt to
ask the reader to answer the given question based
on evidence passages.

Passages: {evidence passages}

Extract the single answer entity from the
passages to answer the following question.
Only output the answer entity.

Question: {question}
Answer:
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