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Abstract

Question decomposition has emerged as an
effective strategy for prompting Large Lan-
guage Models (LLMs) to answer complex ques-
tions. However, while existing methods pri-
marily focus on unimodal language models,
the question decomposition capability of Mul-
timodal Large Language Models (MLLMs)
has yet to be explored. To this end, this pa-
per explores visual question decomposition on
MLLMs. Specifically, we introduce a system-
atic evaluation framework including a dataset
and several evaluation criteria to assess the qual-
ity of the decomposed sub-questions, revealing
that existing MLLMs struggle to produce high-
quality sub-questions. To address this limita-
tion, we propose a specific finetuning dataset,
DecoVQA+, for enhancing the model’s ques-
tion decomposition capability. Aiming at en-
abling models to perform appropriate selective
decomposition, we propose an efficient finetun-
ing pipeline. The finetuning pipeline consists
of our proposed dataset and a training objec-
tive for selective decomposition. Finetuned
MLLMs demonstrate significant improvements
in the quality of sub-questions and the policy of
selective question decomposition. Additionally,
the models also achieve higher accuracy with
selective decomposition on VQA benchmark
datasets.

1 Introduction

Answering complex questions is a challenging
task, especially when the questions require implicit
multi-step reasoning to answer. Question Decom-
position (QD) is an effective strategy to address
this issue. Most related work studies the efficacy of
QD with unimodal textual large language models
* Equal Contribution.
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(LLMs) in enhancing complex textual question an-
swering tasks (Patel et al., 2022; Dua et al., 2022;
Zhou et al., 2023; Qi et al., 2023). Although some
recent works (You et al., 2023; Qi et al., 2023) have
explored question decomposition within the con-
text of visual question answering (VQA) tasks, they
follow the paradigm of performing unimodal QD
based on the image caption. Typically, they con-
duct a two-step process: first, generating a caption
for the image using a captioning model, and then
performing question decomposition using an uni-
modal textual LLM based on the complex question
and the generated image caption. Relying solely on
the image caption instead of the image itself may
lead to significant information loss.

Recent advancements in Multimodal Large Lan-
guage Models (MLLMs) have enabled MLLMs to
directly perceive image information for answering
questions. Yet, how to perform QD on complex
visual questions using such MLLMs has been less
explored. In the following, we refer to question
decomposition using MLLMs on VQA as Visual
Question Decomposition (VQD). In this work, we
primarily explore the following research questions:

• How can we quantitatively assess the VQD
ability of MLLMs? How proficient are ex-
isting MLLMs in VQD, or specifically, how
is the quality of sub-questions generated by
MLLMs?

• How can we enhance the VQD ability of
MLLMs and enable the models to properly
determine when to decompose and when not
to, facing questions with varying difficulties?

To assess the question decomposition capability
of MLLMs, a significant obstacle is the absence of
metrics for evaluating models’ question decompo-
sition abilities. Recent work (You et al., 2023; Qi
et al., 2023) evaluates the model’s question decom-
position ability by measuring the final answer’s
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accuracy. However, relying solely on whether a
model can correctly answer the original question
is an implicit measure of its decomposition ability.
Especially, even if the final answer is correct, we
have observed various issues in the decomposed
sub-questions: for example, some MLLMs pro-
duce many repetitive sub-questions, or some sub-
questions are entirely irrelevant to the original ques-
tion, as shown in Figure 1.

Why are the men's
vests orange? Choose
from A) fashion, B)
camouflage, C)
visibility, D) dress code

1. What color are the men's vests?
2. Are the men's vests orange?
3. Why are the men's vests orange?
The answer is C) visibility

User

Agent

First Decompose then Answer

Ground TruthDirect Answering

A) fasion C) visibility

Figure 1: Cases showing that even if the model cor-
rectly answers the original question, the generated sub-
questions are of low quality: they are irrelevant or re-
peated from the original question.

Ideally, the sub-questions should be highly rele-
vant to the original question and not repetitive with
the original question or other sub-questions. Be-
sides, they should be relatively easy to be grounded,
whose answer can be derived from images or pre-
trained commonsense knowledge. Figure 2 shows
a detailed comparison between sub-questions of
high- and low-quality. To this end, we propose
SubQuestRater, an evaluation framework for as-
sessing MLLM’s question decomposition ability.
Specifically, considering the observed common de-
ficiencies of existing MLLMs’ question decompo-
sition ability, we choose three critical criteria to
assess the quality of question decomposition: 1)
Non-Repetition, 2) Relevance, and 3) Grounded-
ness. SubQuestRater quantifies the quality of each
sub-question by assigning scores based on each
criterion.

Besides, it is necessary to have an evaluation
dataset containing complex questions requiring de-
composition. However, current QA datasets, even
specifically aiming at complex reasoning, such as
A-OKVQA (Schwenk et al., 2022), still contain a
large number of simple questions that do not re-

quire decomposition to answer. Given the lack of
publicly available benchmarks solely focusing on
complex questions that require decomposition, we
introduce a specific question decomposition evalu-
ation dataset. With the help of our proposed eval-
uation criteria and benchmarks, we evaluate sev-
eral MLLMs including MiniGPT-v2 (Chen et al.,
2023a), LLaVA-1.5 (Liu et al., 2024), etc. The
results show that, the decomposed sub-questions
generated by these MLLMs cannot perform satis-
factorily, demonstrating repetition, irrelevance, or
ungroundedness in many cases.

To enhance MLLMs’ capability for VQD, we
propose a new finetuning dataset tailored for ques-
tion decomposition, DecoVQA. It is the first public
dataset that consists of manually annotated sub-
questions for complex questions. The provided sub-
questions feature high quality in the view of non-
repetition, relevance and groundedness. To prevent
catastrophic forgetting, samples with simple ques-
tions in the form of direct answering are added to
construct DecoVQA. We finetune MLLMs on this
dataset with LoRA (Hu et al., 2021).

Furthermore, we find that existing MLLMs strug-
gle to determine whether they need question decom-
position to enhance their reasoning performance
when facing problems of varying difficulty. To ad-
dress this issue, we propose a training pipeline with
an upgraded version of DecoVQA, i.e. DecoVQA+,
with an extra QA round asking models whether to
decompose, and a novel objective function combin-
ing a next-token prediction loss (NTP loss) and a
binary cross entropy loss (BCE loss) to fine-tune
MLLMs. In addition to applying the conventional
NTP loss for general reasoning, we design a BCE
loss that aims to penalize the errors in deciding
whether to decompose questions. Extensive experi-
ments show that MLLMs after finetuning achieve
a higher answer accuracy and learn to know when
to decompose properly.

To summarize, the main contributions of our
work are as follows:

1. We are the first to systematically investigate
MLLMs’ ability on visual question decomposi-
tion. We propose a comprehensive evaluation
framework, SubQuestRater, which includes a
benchmark dataset and novel evaluation metrics,
to quantitatively evaluate the quality of generated
sub-questions from diverse perspectives.

2. We find that existing MLLMs are insufficient
to produce sub-questions with high quality. Ef-
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ficient finetuning of MLLMs on our proposed
dataset, DecoVQA, significantly improves their
VQD ability.

3. We propose a finetuning pipeline with an up-
graded dataset, DecoVQA+, and a specific train-
ing objective for selective VQD, demonstrating
improvements in the model’s decision-making
regarding decomposing questions or direct an-
swering, as well as the accuracy of final answers.

2 Related Work

2.1 Question Decomposition
Question decomposition has shown impressive ca-
pabilities in improving the reasoning performance
of language models. Successive Prompting (Dua
et al., 2022) and Least-to-Most Prompting (Zhou
et al., 2023) are two representative works that break
a complicated question into simpler ones iteratively.
Decomposed Prompting (Khot et al., 2023) intro-
duces a modular setup of question decomposition,
which makes it easy to optimize prompts, pre-
trained models and symbolic functions for different
sub-tasks. Additionally, question decomposition
is capable of increasing the reasoning faithfulness
while achieving the accuracy improvement (Rad-
hakrishnan et al., 2023).

Recent studies have explored the potential of
VQD. IdealGPT (You et al., 2023) leverages LLMs
iteratively to raise sub-questions and determines
the final reasoning answer. Socratic Question-
ing (Qi et al., 2023) utilizes LLMs to generate
sub-questions and answer them, stimulating robust
recursive thinking. However, all of these studies
rely on the reasoning ability of language models,
overlooking the visual information that images can
bring to question decomposition. The literature
most relevant to our work is (Khan et al., 2023),
which explored prompting MLLMs to answer VQA
questions with question decomposition in the zero-
shot settings. However, it only applies VQD as a
prompting technique and evaluates whether VQD
could enhance the VQA accuracy. That work
does not delve into the quality of generated sub-
questions along the entire reasoning process, which
does not explicitly analyze how well the questions
are decomposed.

2.2 Multimodal LLMs
To address the modality gap, MiniGPT-v2 (Chen
et al., 2023a) and LLaVA-1.5 (Liu et al., 2024)
apply a linear connection layer to connect the

frozen pre-trained vision module and the language
model. Besides, they provide a task-oriented
instruction training pipeline to decrease instruc-
tional ambiguity across various vision-language
tasks. GPT-4 with Vision (GPT-4V) (OpenAI
et al., 2024) is a powerful MLLM based on in-
structing GPT-4 and has shown outstanding capa-
bility on diverse benchmarks. Besides instruction-
following ability, Qwen-VL (Bai et al., 2023b)
series outperforms in a range of vision-language
tasks, supporting multilingual conversations and
dialogues involving multiple interleaved images.
Furthermore, InternVL-1.5 (Chen et al., 2024b) in-
troduces a strong vision encoder, dynamic high-
resolution images, and a high-quality bilingual
dataset to enhance the comprehensive capability
of MLLMs further. While these models have
demonstrated impressive performance across var-
ious benchmarks (Bai et al., 2023b), they con-
tinue to struggle with complex tasks that require
advanced reasoning (Khan et al., 2023). Numer-
ous techniques, such as parameter-efficient tun-
ing methods like prompting (Gu et al., 2023), in-
context learning (Alayrac et al., 2022), and chain-
of-thought reasoning (Zhang et al., 2022), can be
used to help models handle unseen or complex
tasks, but each has its limitations. Parameter-
efficient tuning is vulnerable to robustness issues
when dealing with out-of-distribution inputs (Chen
et al., 2024a), in-context learning often fails to fully
utilize multimodal information, focusing predom-
inantly on text (Chen et al., 2023b), and chain-
of-thought reasoning is prone to adversarial at-
tacks (Wang et al., 2024). In contrast, our approach
employs question decomposition, breaking down
complex queries into simpler, more manageable
sub-questions, which enhances the models’ reason-
ing capabilities.

3 How well can MLLMs decompose
questions?

Existing works commonly use the accuracy of the
final answer to demonstrate a model’s ability to
decompose questions. However, this evaluation
method is imprecise and implicit. As shown in
Figure 1, a MLLM generates sub-questions with
low quality, yet can still provide a correct answer.
However, these ineffective sub-questions fail to
provide the expected assistance in answering the
original question and do not help the model’s rea-
soning process. To address this, we differentiate
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the model’s question decomposition skills from
the accuracy of answering and propose SubQues-
tRater, an evaluation framework focusing explicitly
on VQD ability. The framework consists of criteria
that are specifically designed to assess the quality
of sub-questions and an evaluation dataset.

To determine the criteria for the proposed
framework, we have analyzed the generated sub-
questions by existing MLLMs including MiniGPT-
v2, LLaVA, etc., and we have observed the most
common issues among them: Some sub-questions
repeat the original question or other sub-questions
(e.g., semantically equivalent), while others are not
relevant to the original question. Besides, some
sub-questions cannot be answered from images or
commonsense knowledge. These issues largely
influence the quality of sub-questions. After con-
ducting the manual review and analysis of the sub-
questions, we proposed three criteria to assess the
quality of sub-questions, as follows:

Non-Repetition This criterion ensures that sub-
questions do not repeat. The definition of repetition
here is the case where sub-questions discuss the
same topic with the same or different phrasing.
For example, in Figure 1, the original question
asks why the men’s vests are orange, yet all the
sub-questions repeatedly talk about orange vests,
causing only redundancy.

Relevance This criterion judges whether a sub-
question truly contributes to answering the original
question. For example, if the original question asks
about the relationship between two people sitting
at a table, but the sub-questions inquire about the
colors of their clothes or the shapes of the table,
these sub-questions are irrelevant. Such distrac-
tions can even mislead the model and reduce its
performance.

Groundedness This criterion evaluates whether
a sub-question can be answered using information
directly provided by the image or from common-
sense knowledge. Given a relevant and not repeated
sub-question, if it can’t be grounded from image
or commonsense knowledge, it would still be un-
helpful. For example, if the original question asks
whether it is safe to cross the road now, and a sub-
question inquires what is the time displayed on
the traffic light, which helps answer the original
question if it can be inferred from the image. How-
ever, the image only shows the yellow traffic light
and there is no number on the light indicating the

remaining time. Therefore, the sub-question is con-
sidered ungrounded.

Where is the horse's
head most likely?
Choose from A) museum,
B) zoo, C) airport, D)
racetrack

Low-quality sub-questions

1. What type of environment is depicted in the image?
(not repeated, focusing on the environment)
2. Are there any animals besides a horse present that
would indicate a zoo environment?
(not repeated, asking relevant objects and grounded)

1. Where is the horse's head most likely?
(repeating original question)
2. What is the object/animal in question?
(irrelevant to original question)
3. Is this horse head a prop for an activity?
(could be helpful but ungrounded)

User

AgentHigh-quality sub-questions

Figure 2: Question decomposition examples of high
quality and low quality given a certain image and ques-
tion.

A more detailed explanation of the criteria with
cases is given in Figure 2. By employing this eval-
uation framework, we have three quantifiable met-
rics for each sub-question. Algorithm 1 visually
demonstrates the complete evaluation process for
each sub-question within this framework.

Moreover, we have constructed an evalua-
tion benchmark dataset, since there is currently
no dataset composed entirely of complex ques-
tions that require decomposition to answer, we
construct an evaluation dataset. We manu-
ally selected 100 complex questions each from
A-OKVQA (Schwenk et al., 2022) and VQA-
Introspect (Selvaraju et al., 2020), making a total
of 200 questions worth decomposing. A-OKVQA
serves as a benchmark necessitating a substantial
understanding of external knowledge to formulate
accurate responses. VQA-Introspect is a VQA
dataset that contains a large number of samples
that need complex visual reasoning to answer. A-
OKVQA samples are in the form of multiple choice
while VQA-Introspect provides open-ended ques-
tions. Since these two public datasets have a large
number of simple questions which do not need de-
composition to answer, we construct an evaluation
dataset based on them instead of directly evaluating
on them. After establishing the evaluation frame-
work, we choose GPT-4V as the scoring model due
to its powerful comprehensive reasoning perfor-
mance. To ensure that GPT-4V’s judgments align
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Criteria MiniGPT-v2 LLaVA-1.5 Qwen-VL-Chat InternVL-Chat-V1-5 GPT-4V

Non-Repetition 47.52 42.19 32.10 82.41 97.40
Relevance 36.65 37.33 27.15 73.42 75.36
Groundedness 43.30 44.17 26.49 78.01 84.57

Table 1: Average scores of VQD ability on three criteria of popular existing MLLMs, evaluated with SubQuestRater.
The performance of GPT-4V is also provided for reference.

with human judgments, we have conducted align-
ment experiments. As shown in Appendix A, the
results demonstrate that the scoring gap between
the judgments of GPT-4V and human beings is
small. It is reliable to adopt GPT-4V as the scoring
model.

We have measured the VQD ability of popular
existing MLLMs with SubQuestRater, including
MiniGPT-v2 (Chen et al., 2023a), LLaVA-1.5 (Liu
et al., 2024), Qwen-VL-Chat (Bai et al., 2023b)
and InternVL-Chat-V1-5 (Chen et al., 2024b). The
results in Table 1 show that these existing models
cannot generate satisfactory sub-questions.

4 Enhancing MLLM’s Visual Question
Decomposition Capability

Given that the existing MLLMs have poor perfor-
mance on VQD, this section further explores how
to improve the VQD ability of MLLMs. An intu-
itive method to enhance the decomposition perfor-
mance of MLLMs is to finetune the models on a
dataset tailored for VQD. Specifically, we need a
dataset to finetune the models, which exclusively
focuses on complex questions with high-quality
sub-questions in the view of Non-Repetition, Rel-
evance, and Groundedness. However, there does
not exist such a public VQA dataset. Therefore, we
propose a specialized dataset, termed DecoVQA,
to improve the VQD ability. Furthermore, for effec-
tive VQD, models also need to have an improved
ability to decide when to decompose questions.
We also explain the finetuning pipeline with our
proposed dataset and a novel training objective to
achieve that goal in detail, as discussed below.

4.1 Dataset Construction of DecoVQA
Question Selection & Decomposition Annota-
tion In our exploration of question decomposi-
tion for VQA in Table 1, we recognize that not all
questions in existing benchmark datasets necessi-
tate decomposition for answering. Many questions
are straightforward and can be addressed without
employing a decomposition strategy. Our focus,

therefore, is on questions that demand complex rea-
soning, making them suitable candidates for the de-
composition annotation. For this purpose, we have
selected A-OKVQA and VQA-Introspect as our
primary data source, as these two datasets contain
complex questions requiring external knowledge
and visual reasoning to answer respectively.

To identify appropriate samples from A-
OKVQA and VQA-Introspect, we adopt specific
pre-selection strategies, shown in Appendix F.1
detailedly. After that, we conduct a manual re-
view and pick 200 complex samples that require
decomposition from pre-selected samples. Then
we manually annotated these samples with logi-
cal sub-questions. The details of the annotation
process are shown in Appendix F.2.

Dataset Statistics After decomposition annota-
tion, we collected 100 samples from A-OKVQA
and 100 samples from VQA-Introspect with high-
quality sub-questions from the perspective of Non-
Repetition, Relevance, and Groundedness. To pre-
vent overfitting and catastrophic forgetting, we
manually picked out another 100 samples from A-
OKVQA and 100 samples from VQA-Introspect,
which are simple and VQD doesn’t contribute to
higher performance for them. These simple sam-
ples are added to DecoVQA in the form of direct
answering. Overall, DecoVQA has 400 balanced
samples in total.

4.2 DecoVQA+

To enhance the capability of MLLMs in selective
decomposition, we add an extra QA round on the
basis of DecoVQA to enable the models to learn
when to decompose properly, facing questions with
various difficulties. This extra QA round contains
a query asking the models if they would directly
answer without any decomposition, given an image
and a question. The labels for simple questions
are "yes" while the ones for complex questions
with human-annotated sub-questions are "no". The
extra QA round is added in front of all existing
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Figure 3: Comparison of VQD ability of different models across three evaluation criteria. Each bar chart represents
a specific criterion, comparing the average scores of the original model (in blue) and the corresponding model
finetuned with DecoVQA+ (in orange). The vertical axis shows the average scores, while the horizontal axis lists
the models. The difference in bar height indicates the performance gain achieved through finetuning.

QA rounds of DecoVQA. We demonstrate the full
prompt of a training sample in Figure 6. We refer
to this upgraded version as "DecoVQA+".

The superiority of DecoVQA+ is proven in Ap-
pendix J, compared to the existing dataset VQA-
Introspect. In the ablation study on DecoVQA+,
as shown in Table 6, we compare the complete
DecoVQA+ to the version with only 100 or 200
samples. The model achieves very similar results
after being finetuned with different versions of De-
coVQA+. On the one hand, the ablation study
proves that our proposed dataset has sufficient sam-
ples to train the model. On the other hand, it also
indicates that our finetuning pipeline remains effi-
cient, even if there is a lack of high-quality finetun-
ing data in most real-world cases.

To find out whether MLLMs learn to identify
questions that need decomposition, we develop an
evaluation dataset, Whether2Deco. It consists of
200 simple questions where direct answering is
sufficient to answer them correctly and 200 com-
plex questions that need VQD to answer, which
are organized in the form of the extra round in De-
coVQA+. The questions are equally sampled from
A-OKVQA and VQA-Introspect. The statistics
of all utilized public datasets and newly proposed
datasets are shown in Table 8.

4.3 Training Objective

It is intuitive to finetune MLLMs to improve mod-
els’ performance on VQD. However, directly ap-
plying the conventional next-token prediction loss
(NTP loss) on the finetuning for selective VQD
may not be appropriate. To improve MLLMs’ ca-
pability of identifying the questions that need to
be decomposed, we propose a training objective,
SelectiveVQD Loss, combining the NTP loss and
a binary cross entropy loss (BCE loss). The BCE

loss aims to penalize the errors in deciding whether
to decompose, compared to the labels given in each
sample of DecoVQA+.

When the model is asked whether it would per-
form VQD, we firstly find the specific token po-
sition for "yes" or "no" in the sentence, select the
logits of these two specific tokens in that position,
i.e. "yes" and "no", and then transform these two
logits into probabilities through softmax:

P(yes) = P(ŵs = ”yes”|ŵs ∈ {”yes”, ”no”})
= Softmax(logit(ŵs = ”yes”), logit(ŵs = ”no”))

P(no) = P(ŵs = ”no”|ŵs ∈ {”yes”, ”no”})
= 1− P(yes),

(1)
where s is the specific token position in the sen-
tence for "yes" or "no" and ws is the specific token
of "yes" or "no".

We compute the BCE loss between these two
probabilities, and compute the cumulative NTP loss
across all conversation rounds for each sample:

BCELoss = −[yslogP(yes) + (1− ys)log(1− P(yes))]
(2)

NTPLoss = −∑M
i=1 logP(ŵi = wi| ˆwi−1, ..., ŵ1),

(3)
where ys is the binary label indicating whether a
specific sample needs decomposition or not. wi

denotes the i-th token in the ground truth sentence
while ŵi denotes the predicted i-th token and M is
the number of tokens of the prediction.

The final combined SelectiveVQD Loss is a
weighted sum of both NTP loss and BCE loss:

SelectiveV QDLoss =
∑N

j=1(λ ·NTPLossj + ω ·BCELossj),

(4)
where j denotes the j-th training sample and N
denotes the total number of training samples. The
NTP loss is computed for the entire training sample,
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and the BCE loss focuses specifically on determin-
ing whether to decompose the given question in the
selective stage. λ and ω are two tunable hyperpa-
rameters to balance the weights of the two losses
in the final combined loss.

5 Experiments

5.1 Experiment Setup

Models With SubQuestRater, we compare the
VQD ability of four popular MLLMs: MiniGPT-v2,
LLaVA-1.5, Qwen-VL-Chat, and InternVL-Chat-
V1-5 before and after finetuning on our proposed
datasets. We finetune all these MLLMs on De-
coVQA, DecoVQA+, and DecoVQA+ with Se-
lectiveVQD Loss to see the improvement in their
VQD capability. Additionally, we evaluate the im-
provement in VQA accuracy and the models’ capa-
bility to appropriately determine when to decom-
pose questions through finetuning.

Datasets The finetuning datasets include De-
coVQA and DecoVQA+. DecoVQA+ adds an ex-
tra QA round based on DecoVQA, asking models
whether to decompose questions before decompo-
sition. As for used evaluation datasets, we assess
the VQD capability of MLLMs before and after
finetuning on the proposed evaluation dataset in
SubQuestRater, which contains 200 complex ques-
tions. The prompt for evaluating the VQD ability
is shown in Figure 5. Besides, we evaluate the
VQA accuracy on A-OKVQA, GQA (Hudson and
Manning, 2019), and VQA-Introspect, containing
complex reasoning questions (please refer to Ap-
pendix D.1 for more statistical details). As for A-
OKVQA and VQA-Introspect, the subsets of data
used for inference are different from the subsets
selected for constructing our finetuning datasets,
preventing the problem of data leakage. We also
evaluate the accuracy on Whether2Deco to test
whether MLLMs are able to determine when to
decompose questions properly. The prompt for
evaluation experiments on accuracy is under selec-
tive VQD setting, which is in the same form of
samples in DecoVQA+ shown in Figure 6.

5.2 Quantitative Evaluation

The quantitative evaluation involves two parts:
evaluation of decomposed sub-questions under Sub-
QuestRater framework and accuracy comparison
on VQA datasets and Whether2Deco. The finetun-
ing is efficient based on the dataset with a small

number of samples. The supplementary evalua-
tion on MMBench (Liu et al., 2023) in Appendix I
shows our finetuning does not hurt the all-around
performance of MLLMs, but even slightly im-
proves the comprehensive performance in many
aspects.

Evaluation of Decomposed Sub-questions To
compare the VQD ability of the MLLMs before
and after finetuning, we conduct evaluation with
the SubQuestRater framework. Figure 3 illustrates
the comparison of average scores of sub-questions
generated by four MLLMs before and after fine-
tuning with DecoVQA+. It can be observed that
finetuned models have outperformed their original
versions on all three criteria, indicating the VQD
ability has been enhanced significantly through
finetuning. Some of the models even show nearly
double the scores in some criteria after finetuning.
In addition to the average score, we also compare
the number of samples before and after finetun-
ing, which achieve a high score (75-100) and a low
score (0-25) on three criteria, as shown in Figure 8.
The results show that there are considerably more
high-scored samples and less low-scored samples
through finetuning. The VQD abilities of other fine-
tuned checkpoints are listed in Table 9. It shows
that all finetuned versions of MLLMs have an im-
provement in VQD ability compared to the original
model.

Additionally, we have conducted experiments
by varying the number of samples in DecoVQA,
which ultimately lead to similar results, as shown in
Table 5, indicating that there is no need to add more
samples to DecoVQA+ for further improvements.

VQA Accuracy & Whether2Deco Accuracy
Firstly, we investigate whether better VQD perfor-
mance leads to higher accuracy. To prove that point,
we compare the accuracy of models finetuned with
DecoVQA and their corresponding baselines, as
shown in the second and the first row of each model
respectively in Table 2. It is clear that the mod-
els with higher VQD capability through finetuning
achieve higher accuracy than their original versions
in most experiments.

Existing MLLMs are unable to decide when to
decompose appropriately and tend to make a fifty-
fifty guess, as shown in the first line of each model.
For improving the performance in selective decom-
position, it is very important for models to learn
when to decompose, facing questions with varying
difficulties, since unnecessary decomposition may
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Models A-OKVQA GQA VQA-Introspect Whether2Deco

MiniGPT-v2 41.2 44.2 62.1 46.8
finetuned by DecoVQA 60.6 ↑ (+19.4) 50.4 ↑ (+6.2) 71.8 ↑ (+9.7) 42.8 ↓ (-4.0)
finetuned by DecoVQA+ 60.7 ↑ (+19.5) 50.7 ↑ (+6.5) 72.1 ↑ (+10.0) 61.0 ↑ (+14.2)
finetuned by DecoVQA+ with SelectiveVQD Loss 64.0 ↑ (+22.8) 51.7 ↑ (+7.5) 72.5 ↑ (+10.4) 71.5 ↑ (+24.7)

LLaVA-1.5 67.7 52.1 67.2 49.3
finetuned by DecoVQA 69.4 ↑ (+1.7) 52.8 ↑ (+0.7) 73.5 ↑ (+6.3) 4.8* ↓ (-44.5)
finetuned by DecoVQA+ 72.7 ↑ (+5.0) 57.2 ↑ (+5.1) 75.4 ↑ (+8.2) 68.8 ↑ (+19.5)
finetuned by DecoVQA+ with SelectiveVQD Loss 73.9 ↑ (+6.2) 56.7 ↑ (+4.6) 75.8 ↑ (+8.6) 75.0 ↑ (+25.7)

Qwen-VL-Chat 71.4 53.5 77.8 48.0
finetuned by DecoVQA 72.0 ↑ (+0.6) 58.0 ↑ (+4.5) 75.9 ↓ (-1.9) 43.3 ↓ (-4.7)
finetuned by DecoVQA+ 73.1 ↑ (+1.7) 59.3 ↑ (+5.8) 83.6 ↑ (+5.8) 58.8 ↑ (+10.8)
finetuned by DecoVQA+ with SelectiveVQD Loss 73.3 ↑ (+1.9) 59.1 ↑ (+5.6) 83.9 ↑ (+6.1) 61.8 ↑ (+13.8)

InternVL-Chat-V1-5 80.7 64.8 80.5 58.3
finetuned by DecoVQA 83.5 ↑ (+2.8) 66.4 ↑ (+1.6) 86.0 ↑ (+5.5) 53.5 ↓ (-4.8)
finetuned by DecoVQA+ 83.3 ↑ (+2.6) 66.5 ↑ (+1.7) 86.9 ↑ (+6.4) 67.0 ↑ (+8.7)
finetuned by DecoVQA+ with SelectiveVQD Loss 83.7 ↑ (+3.0) 66.8 ↑ (+2.0) 87.3 ↑ (+6.8) 68.3 ↑ (+10.0)

Table 2: Comparison of VQA accuracy (%) on external knowledge (A-OKVQA) and visual reasoning (GQA and
VQA-Introspect) datasets and Whether2Deco accuracy (%) before and after fine-tuning MLLMs. DecoVQA+ is
constructed based on DecoVQA, with an extra QA round asking MLLMs whether the question needs VQD to
answer or not. *Here LLaVA-1.5 fails to follow the pre-defined answering template.

What might this room be
used for? Choose one
option from A) golfing, B)
sleeping, C) reading, D)
bowling

original MiniGPT-v2

1. What are the objects in the room?
2. Do the lights indicate that this is a room for reading?
3. Does the setting of the room suggest a specific function or
purpose?

Decomposed subquestions are A, B, C, D, and E.

User

AgentMiniGPT-v2 finetuned by DecoVQA+ 

Is this a commercial
setting or private?

original LLaVA-1.5

1. What is the color of the cabinets?
2. What is the color of the countertops?
3. What is the color of the refrigerator?
4. What is the color of the sink?

User

Agent

1. Is the kitchen large and equipped with commercial-grade
appliances?
2. Are the cabinets in the kitchen higher than standard home
kitchen cabinets?

LLaVA-1.5 finetuned by DecoVQA+ 

Figure 4: Cases showing the comparison of question decomposition by different models before and after finetuning.
The left image demonstrates MiniGPT-v2’s decomposition on A-OKVQA, while the right image shows LLaVA-1.5’s
decomposition on VQA-Introspect.

mislead the reasoning process. From the second
row of each model, we can see that higher quality
of sub-questions does not mean better performance
on determining when to decompose questions. To
address this problem, we finetune the models with
DecoVQA+. As shown in the third row of each
model in Table 2, there is a significant improvement
in the accuracy on Whether2Deco after fine-tuning
with DecoVQA+, compared to the baseline and
the checkpoint finetuned by DecoVQA. Moreover,
the accuracy of VQA tasks also increases because
of the better whether-to-decompose policy of the

finetuned models.
To further enhance the ability of MLLMs to per-

form selective decomposition, we train the models
with SelectiveVQD Loss. In contrast to the training
with only the NTP loss, the models achieve higher
accuracy on Whether2Deco and also VQA tasks
in most cases. If compared to the original models
before finetuning, the accuracy on all evaluation
datasets increases significantly. The results of eval-
uation experiments with different random seeds in
Figure 9 show the stable effectiveness of our en-
tire pipeline. We also compare our proposed VQD
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pipeline with the existing paradigm of unimodal
QD based on the image caption, as shown in 12.
The results demonstrate that VQD outperforms the
unimodal QD method. The comparison between
our finetuning and In-context Learning proposed
in (Khan et al., 2023) is shown in Appendix L.

5.3 Qualitative Evaluation

In this subsection, we will use several examples
to visually illustrate the changes of sub-questions
before and after finetuning with DecoVQA+. Fig-
ure 4 shows that the quality of the sub-questions has
indeed been significantly improved after finetuning.
The sub-questions generated by finetuned models
are not repetitive, relevant to the original question
and grounded, instead of ineffective decomposition
or low-quality sub-questions originally. More case
studies are shown in Figure 15.

6 Conclusion

This paper systematically investigates VQD ca-
pabilities on MLLMs. We propose a systematic
evaluation framework for VQD, SubQuestRater,
including a dataset and evaluation metrics to quan-
titatively measure the generated sub-questions by
MLLMs. SubQuestRater is applied to popular
MLLMs and we find that they are inadequate to pro-
duce high-quality sub-questions. To enhance the ca-
pability of MLLMs to decompose questions, a spe-
cialized dataset DecoVQA with human-annotated
sub-questions is proposed. To further improve
the ability to perform selective VQD, we propose
a training pipeline with an upgraded dataset De-
coVQA+ and a novel training objective. Finetuned
MLLMs demonstrate significant improvement in
the quality of generated sub-questions and the pol-
icy of whether-to-decompose. Additionally, the
models also achieve higher VQA accuracy under
selective VQD through finetuning on our proposed
datasets.

Limitations

The main limitations in our work include: 1) Ques-
tion Decomposition can be extended into complex
task decomposition for an agent (multiple sub-
tasks), leaving it as future work. 2) We apply fine-
tuning to increase MLLM’s VQD ability, which
requires the model’s detailed parameter informa-
tion. Thus, community users could not apply our
method for enhancing closed-source MLLMs.
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A Alignment of Judgements from
GPT-4V and Human Reviewers

To ensure that the judgments from GPT-4V and
human beings are highly aligned, human reviewers
manually evaluate the sub-questions generated by
MiniGPT-v2 and its finetuned checkpoint on three
criteria defined in SubQuestRater. We compare
the judgments from GPT-4V and human reviewers
from three perspectives: 1) Comparison of average
score, 2) Pearson correlation coefficient (Freed-
man et al., 2007), 3) Spearman correlation coeffi-
cient (Zar, 2005). The comparison of average score
serves as a coarse-grained evaluation of overall
alignment, with results shown in Table 3. Pearson
and Spearman correlation coefficients assess linear
and monotonic relationships between two sets of
judgments respectively, with results shown in Ta-
ble 4. The results demonstrate that the judgments
from GPT-4V and human reviewers on all three
criteria are highly aligned.

B Ablation Studies

The results of ablation studies, as shown in Table 5
and in Table 6. The samples from all the versions
of DecoVQA+ follow a balanced distribution. For
instance, DecoVQA+100 has 25 complex MC and
25 complex open-ended questions that need VQD
while it has the other 25 simple MC and 25 simple
open-ended questions that do not need VQD to an-
swer. The models finetuned by DecoVQA+ with

Model Criteria GPT-4V Human Error Rate

Non-Repetition 51.92 52.37 -0.86%
Original
MiniGPT-v2 Relevance 40.86 39.34 3.86%

Groundedness 47.65 47.84 -0.40%

Non-Repetition 94.22 93.79 0.46%
MiniGPT-v2
finetuned by DecoVQA Relevance 74.54 75.79 -1.65%

Groundedness 86.36 87.47 -1.27%

Table 3: Comparison of average scores of the judge-
ments on SubQuestRater dataset from GPT-4V and hu-
man reviewers on three criteria. We regard judgements
from human reviewers as the ground truth when com-
puting the error rate.

Model Criteria Pearson Spearman

Non-Repetition 0.828 0.820
Original
MiniGPT-v2 Relevance 0.813 0.813

Groundedness 0.801 0.795

Non-Repetition 0.867 0.864
MiniGPT-v2
finetuned by DecoVQA Relevance 0.804 0.784

Groundedness 0.832 0.886

Table 4: Pearson and Spearman correlation coefficients
of the judgements on SubQuestRater dataset from GPT-
4V and human reviewers on three criteria. All results
are statistically highly significant (p-value < 0.001).

varying sample numbers generate similar results on
VQD ability, VQA accuracy, and Whether2Deco
accuracy, demonstrating that 400 samples are suffi-
cient to ensure both efficient and reliable finetuning.

MiniGPT-v2 DecoVQA+100 DecoVQA+200 DecoVQA+400

Non-Repetition 91.56 91.48 88.35
Relevance 70.19 72.59 71.64
Groundedness 87.35 85.49 83.15

LLaVA-1.5 DecoVQA+100 DecoVQA+200 DecoVQA+400

Non-Repetition 71.92 88.97 94.18
Relevance 67.92 79.41 78.67
Groundedness 80.94 89.28 85.63

Table 5: Ablation study about VQD ability on finetuning
models with DecoVQA+ with a varying sample num-
ber. DecoVQA+400 is the version of DecoVQA+ with
which we finetune MLLMs in other experiments.

C Experiment Details

C.1 Models
The versions of models we use are listed as follows,
corresponding official tokenizers are applied for all
the models:

• MiniGPT-v2, which is based on Llama2-Chat-
7B-HF (Touvron et al., 2023).
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Models A-OKVQA GQA VQA-Introspect Whether2Deco

MiniGPT-v2 41.2 44.2 62.1 46.8
finetuned by DecoVQA+100 59.3 ↑ (+18.1) 51.4 ↑ (+7.2) 70.1 ↑ (+8.0) 54.3 ↑ (+7.5)
finetuned by DecoVQA+200 61.3 ↑ (+20.1) 50.9 ↑ (+6.7) 73.4 ↑ (+11.3) 63.8 ↑ (+17.0)
finetuned by DecoVQA+400 60.7 ↑ (+19.5) 50.7 ↑ (+6.5) 72.1 ↑ (+10.0) 61.0 ↑ (+14.2)

LLaVA-1.5 67.7 52.1 67.2 49.3
finetuned by DecoVQA+100 73.4 ↑ (+5.7) 53.6 ↑ (+1.5) 72.5 ↑ (+5.3) 56.0 ↑ (+6.7)
finetuned by DecoVQA+200 74.4 ↑ (+6.7) 57.9 ↑ (+5.8) 78.7 ↑ (+11.5) 69.0 ↑ (+19.7)
finetuned by DecoVQA+400 72.7 ↑ (+5.0) 57.2 ↑ (+5.1) 75.4 ↑ (+8.2) 68.8 ↑ (+19.5)

Table 6: Ablation study about VQA accuracy and
Whether2Deco accuracy on finetuning models with
DecoVQA+ with a varying sample number. De-
coVQA+400 is the version of DecoVQA+ with which
we finetune MLLMs in other experiments.

• LLaVA-1.5, which is based on Vicuna-13B
v1.5 (Chiang et al., 2023) and with lora as the
pretraining schedule.

• Qwen-VL-Chat, which is based on Qwen-
7B (Bai et al., 2023a).

• InternVL-Chat-V1-5, which is based on
InternLM2-20B (Cai et al., 2024).

• GPT-4-vision-preview, which is based on GPT-
4 (OpenAI et al., 2024).

C.2 Finetuning Settings

For all the mentioned open-source MLLMs, we use
their official GitHub repository code to perform
LoRA finetuning on the connection layer between
the two modalities. All of the models are trained
on 2 × A40 GPU until the training loss converges.

C.3 Inference Settings

We use a batch size of 1 in all inference tasks.
Greedy search is used for all inferences. The pa-
rameters may be sub-optimal.

C.4 Prompts

C.4.1 Prompt for Scoring VQD Ability

The complete prompt for scoring VQD ability, or
specifically, the quality of sub-questions is shown
in Figure 5.

C.4.2 Prompt for Selective VQD

As shown in Figure 6, firstly, we perform a selective
stage, which asks the model whether to decompose
the question. If the model answers that it can di-
rectly answer the question without decomposition
by "Yes", then implement the direct answering; if
the model answers that it needs to decompose the
question firstly by "No", then implement a three-
phase decomposition process.

D Datasets

D.1 Public Datasets
The statistics of used public datasets are listed in
Table 7 .

• A-OKVQA (Schwenk et al., 2022) is a complex
knowledge-based benchmark for VQA. As an
augmented version of OK-VQA (Marino et al.,
2019), the questions in A-OKVQA are not only
diverse but also require a wide-ranging common-
sense and knowledge outside the image to answer.
A-OKVQA has both multiple choice and open-
ended question forms for each sample, and we
select multiple choice here to cover more ques-
tion types in the experiments.

• GQA (Hudson and Manning, 2019) features com-
positional questions related to real-world images,
utilizing semantic representations of both scenes
and questions to reduce language priors and con-
ditional influences.

• VQA-Introspect (Selvaraju et al., 2020) is a new
dataset based on a reasoning split from VQA (An-
tol et al., 2015) dataset, which contains com-
plex reasoning questions with the open-ended
form. VQA-Introspect consists of 200K percep-
tion questions as sub-questions to help answer
difficult reasoning questions. Though this pub-
lic dataset provides us a large number of sub-
questions, questions with varying difficulties are
mixed together and no label is pointing it out,
which leads to bad finetuning results for selec-
tive decomposition. We randomly sampled 3,000
questions for the evaluation on VQA-Introspect.

D.2 Proposed Datasets
The statistics of proposed datasets are listed in Ta-
ble 8.

E Quantitative Evaluation for VQD
Ability

F Details of Data Construction

F.1 Pre-selection Strategies for Selecting
Samples

To identify questions from the A-OKVQA dataset
that would benefit from decomposition, we employ
a specific pre-selection strategy. Initially, we used
a MLLM to perform zero-shot inference on the
dataset, a process we term "direct inference". Sub-
sequently, we engaged the same model in another
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You have 3 tasks:
Evaluate the following texts based on the given image.
If a sub-question is irrelevant to the main question and does not help in
answering it at all (e.g., the main question is asking about relationship
between two person sitting at the table, but the sub-questions are
meaninglessly asking about colors of their clothes, or shapes of the table),
classify it B. Otherwise, classify it G.
If a sub-question is a repetition of the main question or any existing sub-
questions (repetition means the sub-question repeats exactly the same
content or discusses the same topic in a different form), classify it R.
Otherwise, classify it U.
If the answer to a sub-question can be derived from the image through direct
observation, basic knowledge, logical inference, or reasonable assumptions,
classify it Y. Otherwise, if the sub-question requires information that is not
available in the image, classify it N.
In conclusion, I want 3 classes for each sub-question, G/B, Y/N, U/R.
Attention:
1. Do not repeat the sub-question or give explanation, just give me the 3
classes.
2. If you can not find any sub-question under the answer of a main question,
cases can be either the answers are not presented in a sub-question form or
the sub-question is incomplete, classify it E.

Here is the main question:
What service does the red bus connect passengers to? Choose from A)
subway service, B) tram service, C) train service, D) plane service.

Here are the sub-questions: 
1. What transportation mode does the bus connect passengers to?
2. Does the presence of a car in the image indicate that the airport is nearby?

1. G, Y, R
2. B, N, U

User

Agent

(a) An example of evaluation on effective sub-questions.

You have 3 tasks:
Evaluate the following texts based on the given image.
If a sub-question is irrelevant to the original question and does not help in
answering it at all (e.g., the original question is asking about relationship
between two person sitting at the table, but the sub-questions are meaninglessly
asking about colors of their clothes, or shapes of the table), classify it B.
Otherwise, classify it G.
If a sub-question is a repetition of the original question or any existing sub-
questions (repetition means the sub-question repeats exactly the same content
or discusses the same topic in a different form), classify it R. Otherwise, classify
it U.
If the answer to a sub-question can be derived from the image through direct
observation, basic knowledge, logical inference, or reasonable assumptions,
classify it Y. Otherwise, if the sub-question requires information that is not
available in the image, classify it N.
In conclusion, I want 3 classes for each sub-question, G/B, Y/N, U/R. Attention:
1. Do not repeat the sub-question or give explanation, just give me the 3
classes.
2. If you can not find any sub-question under the answer of a original question,
cases can be either the answers are not presented in a sub-question form or the
sub-question is incomplete, classify it E.

Here is the original question:
In which manner were the desserts here prepared? Choose from A) baking, B)
open fire, C) grilling, D) frying.

Here are the sub-questions: 
A, B, C and D

E

User

Agent

(b) An example of evaluation on ineffective sub-questions (error).

Figure 5: Prompt for scoring the quality of sub-questions with GPT-4V.
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Question: What are the cars driving alongside? Choose
one option from A) army tanks, B) horses, C) trains, D)
bicycles.

Decide if the question can be directly answered, or the
question should be decomposed into sub-questions for
easier answering. If the question can be directly
answered, please answer "Yes." If the question should be
decomposed for easier answering, please answer "No."

Yes.

User

Agent

Please answer the following question:
What are the cars driving alongside? Choose one option from A) army tanks, B)
horses, C) trains, D) bicycles.

C) trains

User

Agent

(a) An example of prompt when the model chooses to directly
answer the given question.

Question: Does this area look abandoned?

Decide if the question can be directly answered, or the
question should be decomposed into sub-questions for
easier answering. If the question can be directly
answered, please answer "Yes." If the question should be
decomposed for easier answering, please answer "No."

No.

User

Agent

Question: Does this area look abandoned?
Please firstly decompose the given question into several image-relevant sub-
questions to help you answer the given question. Please avoid giving repeated
subquestions or generating an excessive number. Feel free to suggest an
appropriate quantity based on your judgment.

1. Is the area crowded?
2. Is there a lot of people?
3. What are the people doing?

User

Agent

Please answer each of the sub-questions raised by yourself in the previous step.

1. Yes, it is crowded.
2. Yes, there are lots of people.
3. They are walking around.

User

Agent

With the help of the already answered sub-questions, answer the original question:
Does this area look abandoned?

No, it is not abandoned.

User

Agent

(b) An example of prompt when the model chooses to decom-
pose the given question.

Figure 6: Prompt of selective decomposition samples in DecoVQA+.

Dataset Dataset Type Question Type # Images # Questions

A-OKVQA external knowledge multiple choice 6,030 6,702
GQA visual reasoning open-ended questions 398 12,578
VQA-Introspect visual reasoning open-ended questions 17,495 22,793

Table 7: Experimental statistics for pubilc datasets used in the paper.

Dataset Usage Motivation # Images # Questions

SubQuestRater evaluation measuring the quality of sub-questions 200 200
DecoVQA finetuning improving the VQD ability 397* 400
DecoVQA+ finetuning improving the selective VQD ability 397* 400

Whether2Deco evaluation
testing the models’ ability to identify
whether a question requires decomposition

395* 400

Table 8: Experimental statistics for proposed datasets in the paper. *Several images correspond to more than one
question.
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Algorithm 1: Evaluation algorithm for the
quality of sub-questions
q :Sub-question
Q :Set of sub-questions from one

sample
b1, b2, b3 :Binary score for 3 criteria of a

sub-question
B1,B2,B3 :Lists of binary scores for 3

criteria of sub-questions
s1, s2, s3 :Score for 3 criteria for a

sample
Check if there are effective sub-questions
if Q == ∅ then

s1 = 0
s2 = 0
s3 = 0

else
for q in Q do

b1, b2, b3 = {ScoreModel(q) | q ⊂
Q}

for i ∈ [1,3] do
AppendtoList(bi,Bi)

for j ∈ [1,3] do
si = CalculateAverage(Bj)

return s1, s2, s3

The cat is looking in what
direction? Choose from
A) left, B) right, C) down,
D) up

GPT4Vision

1. Is the cat facing towards the left side of the image?
2. Is the cat facing towards the right side of the image?
3. Is the cat facing downwards in the image?
4. Is the cat facing upwards in the image?

User

Agent

Figure 7: In some cases, GPT-4V will also produce sub-
questions that do not fit our criteria.

round of zero-shot inference, but this time utilizing
a question decomposition prompt. In this round,
the model is asked to decompose the main question
into sub-questions, then answer these, and finally
proceed to answer the main question. We refer to
this method as "decompose inference". We choose
MiniGPT-v2 as the multimodal LLM here. Our
primary focus was on questions that were incor-
rectly answered in direct inference but correctly
in decompose-inference, as these exhibited a high
likelihood of requiring decomposition.

To find appropriate samples from the VQA-
Introspect dataset, we adopt an automated pre-
selection strategy based on BLEU (Papineni et al.,
2002) metric. BLEU metric is originally used to
measure the quality of machine translation, here
we use it as a metric to assess repetition. Since
VQA-Introspect has provided a large number of
redundant sub-questions, we firstly filter out se-
mantically repetitive sub-questions for each sample
to prevent from overfitting. A higher BLEU score
between two sub-questions means that one of the
sub-questions is repetitive. Then we set a threshold
number and choose the samples with a remaining
number of sub-questions exceeding the threshold.

F.2 Annotation Process

Given the proficiency of GPT-4V in VQD, as
shown in Table 1, we utilize GPT-4V to gener-
ate initial sets of decomposed sub-questions for
each selected sample. Subsequently, we perform a
meticulous manual review to these sub-questions.
During this process, we eliminate sub-questions
that do not contribute meaningfully towards an-
swering the main question and also remove redun-
dant sub-questions that share similar semantic con-
tent. Additionally, we supplement the sets with
new sub-questions in instances where the decom-
position logic appears incomplete, ensuring a more
thorough and effective decomposition process.

G Robust Evaluation for MC Datasets

To compute the accuracy of the inference results
under multiple choice setting, since an exact match
of either option index or word can lead to seri-
ous underestimation, the first step is to map the
model answer into one of four options. We have de-
signed a robust algorithm to evaluate the accuracy
of multiple choice based on the method provided
by A-OKVQA. As demonstrated in Alogrithm 2,
if no or several options are detected in the model
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Figure 8: Comparison of VQD ability of different models across three evaluation criteria. Each bar chart represents a
specific criterion. The first row compares the number of the high-scored (75-100) samples generated by the original
model (in cyan) and the corresponding model finetuned with DecoVQA+ (in yellow). The second row compares the
number of the low-scored (0-25) samples generated by the original model (in pink) and the corresponding model
finetuned with DecoVQA+ (in blue). The vertical axis shows the number of high-scored samples or low-scored
samples, while the horizontal axis lists the models. The difference in bar height indicates the performance gain
achieved through finetuning.

MiniGPT-v2 original Model finetuned by DecoVQA finetuned by DecoVQA+ finetuned by DecoVQA+ with SelectiveVQD Loss

Non-Repetition 47.52 93.72 88.35 90.58
Relevance 36.65 74.17 71.64 73.73
Groundedness 43.30 85.98 83.15 84.53

LLaVA-1.5 original Model finetuned by DecoVQA finetuned by DecoVQA+ finetuned by DecoVQA+ with SelectiveVQD Loss

Non-Repetition 42.19 92.04 94.18 92.68
Relevance 37.33 81.62 78.67 78.48
Groundedness 44.17 86.19 85.63 84.39

Qwen-VL-Chat original Model finetuned by DecoVQA finetuned by DecoVQA+ finetuned by DecoVQA+ with SelectiveVQD Loss

Non-Repetition 32.10 80.66 89.03 89.15
Relevance 27.15 69.52 68.73 67.15
Groundedness 26.49 77.34 78.92 77.51

InternVL-Chat-V1-5 original Model finetuned by DecoVQA finetuned by DecoVQA+ finetuned by DecoVQA+ with SelectiveVQD Loss

Non-Repetition 82.41 87.40 92.76 94.11
Relevance 73.42 81.11 83.38 83.30
Groundedness 78.01 87.62 90.15 89.47

Table 9: Comparison of VQD abilities of all the original models and their corresponding finetuned versions.
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answer during the exact match step, we use Sen-
tenceTransformer (Reimers and Gurevych, 2019)
to map the model answer to one option or use GPT-
4 to do the mapping when the answer is too long.
We have observed that if the answer sentence is
too long, especially when there is more than one
option mentioned in the answer, the mapping by
SentenceTransformer tends to be random and mis-
leading. For computing the accuracy over open-
ended questions, given that the reference answer
in used datasets has only one or two words, if the
reference answer is mentioned in the model output,
the output is considered as correct.

Algorithm 2: Robust algorithm for measur-
ing accuracy on MC datasets
a :Model answer
â :Mapped option
n :Number of exact match options
τ :Threshold of sentence length
Attempt exact match and get n mentioned

options from model answer
if n == 1 then

â = ExactMatch(a)
else

if len(tokenize(a)) ≤ τ then
â = SentenceTransformer(a)

else
â = GPT-4(a)

return â

H Variance

To verify the stability of our proposed method, each
experiment was done with three different random
seeds, while keeping other settings unchanged. The
variance results in Figure 9 show that random seeds
influence the accuracy of the model output very
slightly.

I Does the finetuning hurt the all-around
performance?

Finetuning may lead to catastrophic forgetting,
which hurts the essential all-around performance of
MLLMs. MMBench (Liu et al., 2023) is a system-
atic pipeline that evaluates the comprehensive abil-
ities of MLLMs. Figure 10, 11, 12 and 13 demon-
strate the evaluation results of different checkpoints
on MMBench. It shows that our finetuning does
not do harm to most of the abilities, while some of
them are even improved after finetuning.

Figure 9: Variance of inference experiments with
MiniGPT-v2 and LLaVA-1.5, plotted as error bars. Each
experiment is conducted with three different random
seeds, keeping other settings unchanged.

J Finetuning with DecoVQA+ vs. with
VQA-Introspect

The existing public dataset VQA-Introspect has
already provided us with complex visual reason-
ing questions with sub-questions. However, not
all questions are complex enough to require de-
composition, and a large number of provided sub-
questions are repetitive and superficial. To com-
pare with the quality of our proposed dataset, we
also finetune MLLMs with the entire training set
of VQA-Introspect (excluding the samples used
in the evaluation experiments). As shown in Ta-
ble 10 and 11, the performance of the MLLMs
finetuned with DecoVQA+ is much better than the
ones finetuned with VQA-Introspect. The results
demonstrate that the quality of our proposed dataset
outperforms the existing public dataset with sub-
questions.
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Figure 10: Results of different checkpoints of MiniGPT-v2 across the 20 L-3 ability dimensions defined in
MMBench.
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Figure 11: Results of different checkpoints of LLaVA-1.5 across the 20 L-3 ability dimensions defined in MMBench.
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Figure 12: Results of different checkpoints of Qwen-VL-Chat across the 20 L-3 ability dimensions defined in
MMBench.
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Figure 13: Results of different checkpoints of InternVL-Chat-V1-5 across the 20 L-3 ability dimensions defined in
MMBench.
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MiniGPT-v2 Finetuned by VQAintrospect Finetuned by DecoVQA+

Non-Repetition 17.20 88.35
Relevance 13.08 71.64
Groundedness 14.87 83.15

LLaVA-1.5 Finetuned by VQAintrospect Finetuned by DecoVQA+

Non-Repetition 21.52 94.18
Relevance 76.90* 78.67
Groundedness 93.50* 85.63

Table 10: Comparison of VQD abilities on MLLMs be-
fore and after finetuning with VQA-Introspect and with
DecoVQA+. *Here for most of the original questions,
LLaVA-1.5 produces one high quality sub-question,
then repeats it for 2-3 times, causing relatively high
score on Relevance and Groundedness, yet very low in
Non-Repetition score.

Models A-OKVQA GQA VQA-Introspect Whether2Deco

MiniGPT-v2 41.2 44.2 62.1 46.8
finetuned by VQAIntrospect 48.8 ↑ (+7.6) 39.6 ↓ (-4.6) 63.7 ↑ (+1.6) 37.3 ↓ (-9.5)
finetuned by DecoVQA+ 60.7 ↑ (+19.5) 50.7 ↑ (+6.5) 72.1 ↑ (+10.0) 61.0 ↑ (+14.2)

LLaVA-1.5 67.7 52.1 67.2 49.3
finetuned by VQAIntrospect 68.4 ↑ (+0.7) 51.8 ↓ (-0.3) 81.1 ↑ (+13.9) 4.8* ↓ (-44.5)
finetuned by DecoVQA+ 72.7 ↑ (+5.0) 57.2 ↑ (+5.1) 75.4 ↑ (+8.2) 68.8 ↑ (+19.5)

Table 11: Comparison of VQA accuracy (%) on exter-
nal knowledge (A-OKVQA) and visual reasoning (GQA
and VQA-Introspect) datasets and Whether2Deco ac-
curacy (%) before and after fine-tuning MLLMs with
VQA-Introspect and with DecoVQA+. *Here LLaVA-
1.5 fails to follow the pre-defined answering template,
but to perform pure question decomposition instead of
selective decomposition.

K Comparison with the Unimodal QD
Method

Existing researches (You et al., 2023; Qi et al.,
2023) tend to use a convincing captioning model
to convert images to the language descriptions, and
then perform the unimodal question decomposition
with LLMs. Table 12 shows the accuracy gap un-
der the selective VQD inference setting between
MLLMs and their corresponding LLMs with GPT-
4V as the captioning model. Since critical informa-
tion in images is often lost during the captioning
process, it is very possible for the subsequent infer-
ence with QD to fail to answer questions correctly.
To sum up, VQD is better than the method "caption
+ QD".

L Comparison with In-context Learning
Method

Besides finetuning, In-context Learning (ICL) is
also a potential approach for VQD. The previous
work (Khan et al., 2023) has explored VQD based
on ICL methods. Therefore, we add an experiment
to compare the performance with our finetuning
pipeline and with the ICL method.

Models VQA-Introspect

MiniGPT-v2 62.1
Llama2-Chat-7B-HF 46.2

LLaVA-1.5 67.2
Vicuna-13B-v1.5 62.3

Table 12: Comparison of VQA accuracy (%) between
MLLMs and their corresponding language models on
VQA-Introspect.

To fairly compare with the ICL method used
in (Khan et al., 2023), we apply the same 2-shot
demonstration as the one applied in that paper to de-
compose questions. The prompt template is shown
in Figure 14.

The performance comparison in Table 13 and Ta-
ble 14 shows that the models achieve significantly
better performance in VQD ability, VQA accuracy
and Whether-to-decompose accuracy through our
finetuning pipeline, compared to the ICL method
proposed in (Khan et al., 2023).

Model Non-Repetition Relevance Groundedness

MiniGPT-v2 (zero-shot) 47.52 36.65 43.30
MiniGPT-v2 (ICL) 54.65 49.64 49.97
MiniGPT-v2 (finetuned by DecoVQA+) 88.35 71.64 83.15

LLaVA-1.5 (zero-shot) 42.19 37.33 44.17
LLaVA-1.5 (ICL) 69.45 65.32 62.58
LLaVA-1.5 (finetuned by DecoVQA+) 94.18 78.67 85.63

Table 13: Comparison of VQD ability between MLLMs
finetuned by DecoVQA+ and inference with ICL-
method across three evaluation criteria.

Model A-OKVQA GQA VQA-Introspect Whether2Deco

MiniGPT-v2 (zero-shot) 41.2 44.2 62.1 46.8
MiniGPT-v2 (ICL) 40.1 43.6 60.5 46.8
MiniGPT-v2 (finetuned by DecoVQA+) 64.0 51.7 72.5 71.5

LLaVA-1.5 (zero-shot) 67.7 52.1 67.2 49.3
LLaVA-1.5 (ICL) 65.1 51.3 67.4 49.3
LLaVA-1.5 (finetuned by DecoVQA+) 73.9 56.7 75.8 75.0

Table 14: Comparison of Accuracy (%) between
MLLMs finetuned by DecoVQA+ and inference with
ICL-method.

M More case studies

More case studies in addition to Figure 4 are shown
in Figure 15.

N Licensing

Our proposed datasets SubQuestRater Dataset, De-
coVQA, DecoVQA+, and Whether2Deco are built
upon the public datasets A-OKVQA and VQA-
Introspect. A-OKVQA has the Apache-2.0 License.
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Prompt under ICL setting (two-shot)

Please firstly decompose the given question into several image-relevant sub-questions to help you
answer the given question. Please avoid giving repeated sub-questions or generating an excessive
number. Feel free to suggest an appropriate quantity based on your judgment. Here are two
examples you can follow to decompose the question:

Example 1
Question: Is the banana ripe enough to eat?
Sub-questions: 1. Is the banana yellow?

Example 2
Question: Is it cold outside?
Sub-questions: 1. Are any people wearing jackets?

Input
Question: {question}
Sub-questions:

Figure 14: Prompt under ICL setting (two-shot)

The licenses of the code for the mentioned MLLMs
are listed as follows: MiniGPT-v2 has the BSD-3-
Cluase License, LLaVA-1.5 has the Apache-2.0
License, Qwen-VL-Chat has the Tongyi Qianwen
License and InternVL-Chat-V1-5 has the MIT Li-
cense. We publicize all of our proposed datasets
and our code under the MIT License.
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Where can these foods be
found? Choose from A) fast
food, B) bar, C) garden, D)
office

original MiniGPT-v2

1. What are the foods in the image?
2. Do these foods grow on trees or plants?
3. Are these foods commonly served at fast-food
restaurants, bars, or offices?

A
B
C
D

User

Agent

MiniGPT-v2 finetuned by DecoVQA+ 

What is required for this activity?
Choose from A) water, B) snow,
C) sun, D) wind

original MiniGPT-v2

1. What are the people in the image wearing?
2. Do the skis and poles the people are holding indicate
what activity they are involved in?
3. Does the snow conditions indicate the people's
activity?

A, B, C

User

Agent

MiniGPT-v2 finetuned by DecoVQA+ 

Is this a safe airplane?

original MiniGPT-v2

1. What is the color and make of the airplane?
2. Is the airplane in the air?
3. Are all its engines running?
4. Is the plane's wings and body structurally sound?

-Is the plane in flight?
-What is its altitude?
-How far from the airport?
-What direction is it traveling?

User

Agent

MiniGPT-v2 finetuned by DecoVQA+ 

(a) Cases with MiniGPT-v2 before and after being finetuned by DecoVQA+.

What type of store is this?
Choose from A) shoe, B)
grocery, C) pet, D) beauty

original LLaVA-1.5

1. What are the people in the store doing?
2. What are the cages on the shelves?
3. Does the presence of cages indicate the type of
store?

What type of store is this? Choose one option from A)
shoe, B) grocery, C) pet, D) beauty

1. What are the people in the store doing?
2. What are the people in the store looking at?
3. What are the people in the store selling?

User

Agent

LLaVA-1.5 finetuned by DecoVQA+ 

What are the people waiting to
do? Choose from A) eat, B)
work, C) speak, D) cross

original LLaVA-1.5

1. What are the people standing on?
2. What direction are the people facing?
3. What sign is on the post?

1. What are the people waiting to do?
A) eat
B) work
C) speak
D) cross

User

Agent

LLaVA-1.5 finetuned by DecoVQA+ 

What season can we infer it is?

1. What is the color and make of the airplane?
2. Is the airplane in the air?
3. Are all its engines running?
4. Is the plane's wings and body structurally sound?

1. What is the color of the teddy bear in the image?
2. What is the color of the teddy bear's scarf?
3. What is the color of the teddy bear's hat?
4. What is the color of the teddy bear's shirt?
5. What is the color of the teddy bear's pants?
6. What is the color of the teddy bear's shoes?

User

Agent

original LLaVA-1.5

LLaVA-1.5 finetuned by DecoVQA+ 

(b) Cases with LLaVA-1.5 before and after being finetuned by DecoVQA+.

How does the woman feel?
Choose one option from A)
cool, B) wet, C) cold, D) hot

original Qwen-VL-Chat 

1. What is the woman's facial expression?
2. Does the woman's facial expression indicate her
emotional state?
3. Does the woman's facial expression indicate her
emotional state?

A) How does the woman feel physically? B) Is the
woman feeling damp or wet? C) Is the woman feeling
cold or chilly? D) Is the woman feeling hot or warm?

User

Agent

Qwen-VL-Chat finetuned by DecoVQA+ 

Why does the person have an
umbrella? Choose one option
from A) disguise, B) sun, C)
snow, D) rain

original Qwen-VL-Chat

1. What is the weather?
2. Does the weather require an umbrella?
3. Does the person's clothing indicate the weather?

A) Why does the person need to hide something? B)
Why does the person need to protect themselves from
the sun? C) Why does the person need to protect
themselves from the snow? D) Why does the person
need to protect themselves from the rain?

User

Agent

Qwen-VL-Chat finetuned by DecoVQA+ 

Does this kitchen appear to be
under construction?

1. What is the current state of the kitchen?
2. Is the kitchen being renovated?
3. Is the kitchen being built?
4. What is the condition of the kitchen?

1. Is the image of a kitchen?
2. Does the kitchen appear to be under construction?

User

Agent

original Qwen-VL-Chat

Qwen-VL-Chat finetuned by DecoVQA+ 

(c) Cases with Qwen-VL-Chat before and after being finetuned by DecoVQA+.

What's the main property of
the red material in the jar on
the back table? Choose one
option from A) sour, B) spicy,
C) oily, D) salty

original InternVL-Chat-V1-5

1. What is the red material in the jar?
2. What is the main property of the red material?

1. What is the red material in the jar?
2. What is the main property of the red material?
3. Is the red material sour?
4. Is the red material spicy?
5. Is the red material oily?
6. Is the red material salty?

User

Agent

InternVL-Chat-V1-5 finetuned by DecoVQA+ 

Where are the people located?
Choose one option from A)
plateau, B) rainforest, C)
savannah, D) town

1. Does the greenery and the building indicate that the
people are located in a town?
2. Does the park setting indicate where the people are
located?

1. What is the setting of the image?
2. Are there any identifiable landmarks or features in the
image?3. Can the location be determined based on the
image?

User

Agent

Is this a homemade meal?

1. What is the food on the plate?
2. Is the food on the plate a common breakfast?
3. Is the food on the plate a homemade meal?

1. What is in the picture?
2. Is the meal homemade?

User

Agent

original InternVL-Chat-V1-5

InternVL-Chat-V1-5 finetuned by DecoVQA+ InternVL-Chat-V1-5 finetuned by DecoVQA+ 

original InternVL-Chat-V1-5

(d) Cases with InternVL-Chat-V1-5 before and after being finetuned by DecoVQA+.

Figure 15: Case studies showing the comparison of VQD performance by MLLMs before and after finetuning by
DecoVQA+.
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