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Abstract

Large Language Models (LLMs) have demon-
strated impressive capabilities across various
domains, garnering significant attention from
both academia and industry. However, enhanc-
ing the performance of LLMs typically requires
scaling up model sizes or fine-tuning with ad-
ditional datasets, which results in substantial
computational costs. This paper poses an in-
triguing question: Can we improve the per-
formance of LLMs without additional train-
ing? Drawing inspiration from signal process-
ing principles, which suggest that noise often
resides in high-frequency components while
low-frequency components carry the essence
of signals, we propose uncovering untapped po-
tential in LLMs from a frequency perspective.
We hypothesize that the high-frequency com-
ponents in the weight matrices of LLMs’ linear
layers may conceal noise that interferes with
predictive accuracy. Therefore, we propose
conducting spectral modulation in the param-
eter space of LLMs, which can seamlessly in-
tegrate with various models in a plug-and-play
manner. Extensive experiments have demon-
strated the superiority of our approach, with
spectral modulation yielding an average perfor-
mance improvement of up to 10.12%.

1 Introduction

The emergence of Large Language Models (LLMs)
(Touvron et al., 2023; Achiam et al., 2023; Hu et al.,
2023; Huang et al., 2023) has revolutionized text
generation quality across various generative tasks,
becoming a central and widely discussed topic in
the field of artificial intelligence. This advance-
ment can be attributed to the exponential growth
in both training data and model parameters, exem-
plified by models like GPT-3 (Brown et al., 2020)
with its staggering 175 billion parameters. How-
ever, achieving better performance often requires
scaling up model size or increasing training data

*Corresponding author: Yao Zhu.

(Kim et al., 2023; Jin et al., 2023), which raises
the question of whether it is possible to further en-
hance the capabilities of pre-trained LLMs without
the need for full-model fine-tuning or parameter-
efficient fine-tuning methods (Ding et al., 2023; Jin
et al., 2023).

In the field of signal processing (Kong et al.,
2018; Sheng et al., 2022), signals are usually an-
alyzed within the frequency domain. Here, noise,
which is typically interwoven with the signal,
is found mostly in high-frequency components,
whereas low-frequency components constitute the
essence of the signal. To improve signal qual-
ity, researchers leverage spectral modulation as a
denoising technique. Turning to large language
models (LLMs), could the process of training their
vast number of parameters inadvertently introduce
performance-constraining noise into the parame-
ter space, akin to the inevitable introduction of
noise during signal acquisition in signal process-
ing? Drawing inspiration from this analogy, this
paper proposes to explore the potential of LLMs
from a novel frequency-domain perspective.

The transformer-based large language models
are primarily composed of self-attention and feed-
forward modules, which are mainly constructed
by linear layers. In this paper, we treat the weight
matrices of the linear layers in the model as two-
dimensional matrices, and utilize two-dimensional
Fourier transform to obtain their spectra. We
hypothesize that the low-frequency components
within weight matrices contain the critical infor-
mation pivotal to determining model performance,
whereas high-frequency components may conceal
noise detrimental to model performance. Conse-
quently, modulating these high-frequency compo-
nents may be beneficial in unlocking the untapped
potential of Large Language Models (LLMs).

Motivated by this hypothesis, this paper intro-
duces a spectral modulation method applied to
weight matrices, specifically aimed at preserving
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low-frequency components while reducing high-
frequency ones, thereby enhancing model perfor-
mance. This method involves two hyperparam-
eters for each weight matrix: a decay factor for
reducing high-frequency components and a protec-
tion threshold for preserving low-frequency com-
ponents. The visual impact of spectral modulation
on the weight matrices is provided in Appendix
H. Recognizing that different weight matrices in
LLMs may require different optimal hyperparame-
ters for effective joint spectral modulation, we sam-
ple a small validation dataset and employ Bayesian
optimization to determine the hyperparameters and
report their performance on a held-out test set. The
optimization objective is to maximize the model’s
prediction accuracy on the validation dataset.

Experimentally, we conduct a comprehensive
evaluation of three types of LLMs across ten
datasets and achieve superior performance com-
pared to the vanilla model. We analyze the outputs
of the model from a lexical composition perspec-
tive and find that the answers generated by our
spectrally modulated model exhibit higher informa-
tiveness. Meanwhile, we discussed the impact of
spectral modulation on model interpretability and
found that spectral modulation also improves the
model in this aspect. Furthermore, we investigate
how the spectral modulation method generalizes to
tasks beyond linguistic ones.

In summary, the proposed method is surprisingly
simple yet effective, and, to the best of our knowl-
edge, it represents the first attempt to discuss con-
straints in LLMs’ performance from a frequency
perspective and to perform spectral modulation on
the weight matrices of LLMs. Extensive experi-
ments on three existing open-source large language
models across 10 datasets demonstrate the effec-
tiveness of our proposed method, which leads to av-
erage performance improvements of up to 10.12%
compared to the vanilla models.

2 Related Work

Frequency domain analysis occupies a critical posi-
tion in the field of signal processing. This technique
facilitates the elucidation of the frequency compo-
sition of signals, the identification of their intrinsic
characteristics, and the analysis of noise compo-
nents within these signals. Taking image signal
processing as an example, frequency domain anal-
ysis has many typical applications, including im-
age compression (Pennebaker and Mitchell, 1992;

Wong and Noyes, 1994; Wen et al., 2022) and im-
age denoising (Wang et al., 2006; Yue et al., 2014;
Hasinoff et al., 2016; Li et al., 2022; Erkan et al.,
2020; Sheng et al., 2022), among others. Due to
page length limitations, a more detailed review of
related literature on the application of frequency
domain analysis is provided in Appendix F.

In recent years, there has been a growing emer-
gence of endeavors integrating frequency analysis
into deep learning. Xu et al. (2020) introduce a
learning-based frequency selection method aimed
at identifying trivial frequency components that
could be eliminated without sacrificing accuracy,
which can enhance the precision of image classi-
fication. Qin et al. (2021) extend the concept of
channel attention to the frequency domain, propos-
ing the multi-spectral channel attention frame-
work. This framework exhibited promising per-
formance across tasks such as image classification,
object detection, and instance segmentation. Pa-
tro and Agneeswaran (2024) propose a Scattering
Vision Transformer to more effectively capture fine-
grained information within the input. This model
first uses Fourier transform operations to imple-
ment a frequency-domain layer for feature extrac-
tion in the shallow layers of the network, and subse-
quently employs multi-head self-attention modules
in the deeper layers for feature modeling. Chen
et al. (2024) propose the Frequency Domain Ker-
nelization method, which uses the Discrete Cosine
Transform (DCT) to map the Transformer’s Query
and Key to the frequency domain. This approach
effectively transforms the complexity of attention
computation to linear time, thereby reducing train-
ing costs and improving inference speed.

Our approach diverges from previous studies as
we investigate the effects of frequency domain pro-
cessing on the parameter space rather than on the
input space or the feature space. Specifically, our
method achieves enhanced performance by pro-
cessing model parameters in the frequency domain
without requiring additional retraining phases.

3 Method

3.1 Preliminaries

Since we suggest processing the weight matrices
within the LLMs, we first provide a brief descrip-
tion of the typical Transformer architecture in this
subsection.

Transformer-based LLMs are typically com-
prised of L layers of Transformer blocks. The
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lth transformer block first employs a self-attention
module to mix information across time steps and
then uses a feed-forward module to process the
information at each time step, thereby mapping a
vector sequence (h

(l−1)
1 , · · · ,h(l−1)

T ) of length T
to (h

(l)
1 , · · · ,h(l)

T ), where the dimensionality of the
vector is d.

A single-head self-attention module first maps
each vector hi to a query vector qi = hiW q, a key
vector ki = hiW k and a value vector vi = hiW v,
where W q,W k,W v ∈ Rd×d are layer-specific
weight matrices. Then the self-attention mod-
ule mechanism an output using the scaled dot-
production attention followed by a linear transfor-
mation W o as:

ui =
( T∑

j=1

softmax(
qik

T
j√
d
)vj

)
W o . (1)

A k-head self-attention is comprised of multiple
single-head self-attentions, which computes a set
of attention vectors by using different linear trans-
formations for key, query, and value, and then con-
catenates these attention vectors. Hence the dimen-
sions of weight matrices in multi-head attention
is related to the input vertor size and the number
of attention heads: W q ∈ Rd×dk, W k ∈ Rd×dk,
W v ∈ Rd×dk and W o ∈ Rdk×d.

The feed-forward module is typically comprised
of a 2-layer multi-layer perception (MLP) with a
ReLU or GELU activation function (Hendrycks
and Gimpel, 2016). We denote the weight matrices
of the first and second linear layers of this MLP by
W in and W out respectively.

In summary, the core architecture of LLMs
entails the following weight matrices W =
{W q,W k,W v,W o,W in,W out} for each layer.
In our work, we primarily focus on the matrices
within W , and enhance model performance by
spectral modulation. It is worth noting that Trans-
former blocks within different LLMs often exhibit
small differences. These preliminaries aim to out-
line the terminology essential for our approach
rather than present an full survey of these nuances.

3.2 Spectral Modulation
In the introduction section, we outlined the motiva-
tion behind this work. In this section, we formally
describe how spectral modulation can be applied
to LLMs to enhance model performance. A single-
step spectral modulation is defined by four factors
(τ, ℓ, α, ρ), including hyperparameters describing

the specific matrix to be processed: the weight
matrix type τ and the layer number ℓ, and hyper-
parameters required for spectral modulation: the
protection threshold α and the reduction factor ρ.

Fig. 1 illustrates an example of our single-step
spectral modulation. In this example, we have τ
= Win and ℓ = L, indicating that we modify the
weight matrix Win ∈ RM×N of the Feed Forward
module in the Lth Transformer block. For clarity of
description, here we denote the dimension of Win

as M×N . We regard the weight matrix Win(m,n)
as a two-dimensional discrete signal sampled in the
spatial domain. Then, its two-dimensional discrete
Fourier transform can be defined as:

F (u, v) = 1√
MN

∑M−1
m=0

∑N−1
n=0 Win(m,n)e−j2π(mu

M
+nv

N ), (2)

where u and v are discrete frequency variables, u =
0, 1, · · · ,M − 1; v = 0, 1, · · · , N − 1. We then
centralize the spectrum of the weight matrix, with
the smallest frequency at the center and increasing
frequencies further from the center. We apply a
Fourier mask Mτ,ℓ in the shape of M ×N to the
centralized spectrum:

F ∗(u, v) = Centering(F (u, v))⊙Mτ,ℓ , (3)

where ⊙ denotes element-wise multiplication and
the Fourier mask Mτ,ℓ consists of a protection
threshold α and a reduction factor ρ, serving to di-
minish high-frequency components in the spectrum
while preserving low-frequency components:

Mτ,ℓ(x, y) =

{
1 if |x| ≤ α and |y| ≤ α ,

ρ otherwise .
(4)

Here we denote the center point in the Fourier mask
Mτ,ℓ as (0, 0) for clarity.

At last, we perform inverse centering on the spec-
trum F ∗ to obtain F ′, and utilize the inverse Fourier
transform to convert the weight matrices back from
the frequency domain to the spatial domain:

W ∗
in(m,n) = 1√

MN

∑M−1
u=0

∑N−1
v=0 F ′ (u, v) ej2π(

mu
M

+nv
N ) (5)

So far, we have introduced the process of single-
step spectral modulation. This process applies spec-
tral modulation on a single weight matrix, thus
involving only two hyperparameters. By exhaus-
tively searching the specified parameter combina-
tions through grid search, we can simply select the
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Figure 1: We enhance model performance by applying spectral modulation to specific weight matrices within the
Transformer block, using the Win matrix in the Feed Forward module as an example.

best-performing parameters α and ρ on the valida-
tion set to adjust the model and achieve improved
performance on the test set.

Furthermore, how can we perform joint spec-
tral modulation on multiple layers of the model to
fully exploit the advantages of spectral modulation
methods? Here, two challenges arise. Firstly, po-
tential interactions between modulation operations
on different matrices may exist, complicating the
direct combination of optimal hyperparameters se-
lected for single-step modulation. Secondly, joint
modulation entails considering a large number of
parameters, including various layer numbers and
matrices within each layer, which leads to high
computational costs for direct search. Hence, we
propose using Bayesian optimization (Snoek et al.,
2012) to search for the optimal parameters for joint
spectral modulation. Bayesian optimization is an it-
erative method used for global optimization, aimed
at identifying the global optimal solution of an
objective function, particularly effective in cases
where the objective function has a high computa-
tional cost or is non-differentiable. The method is
based on Bayesian inference principles, approxi-
mating the posterior distribution of the objective
function by constructing a Gaussian process model
in the search space. Bayesian optimization can dis-
cover the global optimal parameter combinations
of the objective function in a few iterations. In our
scenario, the objective of Bayesian optimization is
to maximize validation accuracy.

Our proposed spectral modulation can be effort-

lessly implemented with just a few lines of code.
Additionally, this approach imposes no additional
computational burden during inference, rendering
it a highly practical solution that seamlessly in-
tegrates into existing LLMs to boost their perfor-
mance. It is worth noting that, the focus of this
work is to propose a promising approach to ex-
plore the potential of LLMs from a frequency per-
spective. While we believe there are many other
spectral modulation methods and hyperparameter
selection techniques, we leave this exploration to
future work.

4 Experiments

In this section, we first introduce the experimental
setup and then investigate the impact of hyperpa-
rameters on model performance with single-step
spectral modulation. Next, we further enhance the
performance of LLMs through multi-step spectral
modulation. We then discuss the impact of spectral
modulation on lexical composition to gain a deeper
understanding of our approach. Following this,
we compare spectral modulation with the existing
method and explore its generalization performance
on visual tasks. Additionally, we discuss the effect
of spectral modulation on model’s interpretability
in Appendix I.

4.1 Experimental Setup

To evaluate the effect of spectral modulation on
model performance, we assess the performance of
language models before and after applying spectral
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Figure 2: The effect of applying single-step spectral modulation to different weight matrices on model’s performance
on the FEVER dataset. The vertical axis shows the performance gain of the model with spectral modulation compared
to the vanilla model, while the horizontal axis indicates the reduction factor applied to specific layers.

modulation on ten tasks. These tasks include Coun-
terFact (Elazar et al., 2021), FEVER (Thorne et al.,
2018), Bios Gender (De-Arteaga et al., 2019), Bios
Profession (De-Arteaga et al., 2019), Truthful QA
(Lin et al., 2021), BigBench Epistemic Reasoning
(Srivastava et al., 2022), BigBench Wikidata QA
(Srivastava et al., 2022), Stanford Sentiment Tree-
bank 2 (SST-2) (Socher et al., 2013; Wang et al.,
2018), Race (Lai et al., 2017), and Question Natu-
ral Language Inference (Wang et al., 2018). These
tasks broadly test the language model’s reasoning
abilities, language understanding, and factuality.
The hyperparameters involved in spectral modula-
tion are selected based on a small validation set,
and results are reported on the test set. For datasets
that only provide a test set, we split them into sep-
arate validation and test sets. The models used
for these tasks include GPT-J-6B (Wang and Ko-
matsuzaki, 2021), Vicuna-7B-V1.5 (Zheng et al.,
2024), and the newly released Llama3-8B 1. We
use the HuggingFace implementation for all three
LLMs and run experiments on NVIDIA GeForce
RTX 4090 GPUs with 24GB of memory. Due to
page length limitations, specific details about the
datasets and evaluation metrics are provided in Ap-
pendix.A and Appendix.B. Each computational ex-
periment in this paper was conducted three times,
and average results were reported.

1https://github.com/meta-llama/llama3

4.2 The Effect of Single-Step Spectral
Modulation

In this section, we investigate the impact of hyper-
parameters on model performance when applying
spectral modulation to specific parameter matrices.

Fig.2 illustrates the variation in model perfor-
mance on the FEVER dataset when spectral mod-
ulation with different reduction factors is applied
to different weight matrices of the model. More
experimental results can be found in Appendix C.
In this experiment, the protection threshold is set
at a value of 256. From Fig. 2, two observations
can be gleaned. First, the influence of the reduction
factor varies across different layers and types of
weight matrices. For instance, applying spectral
modulation to the Wout matrix in layer 30 yields
positive performance gains, which increase as the
reduction factor decreases. Conversely, spectral
modulation always has an adverse effect on the Wk

matrix of the same layer. Second, on the FEVER
dataset, applying spectral modulation to the feed-
forward components (i.e., Win and Wout) within
the seven layers immediately preceding the last
layer shows potential for enhancing model perfor-
mance. While spectral modulation on other weight
matrices may also improve model performance, to
balance computational cost and performance, sub-
sequent results in this paper primarily focus on joint
spectral modulation through Bayesian optimization
on the feed-forward modules of these seven layers,
unless otherwise specified.
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Dataset
Model Name

GPT-J-6B GPT-J-6B* Vicuna-7B-V1.5 Vicuna-7B-V1.5* Llama3-8B Llama3-8B*
CounterFact 14.16 27.59 34.91 37.53 40.47 46.78
FEVER 50.28 59.63 53.33 71.68 65.90 70.26
Bios Gender 70.75 79.02 99.21 99.26 95.40 98.12
Bios Profession 75.32 82.12 81.97 83.68 91.96 92.06
TruthfulQA 54.87 55.95 44.56 56.12 44.92 55.93
BigBench-Epistemic Reasoning 37.13 46.38 50.25 62.88 40.06 62.50
BigBench-WikidataQA 51.94 66.44 59.91 63.06 62.31 64.59
Stanford Sentiment Treebank 2 54.75 54.75 62.53 70.06 70.84 75.00
Race 44.66 73.50 57.75 76.59 52.91 72.03
Question Natural Language Inference 50.81 60.50 64.19 67.63 51.88 59.47
Average 50.47 60.59 60.86 68.85 61.67 69.67

Table 1: Effect of joint spectral modulation on ten Question Answering datasets. We determine the best hyperpa-
rameters for each model and task using Bayesian optimization on a validation set and report their performance on
a held-out test set. An asterisk (*) indicates enhanced LLMs using spectral modulation, while LLMs without an
asterisk represent the vanilla models. The best results are highlighted in bold.
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Figure 3: The effect of applying single-step spectral
modulation to different weight matrices on the model’s
performance on the FEVER dataset. The horizontal axis
indicates the protection threshold. Here, the reduction
factor is set to 0.1.

Next, we examine the variations in model perfor-
mance on the FEVER dataset when applying spec-
tral modulation with different protection thresholds
to various weight matrices in the model’s feed-
forward module, as illustrated in Fig. 3. The
reduction factor was fixed at 0.1. A larger pro-
tection threshold signifies that a greater number
of frequency components in the parameter matrix
are preserved from modification. In most layers
where positive performance gains are observed,
such as the 26th, 27th, and 28th layers, decreas-
ing the protection threshold from 1024 to 64 yields
increased performance improvements, which subse-
quently stabilize. However, when applying spectral

modulation to the Win weight matrices of the 30th
layer, performance gains are observed to be greater
with a protection threshold of 1024 compared to
64. Although individually optimizing the protec-
tion threshold for each weight matrix could fully
harness the potential of spectral modulation, we
note the substantial performance improvements al-
ready realized with protection threshold set to 64.
Consequently, with the objective of simplifying
the parameter search space for Bayesian optimiza-
tion in the context of joint spectral modulation, we
adopt a protection threshold of 64 for subsequent
experiments, unless otherwise specified.

4.3 The Superiority of Joint Spectral
Modulation

Based on the experimental observations and pa-
rameter settings from the previous subsection, we
employed Bayesian optimization to search the opti-
mal parameters for joint spectral modulation and
validated the effectiveness of our method across ten
test datasets. With the assistance of spectral mod-
ulation, the widely used Vicuna-7B-V1.5 model
achieves a 2.62% performance gain on the Coun-
terFact dataset, a 18.35% performance gain on
the FEVER dataset, and an average performance
gain of 7.99% across the ten datasets. Assisted by
spectral modulation, the recently released popular
open-source large model Llama3-8B also achieves
notable performance gains. Llama3-8B achieved
a 6.31% performance gain on the CounterFact
dataset, a 4.36% performance gain on the FEVER
dataset, and an average performance gain of 8.00%
across the ten datasets. In summary, joint spec-
tral modulation consistently delivers performance
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gains across various datasets and models, requir-
ing no additional training. We further evaluated
the performance of joint spectral modulation us-
ing a conservative strategy rather than Bayesian
optimization in Appendix D.

4.4 Impact on Lexical Composition
To further understand the changes brought about by
spectral modulation, we analyze the outputs of the
vanilla model, the spectrally modulated model, and
their corresponding high-frequency counterparts in
terms of lexical composition. The difference be-
tween the high-frequency model and the spectrally
modulated model lies in the fact that the former re-
tains the high-frequency components in the weight
matrix while filtering out the low-frequency com-
ponents, whereas the latter does the opposite.

Tab. 2 presents the lexical composition of an-
swers for 200 samples in the Counterfact dataset,
including nouns, verbs, prepositions, conjunctions,
determiners, adjectives, adverbs, pronouns, numer-
als, and punctuation. The number of generated
tokens is limited to a maximum of 10. The answers
generated by our model are particularly notable
for their use of nouns and verbs, which contain
the most information. Additionally, these answers
exhibit a higher frequency of prepositions and con-
junctions, enhancing sentence fluency. In contrast,
answers from the high-frequency model feature
the highest usage of adverbs and numerals, focus-
ing mainly on supplementing existing information.
The vanilla model’s answers have the highest us-
age of determiners and pronouns, which contain
the least amount of information. In summary, the
answers generated by our model, which reduce
high-frequency components, have a higher infor-
mation content. This likely contributes to improved
generation accuracy (See Appendix B). In contrast,
the vanilla model and the high-frequency model
produce answers with less information content, po-
tentially leading to inferior performance.

Tab. 3 provides two specific examples. The
answer for the first question generated by the spec-
trally modulated model provides a specific ge-
ographic location. It uses the most nouns and
the fewest determiners, making the information
specific and detailed. The answers from the
vanilla model and the high-frequency model pro-
vide shared building information but lack spe-
cific geographic location details, making the in-
formation somewhat vague and abstract. The phe-
nomenon observed in the second example is similar,

Component Ours High Vanilla

NOUN Sum 561 514 493
Average 2.81 2.57 2.47

VERB Sum 219 184 148
Average 1.10 0.92 0.74

PREP Sum 186 182 170
Average 0.93 0.91 0.85

CONJ Sum 108 91 67
Average 0.54 0.46 0.34

DET Sum 176 199 253
Average 0.88 1.00 1.27

ADJ Sum 125 124 79
Average 0.63 0.62 0.40

ADV Sum 34 42 28
Average 0.17 0.21 0.14

PRON Sum 42 46 54
Average 0.21 0.23 0.27

NUM Sum 28 43 42
Average 0.14 0.22 0.21

PUNCT Sum 133 125 140
Average 0.67 0.63 0.70

Table 2: The lexical composition analyze on the answers
for the CounterFact dataset. “Vanilla", “Ours", “High"
refer to answers derived from the vanilla Vicuna-7B,
our spectrally modulated model, and the high-frequency
model, respectively. “Sum" is the total occurrences of
the corresponding component across all samples, while
“Average" denotes the average occurrences of that com-
ponent per sample. The maximum numbers are in bold.

with our model providing more specific responses
compared to the vanilla model, which tends to give
vaguer answers. Appendix E provides additional
discussion of the lexical composition of model-
generated answers on other datasets.

4.5 Comparison with the Layer-Selective
Rank Reduction Method

Sharma et al. (2023) found that carefully selected
rank reductions can enhance Transformer perfor-
mance and proposed the LAyer-SElective Rank re-
duction (LASER) method. How does our method
differ from LASER? Motivationally, our approach
is inspired by common denoising techniques in the
field of signal processing, whereas LASER is moti-
vated by the popular parameter-efficient fine-tuning
method in the LLM domain, Low-Rank Adaptation
(LoRA) (Hu et al., 2021). In terms of method-
ology, our method applies spectral modulation in
the model’s parameter space, while LASER per-
forms low-rank approximation. In terms of effec-
tiveness, our method outperforms LASER on mul-
tiple datasets, as illustrated in Fig.4.Our method
and LASER enhance the performance of LLMs in
a post-hoc manner from two different perspectives,
with our approach achieving superior results. We
believe there are still other methods that can im-
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Question
There are more than 60 establishments across the
avenue. The headquarters of Overkill Software is in

The language of Fully Booked is

Label Stockholm English
Ours Stockholm, Sweden. The company was founded in a mix of Filipino and English. nobody is
High the same building. The building is located a mix of formal and informal language. nobody
Vanilla the same building as the studio. The a language of the heart. nobody can read it

Table 3: Specific examples in the Counterfact dataset. ’Question’ refers to the model input, and ’Label’ refers to
the correct answer. "Vanilla," "Ours," and "High" refer to answers derived from the vanilla Vicuna-7B-V1.5, our
spectrally modulated model, and the high-frequency model, respectively. Correct answers are in bold.

prove the performance of LLMs, awaiting further
exploration.

CounterFact FEVER Bios Profession TruthfulQA Epistemic Reasoning WikidataQA
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30

40

50

60

70

80

Ac
cu

ra
cy

24.00

56.20

82.10

55.60

38.30

65.90

27.59

59.63

82.12

55.95

46.38

66.44

Laser
Spectral Modulation

Figure 4: Comparison of our method and LASER across
different datasets with GPT-J-6B.

4.6 The Effect of Spectral Modulation in
Vision Tasks

To understand whether the findings of this study
can generalize beyond language tasks, we con-
ducted an exploration of the effect of spectral mod-
ulation on computer vision tasks. In our experi-
ments, we selected the ViT-B/32 model pre-trained
on ImageNet (Wightman, 2019), as well as the
ViT-B/32 and ResNet-50 models obtained using
Contrastive Language-Image Pretraining (CLIP)
(Radford et al., 2021), and tested their performance
on ImageNet (Deng et al., 2009), ImageNet-V2
(Recht et al., 2019), and ImageNet-Sketch (Wang
et al., 2019) datasets. As shown in Tab. 4, models
with spectral modulation consistently achieved su-
perior performance compared to the original mod-
els. Specifically, for the ResNet-50 model pre-
trained with CLIP, spectral modulation resulted
in performance gains of 0.26% and 0.16% on the
ImageNet and ImageNet-V2 datasets, respectively.
Although these performance gains are smaller com-
pared to those achieved in the textual domain, it is
noteworthy that these improvements were achieved
solely through spectral modulation without any ad-
ditional training or fine-tuning of the pre-trained
models, thus incurring almost no extra cost. In

Appendix G, we visualize some images that were
misclassified by the original model but correctly
classified by the spectrally modulated model.

Model ImageNet ImageNet-V2 ImageNet-S
CLIP-RN50 59.82 52.89 35.44
CLIP-RN50* 60.08 53.05 35.59

CLIP-ViT-B/32 60.22 52.40 46.45
CLIP-ViT-B/32* 60.38 52.63 46.74

ViT-B/32 78.75 66.41 29.65
ViT-B/32* 78.82 66.54 29.89

Table 4: The effect of the proposed spectral modulation
in vision tasks. The asterisk (*) indicates enhanced deep
model using spectral modulation, while models without
an asterisk represent vanilla models.

5 Conclusions

This paper revisits the factors limiting the perfor-
mance of large language models (LLMs) from
a frequency perspective, hypothesizing that high-
frequency components in the weight matrices of
LLMs may carry noise detrimental to model perfor-
mance. To address this, we propose a straightfor-
ward, retraining-free spectral modulation method
that enhances model performance by reducing
high-frequency components while preserving low-
frequency components in the weight matrices. Ex-
tensive experiments conducted on ten different
datasets and three distinct LLMs demonstrate the
effectiveness of our method. Moreover, we an-
alyzed the lexical composition in the generated
outputs from the spectrally modulated models and
their high-frequency counterparts, which suggests
that spectral modulation contributes to more spe-
cific and complete outputs. Additionally, experi-
ments on the classic ImageNet classification task
demonstrate the effectiveness of the method’s gen-
eralization to non-linguistic tasks. We hope that
our findings can inspire further research into the
internal mechanisms of LLMs from the perspec-
tive of spectral analysis, ultimately leading to the
development of more reliable and effective LLMs.
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Limitations

This paper provides novel insights into the perfor-
mance obstacles of large language models from
a frequency domain perspective and introduces a
method to enhance performance through spectral
modulation of weight matrices, requiring no addi-
tional training.

A limitation of our proposed approach is the in-
evitable exclusion of high-frequency information,
whose role in the model remains uncertain. Al-
though we conducted extensive experiments on
multiple benchmark datasets to demonstrate the ef-
fectiveness and broad applicability of our proposed
method, we must acknowledge that there may be
specific tasks where high-frequency information
should not be diminished. Decoupling components
detrimental to model performance from the fre-
quency domain of the language model’s parameter
space without inadvertently losing beneficial com-
ponents is a question worthy of further exploration,
which we leave for future work.

Another limitation might be the relatively sim-
ple setting of hyperparameters in the proposed joint
spectral modulation method. For instance, the ex-
perimental results in Fig. 2 indicate that modulat-
ing the spectra of parameter matrices like Wk and
Wq could also enhance model performance. How-
ever, to avoid compromising the performance and
computational efficiency of Bayesian optimization
with too many hyperparameters, we applied joint
spectral modulation only to the feed-forward mod-
ules in the last seven layers of the model. This
approach may not fully exploit the advantages of
joint spectral modulation. Nevertheless, the focus
of this paper is to analyze performance limitations
from a frequency domain perspective and to present
a method that effectively improves model perfor-
mance. Further exploration of better joint spectral
modulation methods is left for future work.

Ethical Considerations

We believe that our method does not inherently
pose potential negative societal impacts, as its pri-
mary objective is to enhance the performance of
language models. However, concerns about the
potential misuse of language models leading to
negative societal impacts do exist. This issue is not
unique to our method; it is a shared concern appli-
cable to all language models, meriting continued
attention and research by the academic community
in the times ahead.
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A Dataset Processing Details

For each dataset in Table 1, we use 20% of the pro-
cessed dataset for hyperparameter search, while the
remaining 80% is used as the test dataset to evalu-
ate the effectiveness of the hyperparameters. We
describe the specific dataset processing as follows:
CounterFact (Elazar et al., 2021). The dataset
consists of approximately 20,000 examples, each
with 3 paraphrases, resulting in a total of 65,757
examples. For the GPT-J-6B model, the label is al-
ways one token long. However, for the Llama3-8B
model and Vicuna-7B-V1.5 model, the label can
consist of multiple tokens. Our experimental frame-
work employs the question-answer format, where
the input prompted question is designed based on
the original dataset.
FEVER (Thorne et al., 2018). We merge the
dev and test split of the original FEVER dataset
by initially filtering out samples labeled as ’NOT
ENOUGH INFO’, retaining only those catego-
rized under ’SUPPORTS’ and ’REFUTES’. Sub-
sequently, we eliminate entries featuring identical
claims with differing labels. This process yields a
dataset comprising 13,086 samples, with 6,510 de-
riving from the original dev set and 6,576 deriving
from the original test set. The experimental frame-
work employs a question-answer format where the
input correlates each claim to a prompted ques-
tion, formatted as <"Is the following claim true
or false: " + question.strip() + " The claim is">
where the question is derived from the claim by
adjusting its punctuation. If the question does not
end with a period or question mark, we add a pe-
riod to it. Concurrently, in the model’s output, the
labels ’SUPPORTS’ and ’REFUTES’ are systemat-
ically mapped to true (1) and false (0), respectively,
enabling a direct comparison with the predicted
outcomes.
Bios Gender (De-Arteaga et al., 2019). We adopt
the dev split of the original Bias in Bios dataset to
create a dataset comprising 39,642 samples. The
task of this dataset is to determine the gender of the
people in the textual biographies (denoted as bios)
part of the samples. There are only two possible
labels: male and female. The experimental frame-
work employs a question-answer format where the
input correlates each bios to a prompted question,
formatted as <"Consider the following text: " +
bios + " Is the person in this text male or female?
The person is">. We do not process the bios part.
Bios Profession (De-Arteaga et al., 2019). We

adopt the dev split of the original Bias in Bios
dataset. Our objective is to predict the occupations
of the individuals in the samples. Here we limit
the predictions to occupations that can be repre-
sented as a single token. For the Llama3-8B model,
the relevant professions include accountant, attor-
ney, comedian, composer, dentist, filmmaker, nurse,
model, teacher, dj, and rapper. For the GPT-J-6B
model and Vicuna-7B-V1.5 model,the professions
are journalist, poet, composer, model, teacher, ar-
chitect, painter, and professor. Based on the criteria,
we obtained datasets containing 11,383 and 19,223
samples, respectively. Our experimental frame-
work is in the form of question-answer, where the
prompted question transforms the bios part of the
sample into <"Consider the following text: " +
bios.strip() + " What is the profession of the person
in this text? The profession of this person is">. It is
crucial to ensure that if the bios part of the sample
ends with a period or a question mark, we use it as
is for the question. If not, we append a period to
ensure grammatical correctness before forming the
question.
Truthful QA. (Lin et al., 2021) We adopt the val-
idation split of the Truthful QA dataset to create
a dataset comprising 5,882 samples. The dataset
consists of multiple-choice questions, with each
question having multiple answer options, includ-
ing both correct and incorrect ones. We treat each
question along with each of its answers individ-
ually, forming separate samples. For instance, a
question with four answers is translated into four
samples. Our experimental framework employs the
question-answer format. We combine each ques-
tion with its answers to create multiple prompted
questions. These are structured as <question + " "
+ answer + " Is this statement true or false? This
statement is">. It is essential to ensure that each
answer ends with a period or a question mark; if
any answer does not, we add a period to ensure
consistency. Each prompted question corresponds
to the answer true or false. After processing the
dataset, we obtained the corresponding question-
answer pairs.
BigBench Epistemic Reasoning (Srivastava
et al., 2022). We consolidate the validation and
train split of the Big Bench epistemic reason-
ing dataset to create a dataset consisting of 2000
samples. The experimental framework adopts a
question-choice format, where the prompted ques-
tion directly utilizes the original question form
in the sample, and the choice is taken to be the
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one with the highest model-generated probabil-
ity among the label options ["entailment", "non-
entailment"].
BigBench Wikidata QA (Srivastava et al., 2022).
We consolidate the validation and train split of the
Big Bench Wikidata QA dataset, filtering out exam-
ples where the number of target labels exceeds one.
Our experimental framework utilizes a question-
answer format, with the input questions designed
based on the original dataset. The labels are always
composed of multiple tokens.
Stanford Sentiment Treebank 2 (SST-2) (Socher
et al., 2013; Wang et al., 2018). We merge the train
and dev split of the Stanford Sentiment Treebank 2
(SST-2) dataset from the GLUE benchmark. This
dataset includes sentences that have been annotated
by humans. These sentences are extracted from
movie reviews and sorted into two categories based
on emotional valence: positive emotions (marked
as 1) and negative emotions (marked as 0). Our ex-
perimental framework adopts a question-choice for-
mat. The structure of the input prompted question
is as follows: <"Consider the following comment:
" + question.strip() + " Is the sentiment expressed
in this comment positive or negative? The result
is">. Consistently formatting the question based on
the ending of the comment is crucial. If a comment
in a sample concludes with a period, semicolon,
question mark, or exclamation mark, the question
should replicate the exact sentence as it appears. If
the comment lacks one of these punctuation marks,
a period should be added before formulating the
question.
Race (Lai et al., 2017) We merge the train, vali-
dation, and test split of the RACE dataset into a
single pool. This dataset is designed for reading
comprehension tasks. Each sample comprises a
passage, a corresponding question, and four an-
swer choices, where only one option is correct. To
augment the data, each sample is expanded by com-
bining the text and question with each of the four
answer choices separately, thereby transforming
each original sample into four distinct samples. Our
experimental framework utilizes a question-answer
format. The input prompted question is structured
as follows: <"For the passage " + "passage.strip()"
+ ", the question is " + "question.strip()" + "is the
answer " + "option.strip()" + " to this question
right or wrong? The result is">. Here, passage
is the text, question is the corresponding question,
and option is one of the four options for the ques-
tion.

Question Natural Language Inference (QNLI)
(Wang et al., 2018). We merge the train and dev
split of the Question Natural Language Inference
(QNLI) dataset from the GLUE benchmark. The
experimental framework adopts a question-choice
format, where the prompted question directly uti-
lizes the original question form in the sample, and
the choice is taken to be the one with the high-
est model-generated probability among the label
options ["entailment", "non-entailment"].

B Details for Evaluation Metrics

For different datasets, we employ distinct methods
to calculate accuracy. These methods are catego-
rized into two types:

Classification Accuracy: For datasets with a lim-
ited set of possible labels, where each label is single
token long, we decode the token with the highest
predicted probability as the predicted label. If it
matches the ground-truth label, we consider the
prediction as correct.

Generation Accuracy: For datasets with open-
ended labels, where each label may consist of mul-
tiple tokens, we preprocess both the generated text
and the label by converting them to lowercase and
stripping whitespaces. The prediction is correct
if the ground-truth label is contained within the
generated text.
CounterFact(Elazar et al., 2021). We evaluate the
correctness of our predictions based on generation
accuracy. For the GPT-J-6B model, we utilize the
first token generated as the output since all labels
are single token long. For the Llama3-8B model
and Vicuna-7B-V1.5 model, we set the maximum
generation length to 10 tokens, which are then used
as the generated text.
FEVER(Thorne et al., 2018). We evaluate the
correctness of our predictions based on classifica-
tion accuracy. We select the label from the set [true,
false] that has the highest probability in the model’s
prediction results as the predicted label.
Bios Gender(De-Arteaga et al., 2019). We eval-
uate the correctness of our predictions based on
classification accuracy. We select the label from
the set [male, female] that has the highest probabil-
ity in the model’s prediction results as the predicted
label.
Bios Profession(De-Arteaga et al., 2019). We
evaluate the correctness of our predictions based
on classification accuracy. For the Llama3-8B
model, we select the label from the set [accountant,
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Figure 5: The effect of applying spectral modulation to different layers on the performance of Vicuna-7B-V1.5
on the BigBench-Epistemic Reasoning dataset. The vertical axis shows the performance gain of the model with
spectral modulation compared to the vanilla model, while the horizontal axis indicates the reduction factor applied
to specific layers. In this experiment, the protection threshold is set to 256.

attorney, comedian, composer, dentist, filmmaker,
nurse, model, teacher, dj, rapper] that has the high-
est probability in the model’s prediction results as
the predicted label. For the GPT-J-6B model and
Vicuna-7B-V1.5 model, we select the label from
the set [journalist, poet, composer, model, teacher,
architect, painter, professor] that has the highest
probability in the model’s prediction results as the
predicted label.
Truthful QA.(Lin et al., 2021) We evaluate the
correctness of our predictions based on classifica-
tion accuracy. We select the label from the set [true,
false] that has the highest probability in the model’s
prediction results as the predicted label.
BigBench Epistemic Reasoning(Srivastava et al.,
2022). We evaluate the correctness of our predic-
tions based on classification accuracy. We select
the label from the set [entailment, non-entailment]
that has the highest probability in the model’s pre-
diction results as the predicted label.
BigBench Wikidata QA(Srivastava et al., 2022).
As the set of labels are open-ended, we compute
the generation accuracy similar to CounterFact. For
the three LLMs we generate 10 tokens uniformly.
Stanford Sentiment Treebank 2 (SST-2)(Socher
et al., 2013; Wang et al., 2018). We evaluate the
correctness of our predictions based on classifica-
tion accuracy. We select the label from the set
[positive, negative] that has the highest probability

in the model’s prediction results as the predicted
label.
Race(Lai et al., 2017) We evaluate the correctness
of our predictions based on classification accuracy.
We select the label from the set [right, wrong] that
has the highest probability in the model’s prediction
results as the predicted label.
Question Natural Language Inference
(QNLI)(Wang et al., 2018). We evaluate
the correctness of our predictions based on
classification accuracy. We select the label from
the set [entailment, non-entailment] that has the
highest probability in the model’s prediction
results as the predicted label.

C The Effect of the Reduction Factor on
Epistemic Reasoning Dataset

The main text discusses the performance gains re-
sulting from applying spectral modulation with dif-
ferent reduction factors to various weight matrices
of the model on the FEVER dataset. Here, we inves-
tigate this phenomena on the BigBench-Epistemic
Reasoning dataset, with results presented in Fig.5.
We can derive two findings from this. First, the
impact of spectral modulation on different weight
matrices may vary across different tasks. For ex-
ample, applying spectral modulation to the Wout

matrix in layer 30 leads to positive performance
gains on the FEVER dataset but results in nega-
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tive effects on the BigBench-Epistemic Reason-
ing dataset. Second, appropriate spectral modula-
tion can enhance the model’s performance on the
BigBench-Epistemic Reasoning dataset, indicating
that spectral modulation is a promising method for
improving model performance. To simplify the
search space for Bayesian optimization, this paper
applies joint spectral modulation only to the seven
layers preceding the last layer of the model.

D Joint Spectral Modulation with a
Conservative Strategy

We conducted an experiment on the Vicuna-7B-
V1.5 model to evaluate the performance of spec-
tral modulation, applying joint spectral modulation
across ten datasets with α set to 64 and ρ set to 0.95.
Such an operation means that we uniformly mod-
ulated the high-frequency components conserva-
tively. The results are shown in the Tab. 6, and this
conservative modulation method achieves promis-
ing average performance.

E Lexical Composition Analysis on
FEVER

In the FEVER dataset, we randomly selected 1,000
samples and analyzed the top three tokens gener-
ated by the vanilla Vicuna-7B-V1.5, our spectrally
modulated model, and the high-frequency counter-
part. Tab. 5 presents the frequency of the ten most
frequently occurring tokens among these top three
tokens. The answer set for the FEVER dataset
is [true, false]. It should be noted that ’true’ and
’false’ in the answers do not indicate the correctness
or incorrectness of the prediction. For example, if
the predicted token is ’true’ but the ground-truth
label is ’false,’ this prediction is incorrect.

We find that in the context of the prompted ques-
tions, the conjunction ’that’, the pronoun ’neither’,
the adverbs ’not’, the determiner ’a’, and the punc-
tuation marks ’::’ and ’...:’ appear significantly
more frequently in answers generated by the high-
frequency model than in answers generated by our
spectrally modulated model. These elements con-
vey relatively little information and serve more as
supplements and embellishments. If we use both
the high-frequency and low-frequency components
of the model for prediction, the output generated
by the high-frequency components contains less
information and may interfere with the accurate
predictions from the low-frequency components.
This explains why the performance of the vanilla

model is inferior to that of the spectrally modu-
lated model, which predominantly relies on low-
frequency components.

Top-10 Ours High Vanilla
1 false 970 not 998 true 1000
2 not 876 :: 759 false 996
3 true 700 actually 294 not 735
4 :: 209 a 287 that 219
5 that 208 that 259 :: 27
6 based 4 neither 200 likely 18
7 a 2 false 70 based 2
8 subject 2 ...: 60 a 1
9 likely 2 in 15 set 1

10 directed 1 likely 12 partially 1

Table 5: Top ten word frequency statistics for the top
three tokens with predicted probabilities. We consider
1000 samples in the FEVER dataset. The numbers on
the left indicate the rankings. “Vanilla", “Ours", “High"
refer to answers derived from the vanilla Vicuna-7B-
V1.5, our spectrally modulated model, and the high-
frequency model, respectively.

F Related Literature to Applications of
Frequency Domain Analysis

Frequency domain analysis occupies a critical posi-
tion in the field of signal processing. This technique
facilitates the elucidation of the frequency compo-
sition of signals, the identification of their intrinsic
characteristics, and the analysis of noise compo-
nents within these signals. Taking image signal
processing as an example, frequency domain anal-
ysis has many typical applications, including im-
age compression (Pennebaker and Mitchell, 1992;
Wong and Noyes, 1994; Wen et al., 2022) and im-
age denoising (Wang et al., 2006; Yue et al., 2014;
Hasinoff et al., 2016; Li et al., 2022; Erkan et al.,
2020; Sheng et al., 2022), among others.

As for the image compression methods, the
JPEG compression standard (Pennebaker and
Mitchell, 1992) performs discrete cosine trans-
formation (DCT) and quantization operations on
patches of the image. Wong and Noyes (1994) pro-
pose a space-frequency partition scheme to fully
leverage the exceptional localization properties of
wavelets in both spatial and frequency domains,
resulting in enhanced PSNR compared to tradi-
tional subband and wavelet-based methods. Wen
et al. (2022) propose a method for high-quality
image encryption and restoration based on DCT
frequency-domain compression coding and chaos,
aiming to enhance the information effectiveness
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during digital image transmission.
As for the denoising methods, Wang et al. (2006)

introduce an approximate measure about the sim-
ilarity of neighborhood windows to perform non-
local denoising, and use an efficient Summed
Square Image scheme and Fast Fourier Transform
(FFT) to accelerate the calculation of this measure.
Yue et al. (2014) put forward a method that per-
form denoising strategies in both the frequency and
spatial domains, subsequently fusing the denoised
results in the frequency domain for a final results,
which significantly improves the visual quality of
images. Hasinoff et al. (2016) and Li et al. (2022)
propose to utilize Wiener filtering in the frequency
domain to mitigate noise in low-light images and
enhance imaging quality. Erkan et al. (2020) intro-
duce an adaptive frequency median filter, a filter
that prioritizes the uniqueness of gray values, ef-
fectively eliminating salt-and-pepper noise. Sheng
et al. (2022) perform the decomposition of frequen-
cies in their denoising model, encouraging sepa-
rate treatment of low-frequency and high-frequency
content. This approach ensures spatial smoothness
while preserving high-frequency structures, thereby
enabling the recovery of clear images with promi-
nent structures from noisy inputs.

In recent years, there has been a growing emer-
gence of applications integrating frequency anal-
ysis into deep learning. Xu et al. (2020) intro-
duce a learning-based frequency selection method
aimed at identifying trivial frequency components
that could be eliminated without sacrificing ac-
curacy, which can enhance the precision of im-
age classification. Qin et al. (2021) extend the
concept of channel attention to the frequency do-
main, proposing the multi-spectral channel atten-
tion framework. This framework exhibited promis-
ing performance across tasks such as image classi-
fication, object detection, and instance segmenta-
tion. Zhu et al. (2023) introduce random dropout
in the frequency domain as an approach of data
augmentation, thereby enhancing the robustness
of trained models. Patro and Agneeswaran (2024)
propose a Scattering Vision Transformer to more
effectively capture fine-grained information within
the input. The model first uses Fourier transform
operations to implement a frequency-domain layer
for feature extraction in the shallow layers of the
network, and subsequently employs multi-head
self-attention modules in the deeper layers for fea-
ture modeling. Chen et al. (2024) propose the Fre-
quency Domain Kernelization method, which uses

the Discrete Cosine Transform (DCT) to map the
Transformer’s Query and Key to the frequency do-
main. This approach effectively transforms the
complexity of attention computation to linear time,
thereby reducing training costs and improving in-
ference speed.

G Visual Examples Correctly Classified
by Our Method

In the main text, we numerically demonstrate that
spectral modulation can effectively improve the
model’s performance in visual tasks by correctly
classifying more samples. In this section, we visu-
alize some images that were misclassified by the
original model but correctly classified by the spec-
trally modulated model, as shown in Fig. 6. We
selected the CLIP version of ResNet-50 (Radford
et al., 2021) for our experiments. Notably, this
version of ResNet-50 includes a Transformer-style
attention pooling layer at the end. Therefore, we
applied spectral modulation to this layer, setting the
reduction factor to 0.95 and the protection thresh-
old to 25. The images are presented with their
correct labels and the incorrect predictions made
by the original model in the format (label | Predic-
tion). These results illustrate the potential of the
spectral modulation method to generalize to non-
linguistic tasks. Further exploration of how to fully
leverage its effectiveness across different tasks is
left for future work.

H Visualization of Weight Matrices and
Spectrally Modulated Weight Matrices

In the main text, we discussed how to perform
spectral modulation on weight matrices and experi-
mentally validated its superior performance. In this
section, we visually present the impact of spectral
modulation on the model’s weight matrices, with
the results shown in Fig. 7. For this experiment,
the reduction factor is set to 0.1. The spectra of
Win and Wout are uniformly distributed from high
to low frequencies, with similar intensity across dif-
ferent frequency bands. After spectral modulation,
the high-frequency information is significantly re-
duced.

I Discussion on Model Interpretability

In this subsection, we analyze the interpretability
of the model based on Discretized Integrated Gra-
dients (DIG) (Sanyal and Ren, 2021), a typical
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attribution-based explanation method. DIG effec-
tively identifies the significance of each word in
the input sample during the model’s processing for
a specific answer. For both the vanilla model and
the spectrally modulated model, we normalize the
saliency of each word with respect to the correct
and incorrect answers, respectively, and then vi-
sualize the differences between these normalized
values to observe the impact of each word on the
model’s prediction results.

In Fig.8 (a), we observe that our spectrally modu-
lated model pays more attention to key information
’Sean Penn’ and ’stage actor’. In contrast, although
the vanilla model also focuses on these parts, it ex-
cessively pays attention to less informative words
like ’is,’ ’ever,’ and ’a.’ These words should not
have a significant influence on the model’s deci-
sions.

In Fig.8 (b), the key information includes ’San-
cho Panza’, ’character’, and ’Don Quixote’. It is
observed that although the vanilla model pays at-
tention to these pieces of information, it dispropor-
tionately focuses on the non-critical word ’in’. In
contrast, the spectrally modulated model allocates
most of its attention to the key information.

In Fig.8 (c), the key information consists of ’cap-
ital’ and ’Mogadishu’. The original model overly
focuses on ’capital’, resulting in insufficient atten-
tion to other key information. Although the spec-
trally modulated model slightly underemphasizes
’capital’, it distributes its attention more evenly
across the other key information compared to the
vanilla model.

This phenomenon indicates that the spectrally
modulated model not only demonstrates better per-
formance but also possesses good interpretability.

J Bayesian Optimization Recommended
Hyperparameters

Our proposed joint spectral modulation refines the
weight matrices in the feed-forward modules of
the seven layers preceding the final layer in LLMs.
The optimal hyperparameters are determined us-
ing Bayesian optimization, with the total iteration
time varying across different datasets and mod-
els. For example, on the FEVER dataset using the
Vicuna-7B-V1.5 model, the accuracy is calculated
as classification accuracy, with labels being a sin-
gle token in length. The sample size during the
search was 2617, and it took 23 GPU hours for 150
search steps on the RTX 4090 GPU. The search

time mainly depends on the inference model, the
number of tokens generated, the sample size, and
the number of search steps. If the accuracy for the
FEVER dataset were calculated as generation accu-
racy with "max_new_tokens" set to 10, the search
time would be approximately 10 times longer than
that required for classification accuracy. In fact,
the optimal results frequently appeared within the
first 50 steps. To reduce computational cost, 50
steps can still yield satisfactory results. In our ex-
periments, we set the number of iterations to 150,
and the recommended hyperparameters are listed
in Tab. 7, 8, and 9. These hyperparameters can be
used to reproduce our experimental results. Natu-
rally, additional iterations and improved selection
schemes for the weight matrices could yield hyper-
parameters that achieve even better performance,
but that is not the focus of this paper.
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goldfish | reel ostrich | bustard kite | cockatoo

vulture | coucal tree-frog | anole koala | wombat

papillon | cardigan dingo | meerkat folding chair | bars

acorn | jackfruit fig | squash wardrobe | crib

 lock | keyboard ant | beetle hourglass | bell

Figure 6: Examples correctly classified by the spectrally
modulated CLIP model with a ResNet-50 backbone, but
misclassified by the original CLIP model.
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Figure 7: Taking the weight matrices in the feed-forward
module of the penultimate layer of the Vicuna-7B-V1.5
model as an example, we visualize their spatial domain
and spectral domain before and after spectral modula-
tion, with darker colors indicating higher intensity. For
visualization purposes, we have truncated a central por-
tion of the weight matrix and the spectrum.

(a)

(b)

(c)

Figure 8: The attribution of each word in different input
samples on the vanilla model and our spectrally modu-
lated model on the FEVER dataset, with darker colors
indicating greater impact. The model used is Vicuna-
7B-V1.5.
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Model Name
Dataset

Vicuna-7B-V1.5 Vicuna-7B-V1.5*(α=64,ρ=0.95) Vicuna-7B-V1.5*(Bayesian optimisation)
CounterFact 34.91 35.63 37.53
FEVER 53.33 56.74 71.68
Bios Gender 99.21 99.22 99.26
Bios Profession 81.97 81.91 83.68
TruthfulQA 44.56 44.84 56.12
BigBench-Epistemic Reasoning 50.25 50.00 62.88
BigBench-WikidataQA 59.91 61.03 63.06
Stanford Sentiment Treebank 2 62.53 66.91 70.06
Race 57.75 61.28 76.59
Question Natural Language Inference 64.19 64.94 67.63
Average 60.86 62.25 68.85

Table 6: Effect of uniform joint spectral modulation on ten datasets. We tested the original model on the validation
set, as well as the model modified by uniform joint spectral modulation and the model modulated with the best
parameters obtained through Bayesian optimization. We report their performance and compare the performance
of the vanilla model with that of the model modified by uniform joint spectral modulation, with better results
highlighted in bold.

Dataset Hyperparameters

CounterFact
[Win, 20, 0.78] [Win, 21, 0.70] [Win, 22, 0.85] [Win, 23, 0.26] [Win, 24, 0.25] [Win, 25, 0.04] [Win, 26, 0.35]
[Wout, 20, 0.99] [Wout, 21, 0.00] [Wout, 22, 0.00] [Wout, 23, 0.75] [Wout, 24, 0.28] [Wout, 25, 0.28] [Wout, 26, 1.00]

FEVER
[Win, 20, 0.06] [Win, 21, 0.94] [Win, 22, 0.72] [Win, 23, 0.37] [Win, 24, 0.50] [Win, 25, 0.95] [Win, 26, 0.88]
[Wout, 20, 0.23] [Wout, 21, 0.87] [Wout, 22, 0.98] [Wout, 23, 0.88] [Wout, 24, 0.12] [Wout, 25, 0.86] [Wout, 26, 0.98]

Bios Gender
[Win, 20, 0.92] [Win, 21, 0.52] [Win, 22, 1.00] [Win, 23, 0.87] [Win, 24, 0.86] [Win, 25, 0.36] [Win, 26, 0.75]
[Wout, 20, 0.65] [Wout, 21, 0.04] [Wout, 22, 0.21] [Wout, 23, 0.86] [Wout, 24, 1.00] [Wout, 25, 0.24] [Wout, 26, 0.98]

Bios Profession
[Win, 20, 0.27] [Win, 21, 0.11] [Win, 22, 0.35] [Win, 23, 0.51] [Win, 24, 0.29] [Win, 25, 0.43] [Win, 26, 0.81]
[Wout, 20, 0.82] [Wout, 21, 0.42] [Wout, 22, 0.65] [Wout, 23, 0.95] [Wout, 24, 0.09] [Wout, 25, 0.83] [Wout, 26, 0.93]

TruthfulQA
[Win, 20, 0.95] [Win, 21, 0.98] [Win, 22, 0.11] [Win, 23, 0.56] [Win, 24, 0.81] [Win, 25, 0.27] [Win, 26, 0.76]
[Wout, 20, 0.86] [Wout, 21, 0.92] [Wout, 22, 0.04] [Wout, 23, 0.36] [Wout, 24, 0.16] [Wout, 25, 0.83] [Wout, 26, 0.78]

BigBench-Epistemic Reasoning
[Win, 20, 0.98] [Win, 21, 0.24] [Win, 22, 0.60] [Win, 23, 0.76] [Win, 24, 0.94] [Win, 25, 1.00] [Win, 26, 0.44]
[Wout, 20, 0.66] [Wout, 21, 0.76] [Wout, 22, 0.16] [Wout, 23, 0.11] [Wout, 24, 0.21] [Wout, 25, 0.02] [Wout, 26, 0.16]

BigBench-WikidataQA
[Win, 20, 0.59] [Win, 21, 0.54] [Win, 22, 0.31] [Win, 23, 0.98] [Win, 24, 0.86] [Win, 25, 0.56] [Win, 26, 0.40]
[Wout, 20, 0.83] [Wout, 21, 0.32] [Wout, 22, 0.17] [Wout, 23, 0.82] [Wout, 24, 0.88] [Wout, 25, 0.93] [Wout, 26, 1.00]

Stanford Sentiment Treebank 2
[Win, 20, 0.03] [Win, 21, 0.30] [Win, 22, 0.32] [Win, 23, 0.51] [Win, 24, 0.95] [Win, 25, 0.63] [Win, 26, 0.95]
[Wout, 20, 0.77] [Wout, 21, 0.99] [Wout, 22, 0.52] [Wout, 23, 0.96] [Wout, 24, 0.93] [Wout, 25, 0.39] [Wout, 26, 1.00]

Race
[Win, 20, 0.29] [Win, 21, 0.79] [Win, 22, 0.31] [Win, 23, 0.50] [Win, 24, 0.11] [Win, 25, 0.10] [Win, 26, 0.88]
[Wout, 20, 0.85] [Wout, 21, 0.99] [Wout, 22, 0.86] [Wout, 23, 0.89] [Wout, 24, 0.62] [Wout, 25, 0.01] [Wout, 26, 0.05]

Question Natural Language Inference
[Win, 20, 0.59] [Win, 21, 0.04] [Win, 22, 0.60] [Win, 23, 0.13] [Win, 24, 0.88] [Win, 25, 0.88] [Win, 26, 0.26]
[Wout, 20, 0.12] [Wout, 21, 0.22] [Wout, 22, 0.70] [Wout, 23, 0.22] [Wout, 24, 0.69] [Wout, 25, 0.14] [Wout, 26, 0.41]

Table 7: Recommended hyperparameters obtained using Bayesian search in the GPT-J-6B model. We illustrate
the hyperparameters in the format [τ, ℓ, ρ], representing the weight matrix, the number of layers, and the reduction
factor. The protection threshold is set to 64.

3910



Dataset Hyperparameters

Counterfact
[Win, 24, 0.89] [Win, 25, 0.42] [Win, 26, 0.71] [Win, 27, 0.42] [Win, 28, 0.58] [Win, 29, 0.59] [Win, 30, 0.44]
[Wout, 24, 0.06] [Wout, 25, 0.34] [Wout, 26, 0.97] [Wout, 27, 0.86] [Wout, 28, 0.35] [Wout, 29, 0.74] [Wout, 30, 0.68]

FEVER
[Win, 24, 0.94] [Win, 25, 0.68] [Win, 26, 1.00] [Win, 27, 0.91] [Win, 28, 0.69] [Win, 29, 0.19] [Win, 30, 0.89]
[Wout, 24, 0.78] [Wout, 25, 0.84] [Wout, 26, 0.83] [Wout, 27, 0.89] [Wout, 28, 0.92] [Wout, 29, 0.69] [Wout, 30, 0.30]

Bios Gender
[Win, 24, 0.98] [Win, 25, 0.78] [Win, 26, 0.18] [Win, 27, 0.56] [Win, 28, 0.69] [Win, 29, 0.32] [Win, 30, 0.71]
[Wout, 24, 0.72] [Wout, 25, 0.74] [Wout, 26, 0.44] [Wout, 27, 0.35] [Wout, 28, 0.09] [Wout, 29, 0.98] [Wout, 30, 0.96]

Bios Profession
[Win, 24, 0.74] [Win, 25, 0.81] [Win, 26, 0.91] [Win, 27, 0.75] [Win, 28, 0.81] [Win, 29, 0.11] [Win, 30, 0.06]
[Wout, 24, 1.00] [Wout, 25, 0.94] [Wout, 26, 0.20] [Wout, 27, 0.07] [Wout, 28, 0.09] [Wout, 29, 0.37] [Wout, 30, 0.53]

TruthfulQA
[Win, 24, 0.91] [Win, 25, 0.54] [Win, 26, 0.33] [Win, 27, 0.33] [Win, 28, 0.06] [Win, 29, 0.68] [Win, 30, 0.35]
[Wout, 24, 0.48] [Wout, 25, 0.71] [Wout, 26, 0.21] [Wout, 27, 0.07] [Wout, 28, 0.52] [Wout, 29, 0.76] [Wout, 30, 0.68]

BigBench-Epistemic Reasoning
[Win, 24, 0.80] [Win, 25, 0.16] [Win, 26, 0.64] [Win, 27, 0.68] [Win, 28, 0.33] [Win, 29, 0.31] [Win, 30, 0.96]
[Wout, 24, 0.42] [Wout, 25, 0.92] [Wout, 26, 0.82] [Wout, 27, 0.13] [Wout, 28, 0.47] [Wout, 29, 0.70] [Wout, 30, 0.99]

BigBench-WikidataQA
[Win, 24, 0.48] [Win, 25, 0.94] [Win, 26, 0.08] [Win, 27, 0.63] [Win, 28, 0.28] [Win, 29, 0.70] [Win, 30, 0.68]
[Wout, 24, 0.93] [Wout, 25, 0.45] [Wout, 26, 0.28] [Wout, 27, 0.86] [Wout, 28, 0.14] [Wout, 29, 0.79] [Wout, 30, 0.94]

Stanford Sentiment Treebank 2
[Win, 24, 0.96] [Win, 25, 0.97] [Win, 26, 0.53] [Win, 27, 0.43] [Win, 28, 0.15] [Win, 29, 0.22] [Win, 30, 0.08]
[Wout, 24, 0.95] [Wout, 25, 0.99] [Wout, 26, 0.13] [Wout, 27, 0.65] [Wout, 28, 0.41] [Wout, 29, 0.44] [Wout, 30, 0.96]

Race
[Win, 24, 0.47] [Win, 25, 0.57] [Win, 26, 0.94] [Win, 27, 0.29] [Win, 28, 0.95] [Win, 29, 0.68] [Win, 30, 0.51]
[Wout, 24, 0.76] [Wout, 25, 0.71] [Wout, 26, 0.87] [Wout, 27, 0.08] [Wout, 28, 0.95] [Wout, 29, 0.61] [Wout, 30, 0.53]

Question Natural Language Inference
[Win, 24, 0.22] [Win, 25, 0.56] [Win, 26, 0.30] [Win, 27, 0.50] [Win, 28, 0.95] [Win, 29, 0.59] [Win, 30, 0.67]
[Wout, 24, 0.70] [Wout, 25, 0.01] [Wout, 26, 0.59] [Wout, 27, 0.91] [Wout, 28, 0.63] [Wout, 29, 0.46] [Wout, 30, 0.86]

Table 8: Recommended hyperparameters obtained using Bayesian search in the Vicuna-7B-V1.5 model. We
illustrate the hyperparameters in the format [τ, ℓ, ρ], representing the weight matrix, the number of layers, and the
reduction factor. The protection threshold is set to 64.

Dataset Hyperparameters

CounterFact
[Win, 24, 0.51] [Win, 25, 0.52] [Win, 26, 0.40] [Win, 27, 0.44] [Win, 28, 0.45] [Win, 29, 0.76] [Win, 30, 0.53]
[Wout, 24, 0.75] [Wout, 25, 0.57] [Wout, 26, 0.39] [Wout, 27, 0.61] [Wout, 28, 0.48] [Wout, 29, 0.83] [Wout, 30, 0.96]

FEVER
[Win, 24, 0.76] [Win, 25, 0.42] [Win, 26, 0.44] [Win, 27, 0.95] [Win, 28, 0.43] [Win, 29, 0.95] [Win, 30, 0.56]
[Wout, 24, 0.75] [Wout, 25, 0.29] [Wout, 26, 0.90] [Wout, 27, 0.09] [Wout, 28, 0.51] [Wout, 29, 0.91] [Wout, 30, 0.89]

Bios Gender
[Win, 24, 0.76] [Win, 25, 0.93] [Win, 26, 0.16] [Win, 27, 0.57] [Win, 28, 0.42] [Win, 29, 0.57] [Win, 30, 0.65]
[Wout, 24, 0.86] [Wout, 25, 0.81] [Wout, 26, 0.88] [Wout, 27, 0.80] [Wout, 28, 0.87] [Wout, 29, 0.69] [Wout, 30, 0.48]

Bios Profession
[Win, 24, 0.91] [Win, 25, 0.36] [Win, 26, 0.84] [Win, 27, 0.65] [Win, 28, 0.64] [Win, 29, 0.54] [Win, 30, 0.99]
[Wout, 24, 0.88] [Wout, 25, 0.13] [Wout, 26, 0.61] [Wout, 27, 0.35] [Wout, 28, 0.91] [Wout, 29, 0.89] [Wout, 30, 0.78]

TruthfulQA
[Win, 24, 0.65] [Win, 25, 0.23] [Win, 26, 0.99] [Win, 27, 0.92] [Win, 28, 0.93] [Win, 29, 0.37] [Win, 30, 0.00]
[Wout, 24, 0.90] [Wout, 25, 0.24] [Wout, 26, 0.61] [Wout, 27, 0.59] [Wout, 28, 0.72] [Wout, 29, 0.61] [Wout, 30, 0.98]

BigBench-Epistemic Reasoning
[Win, 24, 0.67] [Win, 25, 0.06] [Win, 26, 0.39] [Win, 27, 0.40] [Win, 28, 0.41] [Win, 29, 0.21] [Win, 30, 0.84]
[Wout, 24, 0.69] [Wout, 25, 0.53] [Wout, 26, 0.95] [Wout, 27, 0.35] [Wout, 28, 0.07] [Wout, 29, 0.73] [Wout, 30, 0.73]

BigBench-WikidataQA
[Win, 24, 0.28] [Win, 25, 0.42] [Win, 26, 0.37] [Win, 27, 0.92] [Win, 28, 0.87] [Win, 29, 0.33] [Win, 30, 0.68]
[Wout, 24, 0.94] [Wout, 25, 0.42] [Wout, 26, 0.81] [Wout, 27, 0.72] [Wout, 28, 0.72] [Wout, 29, 0.89] [Wout, 30, 0.94]

Stanford Sentiment Treebank 2
[Win, 24, 0.76] [Win, 25, 0.79] [Win, 26, 0.61] [Win, 27, 0.96] [Win, 28, 0.15] [Win, 29, 0.68] [Win, 30, 0.40]
[Wout, 24, 0.88] [Wout, 25, 0.57] [Wout, 26, 0.93] [Wout, 27, 0.36] [Wout, 28, 0.34] [Wout, 29, 0.86] [Wout, 30, 0.99]

Race
[Win, 24, 0.38] [Win, 25, 0.15] [Win, 26, 0.44] [Win, 27, 0.00] [Win, 28, 0.70] [Win, 29, 0.96] [Win, 30, 0.60]
[Wout, 24, 0.43] [Wout, 25, 0.01] [Wout, 26, 0.64] [Wout, 27, 0.30] [Wout, 28, 0.78] [Wout, 29, 0.92] [Wout, 30, 0.94]

Question Natural Language Inference
[Win, 24, 0.08] [Win, 25, 0.38] [Win, 26, 0.40] [Win, 27, 0.99] [Win, 28, 0.00] [Win, 29, 0.01] [Win, 30, 0.75]
[Wout, 24, 0.76] [Wout, 25, 0.67] [Wout, 26, 0.71] [Wout, 27, 0.45] [Wout, 28, 0.83] [Wout, 29, 0.51] [Wout, 30, 0.93]

Table 9: Recommended hyperparameters obtained using Bayesian search in the Llama3-8B model. We illustrate
the hyperparameters in the format [τ, ℓ, ρ], representing the weight matrix, the number of layers, and the reduction
factor. The protection threshold is set to 64.
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