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Abstract

Questions are essential tools for acquiring the
necessary information to complete information-
seeking tasks. However, large language mod-
els (LLMs), especially open-source models,
often perform poorly in generating informa-
tive questions, as measured by expected infor-
mation gain (EIG). In this paper, we propose
a method to enhance the informativeness of
LLM-generated questions in 20-question game
dialogues. We sample multiple questions from
the same model (LLAMA 2-CHAT 7B) for each
game and create pairs of low-EIG and high-
EIG questions to apply a Direct Preference Op-
timization (DPO) algorithm. Our results show
that this method produces more effective ques-
tions (in terms of EIG), even in domains differ-
ent from those used to train the DPO model.

1 Introduction

Questions in language serve as requests for infor-
mation (Searle, 1969). A speaker lacks information
in their knowledge state and asks questions to gain
this information. This process of acquiring informa-
tion through questioning is essential for children
to learn about the world (Chouinard, 2007) and
for adults to solve complex problems (Geva et al.,
2021). Questions, however, vary in their level of
informativeness, with some questions being more
informative and efficient in reaching the problem’s
solution (Grand et al., 2023).

Cognitive Science provides two interesting tools
to study questions’ informativeness: the 20 Ques-
tions Game as a test bed, and the Expected Informa-
tion Gain (EIG) as a quantifying measure (Ruggeri
and Lombrozo, 2015). The 20 Questions game
consists of one player asking yes/no questions to
identify the item the other player has in mind, from
a pool of possible items. In this context, the EIG
(Shannon, 1948) measures questions’ informative-
ness as the (expected) entropy reduction caused by
a certain question in the space of possible items.

Most informative polar questions partition the pos-
sible items into two same-size clusters: items in
one cluster are expected to receive a positive an-
swer, and items in the other cluster are expected to
receive a negative one.

In recent years, Large Language Models (LLMs)
have demonstrated remarkable language and rea-
soning capabilities (Kojima et al., 2022; Huang
and Chang, 2023). The ability to ask informative
and effective questions is crucial for employing
these systems as successful user assistants on a
large scale. Although LLMs have demonstrated
their ability to play the 20 Questions game, their
questions are characterised by low informative-
ness and limited success (Bertolazzi et al., 2023).
Recent studies have emerged to improve the in-
formativeness of LLMs’ questions. Zhang et al.
(2024) improve open-source LLMs via Reinforce-
ment Learning and Behavioral Cloning from larger
LLMs’ data. Relying on LLMs’ ability to gener-
ate diverse questions and provide reliable answers
(Piriyakulkij et al., 2023; Testoni et al., 2023), Hu
et al. (2024) propose an inference-time re-ranking
strategy based on EIG. Differently from them, we
propose a training strategy leveraging EIG as a
refined signal with a preference optimization algo-
rithm. Unlike other approaches, all the steps of our
method are accomplished by the same open-source
model, without requiring annotation or feedback
signals from external models.

This study aims to improve the informativeness
of questions generated by LLMs, thereby leading
to more efficient agents. The 20 Questions Game
serves as a testbed to illustrate the feasibility of
our approach. To achieve our aim, we propose a
method involving three steps: sampling multiple
questions, questions’ evaluation in terms of EIG,
and training with preference optimization. In the
first step, the model generates a set of possible ques-
tions, and it computes the EIG for each question.
This set of questions, along with the corresponding
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Figure 1: The proposed approach for constructing the datasets of dialogues for fine-tuning and preference optimiza-
tion (DPO). From the original candidate set, the Questioner generates a question Q1, and the Annotator provides
the expected answer to each candidate. Expected Information Gain (EIG) is computed from the annotation: if the
question is suboptimal in terms of EIG, other questions are sampled until an optimal question is reached (Qn). The
optimal question is paired with the suboptimal ones in the Preference dataset (DPO), whereas the Fine-Tuning (FT)
dataset is composed of only 1-EIG questions.

EIG values, as a proxy for the questions’ informa-
tiveness, is used for Direct Preference Optimiza-
tion (DPO; Rafailov et al. 2023). Our results show
that EIG is a strong training signal to improve the
question-asking capabilities of current LLMs and
overcome their shortcomings in asking effective
questions.1

While these findings hold in the controlled set-
ting of the 20 Questions Game, our approach could
be extended outside this paradigm and metric to
train different models’ capabilities. Our core idea
of sampling, self-annotation to filter with a met-
ric, and preference optimization could improve
questions’ generations in a plethora of tasks – rec-
ommendation systems (Piriyakulkij et al., 2023)
and image retrieval (Keh et al., 2023) for exam-
ple. Other metrics, such as Expected Savings
(Rothe et al., 2018), could be employed to gen-
erate large preference datasets and improve LLMs’
information-seeking abilities beyond our tested
paradigm.

2 Methodology

2.1 Setting

Our experimental setting, inspired by the 20 Ques-
tions Game paradigm, involves two players with
different roles: a Questioner and an Answer. The
Answer is secretly assigned one target entity ω
among a pre-defined set of candidates (the candi-
date set – Ω). The Questioner receives the initial

1Code and data are available at https://github.com/
dmazzaccara/LearningToAsk

candidates and is instructed to ask yes/no questions,
in order to identify ω.

Each game consists of a set of possible items,
Ω, available to the Questioner, and a specific target
item, ω, available to the Answerer, where ω ∈ Ω. A
dialogue is a series of question-answer exchanges
between the two players, ending when the Ques-
tioner correctly identifies the target or reaches the
maximum number of questions (20). If the target
is reached within the 20 questions, the dialogue is
successful; otherwise, it is unsuccessful (see more
details on the successful condition in Appendix
A.1). For a given game, if the dialogue is not suc-
cessful on the first attempt, the Questioner and the
Answerer can engage in up to n dialogues to iden-
tify the target, where n = |Ω|/2.

2.2 Data Sampling

Following the procedure in Bertolazzi et al. (2023),
10,000 games are extracted from McRae concepts
(McRae et al., 2005). The candidate sets consist of
concepts belonging to 6 categories (mammal, bird,
clothing, weapon, fruit, and vegetable) for a total of
66 unique concepts. Each candidate set consists of
8 elements (|Ω| = 8) belonging to two categories
of 4 elements each.

In our setting, all the game’s roles are played
by the same LLM, LLAMA 2-CHAT 7B (Touvron
et al., 2023). Along with the Questioner and the
Answerer, sampling involves the Annotator, who
provides the annotation to compute the EIG. As il-
lustrated in Fig. 1, English dialogues are generated
from each game by repeatedly sampling questions
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from the Questioner. For each generated question,
the Annotator provides the yes/no annotation (Ωyes

and Ωno). If the question splits the candidate sets
in two equal subsets (|Ωyes| = |Ωno|), the question
is optimal in terms of EIG (details on EIG com-
putation are in Appendix A.2). Once an optimal
question is reached, it is saved along with the an-
swer by the Answerer in the dialogue history. This
dialogue history is provided as input to the Ques-
tioner to sample the optimal follow-up question
(implementation’s details are in Appendix A.3).

This process results in two clusters of optimal
and suboptimal questions, from which two datasets
are obtained. A fine-tuning dataset consisting of
dialogues of only optimal questions (EIG = 1),
indicating that they evenly split the candidate space
at each turn. A preference dataset, which con-
sists of 55,000 optimal (EIG = 1) vs suboptimal
(EIG < 0.8) question pairs.

2.3 Questioner Models
Our evaluation of the Questioner compares LLAMA

2-CHAT (7B) zero-shot with the trained versions
below. Both the training processes rely on LoRA
adapters and standard hyperparameter settings.
Fine-tuning (FT) involves a causal language mod-
elling objective applied to the entire sequence. For
development, we use 50 games excluded from the
fine-tuning dataset. To obtain the best adapter’s
checkpoint, we test the adapter on the develop-
ment set every 1,000 training samples. According
to the number of questions per dialogue, the best
adapter’s checkpoints are after 4,000 dialogues.
Direct Preference Optimization (DPO) (Rafailov
et al., 2023) training objective increases the like-
lihood of optimal EIG questions while decreasing
the likelihood of the low-EIG question. For DPO,
we train with all the 55,000 pairs of optimal vs
low-EIG questions.

2.4 Evaluation
Test Sets: three test sets evaluate questioner mod-
els with candidate sets of the same size as in train-
ing (|Ω| = 8): INLG, Things, Celebrities; two
test sets test with more candidates than in training:
INLG 16 and BigBench. The same-size test sets
have candidate sets from different domains: INLG
(Bertolazzi et al., 2023) from seen categories but
unseen concepts; both from Zhang et al. (2024),
Things has unseen categories but common-life con-
cepts, Celebrities has unseen categories and con-
cepts compared to training (famous personalities).

Different-size test sets are INLG 16 (Bertolazzi
et al., 2023), with sets of |Ω| = 16 unseen con-
cepts of seen categories, and BigBench, with sets
of |Ω| = 29 different categories and concepts (Sri-
vastava and al., 2023). Details are in Appendix B.
Metrics: the impact of FT and DPO on zero-shot is
assessed with three metrics. Task success (S@1) is
the percentage of games in which the model iden-
tifies the target within the first dialogue. Average
number of questions (AQ) is the number of ques-
tions to reach the target in successful dialogues.
Expected Information Gain (EIG) is the averaged
questions’ EIG in successful dialogues.

3 Results

Different methods are assessed on test sets with
candidate sets of the same size as in training but
from other domains. The results are reported in
Table 1. For INLG and Things, DPO significantly
improves performance over the zero-shot model
in terms of both S@1 (+12.2% and +10%) and
AQ (−2.1 and −2.3 questions per successful dia-
logues). For Celebrities, where the concept space
differs greatly from the training data, DPO reduces
the average number of questions by 2.5, while S@1
shows only a marginal improvement. A consistent
improvement of DPO over zero-shot is also ob-
served for the average EIG of the generated ques-
tions. Overall, the fine-tuning approach leads to a
significant degradation in the S@1 metric.

Set Method S@1 ↑ AQ ↓ EIG ↑

zero-shot 56.7% 7.1 0.34
INLG FT 46.6% 4.6 0.41

DPO 68.9% 5.2 0.45

zero-shot 51.1% 7.5 0.29
Things FT 42.2% 5.4 0.31

DPO 61.1% 5.2 0.40

zero-shot 71.1% 7.6 0.35
Celebrities FT 46.7% 5.5 0.39

DPO 72.2% 5.1 0.47

Table 1: Different Domains: Results on candidate sets
with |Ω| = 8. Across the three sets, DPO identifies the
target within the first dialogue (S@1) more often, with
shorter dialogues (AQ) and more informative questions
(EIG). FT and DPO’s improvements for AQ and EIG
are statistically significant compared to zero-shot scores
(Mann-Whitney U test).

Given the promising results of DPO, we proceed
to evaluate the robustness of this approach with
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larger candidate sets (> 8) at test time – preference
optimization is still based on candidate sets of 8
elements. As shown in Table 2, with candidate
sets of 16 and 29 candidates, DPO outperforms
zero-shot in terms of S@1, with improvements of
+6.7% and +13.8%, respectively. DPO generates
shorter dialogues, reducing questions by 3.2 and
0.7. However, the average EIG of the DPO’s ques-
tions slightly decreases compared to zero-shot in
BigBench.

Set Method S@1 ↑ AQ ↓ EIG ↑

INLG 16 zero-shot 44.4% 9.5 0.31
DPO 51.1% 6.3 0.38

BigBench zero-shot 17.2% 8.8 0.31
DPO 31.0% 8.1 0.28

Table 2: Different Size: DPO boosts the model perfor-
mance on INLG 16, and improves its success rate but
not the other scores with BigBench. Improvements in
INLG 16 for AQ and EIG are statistically significant
(Mann-Whitney U test).

4 Analysis

First of all, following Bertolazzi et al. (2023), we
examine the types of questions that models ask:
constraint seeking (CS) are questions about a fea-
ture shared by more candidates, whereas hypothe-
sis scanning (HS) are questions about one single
candidate. In every test set apart from BigBench,
zero-shot asks more CS with lower informativeness
than DPO (Table 3: EIG for CS questions has a
+0.17 compared to zero-shot). In every test set
apart from BigBench, we further observe DPO ask-
ing more HS questions than the zero-shot. Overall,
DPO seems to follow a more effective information-
seeking strategy: DPO narrows down to the rele-
vant candidate subset by initially posing a series of
CS questions, subsequently moving to mostly co-
herent HS. This holds also with abstract concepts,
unseen during sampling, as illustrated in Figure 2.

Secondly, we aim to understand the high scores
DPO obtains in INLG and the lower ones in Big-
Bench. INLG candidate sets are organized tax-
onomically, half of the candidates belong to one
category and the other half to another one. By
inspecting the dialogues, we saw that both zero-
shot and DPO tend to ask informative questions at
the first turn, identifying one of the two categories.
However, the two models differ in the follow-up

Set Method HS CS

% EIG % EIG

INLG zero-shot 47.45 0.25 52.55 0.42
DPO 60.05 0.33 39.95 0.62

Things zero-shot 44.13 0.22 55.87 0.35
DPO 67.59 0.33 32.41 0.56

Celebrities zero-shot 31.84 0.15 68.16 0.44
DPO 53.92 0.36 46.08 0.59

INLG 16 zero-shot 38.66 0.19 61.34 0.39
DPO 51.47 0.27 48.53 0.51

BigBench zero-shot 64.2 0.22 35.71 0.48
DPO 61.64 0.21 38.36 0.41

Table 3: Percentage (%) and average EIG for hypothesis
scanning (HS) and constraint-seeking (CS) questions.

Target: anger
List of candidates: car , glass micropipette ,
global poverty, house , anger , train , airplane ,
television , representative democracy, love ,
giganotosaurus , hate , tree, surprise , disgust ,
siberian husky , phase transition, shoes , frisbee,
jealousy , positive sum game, beauty, coat , apple,
cow , contentment , hopefulness , dinosaur ,
shower

Dialogue

Q: Is the target an animal ? A: No
Q: Is the target a type of vehicle (car, train, airplane,
etc.)? A: No.
Q: Is the target a type of building or structure (house,
train station, airport, etc.)? A: No.
Q: Is the target a form of technology (computer,
phone, micropipette, etc.)? A: No.
Q: Is the target a type of clothing or accessory (shirt,
pants, hat, etc.)? A: No.
Q: Is the target a type of emotion or feeling (love,
hate, joy, etc.)? A: Yes.
Q: Great! Is the target “love”? A: No.
Q: Is the target “hate”? A: No.
...
Q: Is the target “anger”? A: Yes.

Figure 2: Example from the BigBench. DPO asks
grounded CS questions (highlighted with colors), iden-
tifying the subset of the target (e.g., emotions). It then
asks a series of HS questions.

turn: when the first turn receives a negative an-
swer, zero-shot questions tend to have low EIG,
while DPO questions are informative by zooming
on the identified category (more on negation in
Appendix C). This suggests that DPO has learned
to profit from negatively answered questions, on
which LLMs are known to fail (Ravichander et al.,
2022; Truong et al., 2023). We dive into BigBench
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by comparing the models’ performance on concrete
and abstract targets (Table 4). In general, both zero-
shot and DPO perform better when the target is
a concrete entity. Notably, DPO significantly im-
proves performance with both types of concepts
(+12.5% and +15.4% for concrete and abstract tar-
gets, respectively). This improvement, however, is
not reflected in the average dialogue length when
the target is abstract. The significant difference in
guessing concrete vs. abstract targets (25.0% vs.
7.7% for zero-shot and 37.5% vs. 23.1% for DPO)
calls for further investigation into the underlying
factors contributing to this disparity and the poten-
tial need for tailored strategies to handle abstract
concepts more effectively.

Set Method S@1 ↑ AQ ↓ EIG ↑

Concrete zero-shot 25.0% 8.4 0.33
DPO 37.5% 6.3 0.34

Abstract zero-shot 7.7% 9.3 0.29
DPO 23.1% 10.3 0.24

Table 4: BigBench: concrete vs. abstract target.

5 Conclusion

In our work, we designed a Direct Preference Op-
timization (DPO) approach to enhance the infor-
mativeness of questions asked by LLMs using Ex-
pected Information Gain (EIG). We utilized the 20
Questions Game paradigm, a framework in cog-
nitive science and AI for studying information-
seeking behavior, reasoning, and hypothesis testing.
Our approach involved (a) sampling multiple ques-
tions from the model in a zero-shot fashion, (b)
clustering the questions based on their EIG, and
(c) training the model using these clusters with
DPO. Our results show that DPO significantly im-
proves question informativeness (measured by av-
erage EIG and number of questions asked), making
the dialogue strategy more effective. Notably, this
method generalizes well to different domains. Our
findings demonstrate that EIG is a promising train-
ing signal for improving the reasoning capabilities
of LLMs in information-seeking dialogues.

6 Limitations

This work is intended to be exploratory. Our lim-
itations pertain to three main categories: the con-
trolled paradigm employed, the model and the train-
ing regime tested, and the EIG computation.

Our version of the 20 Questions game poses two
limits: a closed set of possible candidates, and po-
lar questions and answers. We consider it necessary
to investigate this controlled setting before transi-
tioning to more realistic scenarios. Nevertheless,
possible solutions to compute EIG in an open set-
ting emerge from the literature: Hu et al. (2024)
rely on the expected candidates from the model;
Zhang et al. (2024), instead, build the set of initial
candidates from external sources. Transitioning
from polar questions to more realistic scenarios re-
mains an open challenge. Related studies, however,
already provide useful strategies to overcome this
restriction, computing EIG with different-shaped
(Grand et al., 2023) and open-ended questions (Keh
et al., 2023).

Secondly, to investigate whether LLMs could
learn to be more informative and effective with
self-generated EIG signals, we focus on one model
(LLAMA 2-CHAT 7B) and one preference optimiza-
tion strategy (DPO). We select LLAMA 2-CHAT

7B as the best-performing open-source model at
the start of the project. According to our comput-
ing resources (2X24 GB GPUs), larger 13B and
70B models’ versions could not be trained without
quantization. In preliminary studies on the 7B and
13B versions (zero-shot), we observed quantization
(8/4 bit) leading to performance degradation–on
the S@1 metric in particular. For this reason, we
preferred to focus on the 7B version. Further work
is required to determine if this training strategy
holds with other models and other preference opti-
mization strategies.

A third limitation of our study is related to the
EIG computation. EIG computation depends on
the yes/no annotation. While we can assume a high
degree of accuracy, based on our careful inspection
of the dialogues, some questions are still difficult
to answer with only yes/no (e.g., w = dinosaur,
the question “Is it living?”). Additionally, all the
candidates in Ω are considered equally likely, while
LLMs have priors conditioning their question gen-
eration. Furthermore, when computing the EIG of
follow-up questions, we consider the model able to
sequentially rule out candidates excluded in the di-
alogue history, which could be a strong assumption
for a generative language model.
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A Methodology

A.1 Successful Condition
A dialogue is successful when the Questioner
guesses the target entity. We have implemented
this condition with the following two cases: (a)
the Questioner explicitly refers to the target en-
tity without naming other candidate entities or (b)
the Questioner explicitly refers to the target en-
tity along with other candidates, and the target is
named more times than each of the other entity.
This second condition recognizes when the Ques-
tioner is explicitly reasoning about the target before
guessing (e.g., target: ‘cherry’. Questioner: ‘So,
the target is one of the remaining fruits, which are
cherry and grapefruit. Let me make a guess. Is
the target... cherry?’). The dialogue is considered
unsuccessful if the Questioner does not meet the
conclusive conditions above within 20 questions.

A.2 Expected Information Gain
In this setting, each question aims to rule out as
many candidates as possible from the set Ω =
{ω1, ω2, ..., ωn}. The most informative question
rules out half of the possible candidates, whereas
a question ruling out none or just one candidate
has low informativeness. Questions’ informative-
ness has been quantified in prior works through the
Expected Information Gain.

Expected Information Gain (EIG) measures the
contribute of each question to reduce uncertainty
towards the solution ω. The level of uncertainty is
measured through the entropy H , higher entropy
means higher uncertainty. Consequently, EIG is
computed subtracting from the initial state of en-
tropy (Hprior) the expected entropy after asking
the question (Hposterior).

EIG = Hprior −Hposterior (1)

At the beginning of each game, we assume a
uniform prior distribution over all the possible can-
didates ω1, ω2, ..., ωn. From the Shannon entropy
(Shannon, 1948), this initial state Hprior in our
setting is equal to:

Hprior = −
n∑

i=1

p(wi) log2 p(wi)

= −n
1

n
log2

1

n
= log2 n

(2)

A yes/no question divides the current candidates
in Ω into two disjoint subsets: Ωyes ∪ Ωno. In
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the subset Ωyes there are the candidates in Ω that
are consistent with a possible positive answer, Ωno

with a negative one. Answering the question, the
Answerer determines which subset becomes the
new set of candidates under consideration for the
next turn (the candidates in the other subset are
ruled out). The posterior entropy is computed as
the sum of the entropies of both the yes and no
subsets, weighted by their probability. Hposterior

is computed as:

Hposterior = pyesHyes + pnoHno (3)

This computation is based on the expected an-
swers to the question for each candidate in the
current set. In other words, the Questioner has an
expectation of which candidates will be in Ωyes and
Ωno before receiving the answer by the Answerer.
With these subsets, the probabilities pyes and pno
refer to the probabilities of receiving a positive or
negative answer. The entropies Hyes and Hno mea-
sure uncertainty in the two subsets computed as in
eq. 2. Intuitively, the higher the similarity between
the two subsets in terms of size (i.e., candidates
per subset) the higher the EIG value. The most
informative yes/no questions divide Ω into two sub-
sets Ωyes and Ωno of the same size, resulting in
EIG = 1.

A.3 Setting

A.3.1 Sampling

Our approach comprises the three steps described
in Fig. 3. During sampling, different questions
are sampled from the Questioner . To compute
EIG, the Annotator annotates the questions with
yes/no for each candidate in the candidate set (Ω).
Once an ‘optimal’question is reached (EIG = 1),
the optimal and suboptimal questions are stored in
the training datasets. All the prompts for the roles
are reported below. The Annotator has the same
prompt as the Answerer, taking as a target each
candidate in the candidate set.

Questioner

System Prompt: You are playing a game,
make only one yes/no question at turn to
identify the target from the List of candi-
dates. If there are 1 or 2 candidates remain-
ing make the guess.
User Prompt: List of candidates:
CANDIDATES .

Answerer/Annotator

System Prompt: You are playing the 20-
Questions game, you will be asked one
Question about the Target element. Answer
only ‘yes’ or ‘no’ to the Question depending
on your Target element.
User Prompt: Target element: TARGET ,
Question: QUESTION

To yield diverse outputs during sampling, the
decoding strategy for the Questioner involves a rel-
atively high temperature (1.0) and top-k sampling
(50). To achieve more deterministic responses the
Answerer/Annotator has a low temperature of 0.1.

This process produces a Fine-Tuning and DPO
dataset. The Fine-Tuning dataset consists of all
the completed dialogues of optimal questions only.
The DPO dataset, instead, comprises pairs of ‘opti-
mal’questions (EIG = 1.0) with suboptimal ques-
tions (EIG < 0.8).

A.3.2 Training
The Fine-Tuning and DPO datasets are employed
to train LLAMA 2-CHAT (7B) with LoRA adapters
(Hu et al., 2022). Our main focus is on the approach
rather than the training strategy, thus we did not per-
form extensive hyperparameter tuning. We do not
exclude that additional experiments on hyperparam-
eters could lead to better results for our approach.
For both Fine-Tuning and DPO, the LoRA adapters
are applied on all the modules, with an r = 128
and the alpha value = 32. We perform Fine-Tuning
and DPO with AdamW as the optimizer, training
for one epoch and with a batch size = 8. For both
Fine-Tuning and DPO, a learning rate of 2e−5 has
been observed to produce consistent results.

A.3.3 Testing
At test time, we compare the LLAMA 2-CHAT (7B)
zero-shot with its Fine-Tuned and DPO alternatives.
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Figure 3: During sampling, LLAMA 2-CHAT (7B) plays the roles of the Questioner, the Annotator, and the
Answerer. Questions are sampled from the Questioner and then evaluated by the Annotator. Once an optimal
question is reached, the Answerer answers it. The optimal question and its answer are appended to the dialogue
history. In this way, optimal questions are sampled not only for the first turn but also in follow-up turns. In training,
the Questioner is trained with FT and DPO datasets. In testing, the zero-shot and trained Questioners play
the 20 Questions Game with an external model as Answerer.
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We employ an external model as Answerer to make
the test setting more different from the training set-
ting. The Answerer model is GPT-3.5-TURBO-
0125 , with default parameters for generation. The
total cost for testing - every approach in every set-
ting - is less than 3$. At test time, we experimented
also with the Questioner using the default LLAMA

2-CHAT hyperparameters, the results are consistent
with the ones reported in the paper Section 3. For
the hyperparameters used in the paper, the results
across multiple runs are also consistent.

Implementation Details
The inference and training with LLAMA 2-CHAT

(7B) were performed using the Huggingface Trans-
former library (Wolf et al., 2020). All experiments
were executed on a Nvidia GeForce RTX 3090
24GB GPU. Sampling 10,000 dialogues took ap-
proximately 4 days. Fine-Tuning and DPO take
around 12 hours each. Running inference on all
the test sets lasts around 6 hours for FT and DPO,
whereas it lasts around 10 hours for the zero-shot
model.

B Test Sets

The games in the test sets are with candidates un-
seen during training. To test the trained models in
different domains, we have the following test sets
of 8 candidates, as in training:

• INLG: 90 candidate sets structured in such
a way that half of the candidates pertain to
one taxonomic category and the other half
to another one (Bertolazzi et al., 2023). The
taxonomic categories for the candidates are
animals, clothing, weapons, fruits, and vegeta-
bles.

• Things: 90 candidate sets from the evaluation
split of Zhang et al. (2024). The full list of cat-
egories are animals, clothing, foods, objects,
plants, vehicles, professions, materials, instru-
ments, places, sports, buildings, furniture, ce-
lestial bodies, mythical creatures, events, and
activities.

• Celebrities: 90 sets from the evaluation split
of Zhang et al. (2024). In this test set, the can-
didates differ greatly from the training ones,
comprising only past and living celebrities.

To test the trained models with more candidates
(Ω > 8), we have the following test sets:

• INLG 16: 90 candidate sets of 16 structured
elements, as in INLG (Bertolazzi et al., 2023).

• BigBench: 29 sets of 29 candidates of ab-
stract and concrete concepts. The concepts are
apple, television, dinosaur, airplane, house,
tree, coat, shoes, car, train, shower, frisbee,
cow, giganotosaurus, siberian husky, glass mi-
cropipette (concrete); anger, love, hate, con-
tentment, jealousy, surprise, disgust, hopeful-
ness, global poverty, phase transition, positive
sum game, beauty, representative democracy
(abstract).

C Analysis

Informativeness after a Negative Answer
INLG (8) and INLG 16 consist of structured sets,
i.e., half of the candidates of one category and the
other half to another one. Both the zero-shot and
the DPO tend to ask informative questions at the
first turn, identifying one of the two categories.
After a negative answer to this first question, the
zero-shot frequently asks a confirmation question
about the other category (EIG = 0), as illustrated
in Figure 4. In both INLG 8 and INLG 16 of Ta-
ble 5, the zero-shot shows a higher percentage of
0-EIG questions and lower average EIG of ques-
tions after a negative answer, compared to ques-
tions after a positive answer (EIG after negative
and positive questions drawn from different distri-
butions, Mann–Whitney U test). On the contrary,
the DPO has a lower percentage of 0-EIG ques-
tions and higher EIG after a negative answer (EIG
after negative and positive questions of the same
distribution). Trained on similarly structured can-
didate sets, the DPO seems not to reproduce the
uninformative behaviour of the zero-shot, asking
more informative questions after negative answers.

Set Method after yes after no

EIG ↑ %0 EIG ↓ EIG ↑ %0 EIG ↓
INLG 8 zero-shot 0.36 60.1% 0.21 74.1%

DPO 0.37 59.4% 0.33 61.6%

INLG 16 zero-shot 0.35 55.6% 0.20 71.5%
DPO 0.29 65.6% 0.29 60.2%

Table 5: Questions’ informativeness after a positive and
a negative answer, in terms of average EIG (EIG) and
percentage of uninformative questions (% 0 EIG).
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Target: fox
List of candidates: elk , chicken, robin, starling, fox , partridge, hamster , buffalo

Zero-shot
Q1: Is the target a bird? EIG = 1 A: No.
Q2: Is the target a mammal ? EIG = 0 A: Yes.
Q3: Does the target have a long tail? A: Yes.
Q4: Is the target a fox? A: Yes.

DPO
Q1: Is the target bird? EIG = 1 A: No.
Q2: Is the target mammal a large hoofed
animal, like a deer or a bison? EIG = 1 A: No.
Q3: Is the target a carnivorous mammal, like a
fox?

A: Yes.

Figure 4: INLG 8 Example: half of the candidates are birds, and half are mammals. Both the zero-shot and DPO
identify the bird category at the first turn (EIG = 1). After the negative answer, the zero-shot asks a confirmation
question about the remaining category (i.e., mammal), with an EIG = 0. The DPO, instead, asks a more specific
question on the remaining category (i.e., large hoofed, which are the ‘elk’and ‘buffalo’), with an EIG = 1. The
higher informativeness of DPO is further reflected in the number of questions required to reach the target: 3
questions in DPO vs. 4 questions in zero-shot.
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