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Abstract

RNA foundation models (FMs) have been ex-
tensively used to interpret genomic sequences
and address a wide range of in-silico genomic
tasks. However, current RNA FMs often over-
look the incorporation of secondary structures
in the pretraining of FMs, which impedes the
effectiveness in various genomic tasks. To ad-
dress this problem, we leverage filtered high-
fidelity structure annotations for structure pre-
training to enhance the modeling ability of
FMs in single nucleotide resolution tasks. Ex-
perimental evaluations across four comprehen-
sive genomic benchmarks demonstrate that our
FM (MP-RNA) consistently outperforms exist-
ing RNA FMs, achieving a 40% improvement
in RNA secondary structure prediction and ob-
taining top-tier results on DNA genomic bench-
marks even though it has not been pretrained
on any DNA genome. We release the code
and tutorials1 and models to encourage further
research to bridge the gap between in-silico
predictions and biological reality.

1 Introduction

RNA serves as a critical molecule in a variety of
important cellular processes and controls the flow
of genetic information from DNA to protein (Wang
et al., 2024a). With the development of high-
throughput RNA sequencing (Siegel et al., 2011),
understanding the vast of RNA composed of nu-
cleotide sequences reaches the efficiency and per-
formance bottleneck of bioinformatics techniques.
Recent studies leveraged genomic foundation mod-
els (FMs) to understand DNA sequences (Nguyen
et al., 2023; Mendoza-Revilla et al., 2023; Dalla-
Torre et al., 2023; Nguyen et al., 2024; Yin et al.,
2024) and RNA (Chen et al., 2022; Yang et al.,
2023; Wang et al., 2023; Zhang et al., 2024; Chu
et al., 2024a) sequences and address a broad spec-
trum of in-silico genomic tasks such as mRNA

1https://github.com/yangheng95/OmniGenomeBench

vaccine design (Corbett et al., 2020; Runge et al.,
2023), translation efficiency prediction (Avsec
et al., 2021; Chu et al., 2024a), and gene expression
prediction (Avsec et al., 2021; Mendoza-Revilla
et al., 2023). This is because the generalization
of language modeling from natural sentences to
RNA sequences in the RNA ’language’ (Nguyen
et al., 2023) is intuitive and the FMs can efficiently
model genomic sequences. Therefore, in the era of
high-throughput genome sequencing, FMs are the
vital bridge to learning intriguing genomic informa-
tion from the tremendous RNA and DNA sequence
databases.

Despite preliminary results of the previous
DNA and RNA FMs to handle diverse genomic
tasks (Mendoza-Revilla et al., 2023; Dalla-Torre
et al., 2023; Nguyen et al., 2024), existing FMs
usually struggle in challenging genomic tasks, e.g.,
single nucleotide resolution tasks, hindering wide
acknowledgment from bio-scientists and wide ap-
plications of FMs. Since it has been acknowledged
that “the functionality and stability of RNA sig-
nificantly depend on complex structures, e.g., sec-
ondary structures, in molecular biology” (Ganser
et al., 2019), this difficulty is probably because cur-
rent FMs overlooked RNA secondary structures
and straightforwardly took the techniques from lan-
guage modeling to RNA language learning, leading
to unimpressive performance on various genomes
types (e.g., RNA and DNA, etc.). Moreover, this
incapability in existing FMs limits the transfer-
ability to diversified unknown species because the
genomes of millions of species are technically rep-
resented in numerous genomic ‘language’ variants,
which is very different from the natural language
modeling area. As the existing FMs struggle with
challenging genomic tasks, we aim to propose a
new multi-species plant RNA (MP-RNA) founda-
tional model and prove it is robust and effective
in addressing universal RNA genomic tasks. We
elaborate on the main challenges that we met and

5278

https://github.com/yangheng95/OmniGenomeBench


Figure 1: A virtual example for in-silico RNA secondary structure prediction. The sub-figures (a) and (c) indicate
the same sequence with different structures. The sub-figures (b) and (c) denote an identical structure that can be
folded from different sequences.

our solutions one by one.

The first challenge is to leverage secondary
structures in RNA modeling. Learning RNA sec-
ondary structures is extremely challenging (Bonnet
et al., 2020; Saman Booy et al., 2022) because
the sequence information is generally sparse (Shas-
try, 2002) and structure candidates of specific se-
quences grow exponentially with increasing se-
quence lengths. Besides, an identical sequence may
fold into different secondary structures because the
folding principles of RNA sequences depend on a
variety of biological factors (Tinoco Jr and Busta-
mante, 1999), such as dynamics mechanism (Mus-
toe et al., 2014). We show an example in Fig. 1
that two secondary structure variants belong to an
identical RNA sequence. One simple but effec-
tive method to mitigate this problem is to exploit
large-scale structure annotations (Tan et al., 2017;
Danaee et al., 2018; Mathews, 2019; Kalvari et al.,
2021) to supervise the FMs in structure predic-
tion. Unfortunately, we cannot obtain enough RNA
secondary structure annotations for pretraining be-
cause the structure annotations are complicated and
expensive (Gong et al., 2024). To compile a large-
scale database containing both sequence-structure
pairs for FM pretraining, we utilize a well-known
secondary structure prediction (SSP) tool, Vien-
naRNA (Lorenz et al., 2011), to obtain millions of
plausible secondary structures with corresponding
sequences. We show that pretraining on millions of
secondary structures yields an effective and robust
SSP, and it can improve the performance on vari-
ous RNA modeling tasks even without structures
involved as demonstrated in our experiments.

The second challenge of structure pretraining
comes from the low fidelity of the secondary struc-
ture annotations. Although the secondary struc-
ture annotations calculated by ViennaRNA improve
our FM’s performance on extensive in-silico ex-
periments, our study reveals a substantial prob-
lem, i.e., the secondary structures based on cal-
culation, such as minimum free energy (Juan and
Wilson, 1999; Mathews and Turner, 2006), fail
to reflect the genuine in vivo structures. For ex-
ample, the structure prediction F1 score of Vien-
naRNA on the bpRNA (Danaee et al., 2018) dataset
is only ≈ 28%. The misalignment between vast
sequences and plausible secondary structures casts
a shadow on the structure pretraining, as well as
various downstream genomic tasks. Although it is
impossible to collect large-scale biologically ver-
ified structures at this stage, we realize that the
FM, fine-tuned on the formal secondary structure
datasets (Kalvari et al., 2021), yields the structures
almost there, i.e., close to the genuine structures.
Additionally, we have to make sure the structure
predictions can be trusted before we employ them,
so we calibrate the predictions from the perspec-
tive of uncertainty and perform incremental pre-
training to enhance the FM. We adopt the popular
temperature scaling (Guo et al., 2017), as it does
not influence the model’s performance, to calibrate
the predicted structures as high-fidelity structure
annotations to incrementally pretrain the FM and
refine structure modeling ability. The incremental
pretraining uses the top 10% of the RNA samples
compared to the first pretraining to enhance the
FM. The experimental results show that incremen-
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tal pretraining comprehensively improves structure
prediction tasks as well as four comprehensive ge-
nomic benchmarks.

The third challenge is to refine the RNA se-
quence modeling granularity, as our study indi-
cates that the existing FMs are usually designed for
sequence-level tasks, e.g. sequence classifications.
However, most of the in vivo genomic analysis fo-
cus on single nucleotide resolution, such as single
nucleotide variant (Miladi et al., 2020) (SNV) and
single nucleotide polymorphism (Rafalski, 2002)
(SNP), mutation detection and repair (Dalla-Torre
et al., 2023; Nguyen et al., 2024). Besides, single
nucleotide (SN) base changes can influence RNA
folding results (Miladi et al., 2020), structure sta-
bility and molecular functionality, etc. To address
this obstacle, we include single nucleotide muta-
tion repair in the pretraining objectives, i.e., we
pretrain the FM to find the mutation sites and pre-
dict the original bases in the RNA sequences. This
SN mutation modeling is a pioneering effort to un-
derstand the dynamic connections between RNA
sequences, structures, and SN mutations (Denny
and Greenleaf, 2019).

To benefit future research of RNA FMs, we will
release the pretrained models, benchmarks, and
in-silico RNA modeling cases in this work.

2 Evaluations and Findings

Research on RNA FMs remains in a state of be-
ginning, as the related theoretical and empirical
studies are far from comprehensively completing
the jigsaw of genomic sequence modeling. We
have implemented comprehensive benchmarks to
evaluate MP-RNA. As insights for future works, we
summarize our findings as follows:

• MP-RNA outperforms state-of-the-art FMs on all 6
challenging tasks in the RNA genomic bench-
mark, obtaining up to 40% improvement for
secondary structure prediction and top-1 perfor-
mance of mRNA degrade rate regression. The ex-
perimental results show that vast plausible struc-
ture annotations can be utilized to improve RNA
modeling tasks, providing a hint of making use
of other available genomic information, e.g.,
structure stability.

• Apart from RGB, MP-RNA reveals the generaliz-
ability of the RNA pretraining paradigm on three
comprehensive DNA genomic benchmarks, i.e.,
PGB, GUE, and GB. Overall, MP-RNA achieves

top-tier performance on most of the DNA tasks,
even though these tasks have no secondary
structures involved and DNA genome data
were never seen in the MP-RNA’s pretraining.
This observation indicates a promising FM re-
search prospective of multi-modal (i.e., multi-
genome and multi-species) modeling.

• Even though k-mers (Dalla-Torre et al., 2023;
Mendoza-Revilla et al., 2023) and BPE (Zhou
et al., 2023) have been widely utilized in the ex-
isting FMs because of the efficiency for long se-
quence modeling compared to single-nucleotide
tokenization (SNT), these coarse-grained tok-
enization methods ignore the SN-level inter-
actions in genomic sequences. The oversight
of SN-level interactions results in unsatisfactory
performance on the diverse set of SN-level tasks,
e.g., structure prediction and mutation prediction.
Our empirical experience indicates that adopt-
ing mixed tokenizations based on the existing
tokenizations may balance the performance and
efficiency of multi-granular tasks.

3 Methodology

In this section, we delve into the methodology of
our pretraining paradigm step by step.

3.1 RNA Sequence Tokenization
The performance of genomic FMs highly depends
on the implementation of RNA sequence tokeniza-
tion (Zhou et al., 2023; Nguyen et al., 2023; Chen
et al., 2023). The most popular tokenization
method in previous works is k-mers (Yang et al.,
2023; Dalla-Torre et al., 2023), including overlap-
ping and non-overlapping variants. Byte Pair En-
coding (Devlin et al., 2019) (BPE) was used in
DNABERT2 (Zhou et al., 2023) to address the to-
ken misalignment (refer to Fig. 1 in Zhou et al.
(2023)) in k-mers between similar RNA sequences.
However, both the k-mers and BPE represent the
tokens in multiple nucleotides, leading to coarse-
grained RNA sequence modeling which can fail the
SN-level genomic modeling tasks, such as RNA
secondary structure prediction and RNA sequence
design. SN-level tasks significantly require the SN-
level modeling resolution and SN-level alignment
between the inputs and outputs. To address these
two problems, we adopt SNT and represent the in-
put tokens as individual bases (Nguyen et al., 2023;
Chen et al., 2023). We have prepared an illustra-
tive example to depict the tokenization results and
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Figure 2: A virtual tokenization example of k-mers,
BPE, and SNT. In the SN-level tasks, the token inputs
and outputs of the k-mers and BPE are not aligned due
to entangled tokens containing multiple bases. ‘*’ indi-
cates the outputs are predicted based on padding tokens.

SN-level alignment in Fig. 2. We also append the
secondary structures to the sequence in a small pro-
portion (10%) of examples for masked language
modeling, which aims to enable our FM to predict
the masked bases given the context of structures.
Accordingly, we adopted a vocabulary {‘A’, ‘T’,
‘C’, ‘G’, ‘U’, ‘N’, ‘(’, ‘)’, ‘.’} to unify the tokeniza-
tion of both nucleotide bases and RNA secondary
structure information.

3.2 Pretraining Paradigm

We further introduce the self-supervised pretraining
paradigm on large-scale RNA sequence databases,
particularly for three objectives with implementa-
tions. Our pretraining objectives are induced based
on genomic domain knowledge, secondary struc-
ture prediction (SSP), single nucleotide mutation
repair (SNMR), and masked RNA language model-
ing (MRLM), tailored to sequence modeling given
the transformer architecture. These objectives were
combined during the pretraining of our framework.

RNA Secondary Structure Pretraining
The existing works regard SSP as a fine-tuning-
based downstream task, while the scales of the
downstream datasets are trivial to train the FM to
predict structures in high fidelity. Therefore, we
aim to pre-train an FM available for SSP based

on large-scale RNA sequences to improve both se-
quence and structure modeling capacity. Due to the
lack of verified structures, we collect large-scale
sequences and calculate plausible secondary struc-
ture annotations using ViennaRNA. This secondary
structure prediction is a token-level classification
task so we utilize a cross-entropy as follows:

LSSP := −
C∑

i=1

[pi log (p̃i) + qi log (q̃i)] , (1)

where C is the number of strcuture labels, i.e.,
{‘(’, ‘)’, ‘.’ }. p and p̃ respectively indicate
the true and predicted probability distributions of
the structure label, while q and q̂ represent any
incorrect predictions and their likelihood, respec-
tively.

Single-Nucleotide Mutation Repair
The SNV and SNP are important subjects to study
in genomics, while existing FMs have not ex-
plored explicit modeling of SNV and SNP as it is
very challenging. More specifically, it is resource-
intense to directly model the SNV and SNP se-
quences because these sequences could be sparse
with one-base differences in multiple sequence vari-
ants, e.g., it is estimated that SNPs occur every 1
in 1000 base pairs in the human genome (Shastry,
2002). Consequently, to train the FM to be sensi-
ble to SNV and SNP, we reformulate the SNV and
SNP as the SN mutation detection and repair task.
To overcome the SN mutation database scarcity,
we synthesize single nucleotide mutation sites in
natural RNA sequences and utilize the FM to re-
construct the original bases that have been mutated.
According to empirical observation, we synthe-
sized 5% mutation sites in the natural RNA se-
quences for the SNMR objective. The SNMR is
implemented as a token-level classification task,
employing cross-entropy as the loss function. The
LSNMR is a simple loss function so we omit its
formula here.

Masked RNA Language Modeling
The MRLM is a simple but effective generaliza-
tion from masked language modeling (Devlin et al.,
2019) to masked genomic language modeling, aim-
ing to understand the RNA sequences based on
unsupervised pretraining. Following the previous
works, we randomly mask 15% of the bases as well
as structure tokens (e.g., ‘(’, ‘)’, ‘.’). MRLM en-
ables the learning of implicit base-wise dependen-
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Figure 3: The pretraing paradigm of MP-RNA. The collected RNA sequences are prepared for three pretraining
objectives, i.e., SSP, SNMR and MRLM, respectively. For the SSP objective, we feed the RNA sequences into the
FM and predict the structures. The mutation bases are highlighted in boldface for the SNMR objective, and only the
mutation bases are calculated in the loss function. For the MRLM objective, the masked bases are indicated as M,
and only the masked bases are calculated in the loss function. ‘N’ is the number of transformer layers in the FM and
can be 16 and 32 for MP-RNA-52M and MP-RNA-186M, respectively.

cies based on deep-contextualized sequence mod-
eling. The MRLM objective employs the cross-
entropy as the loss function. The LMRLM is a reg-
ular and well-known loss function so we omit its
formula here.

3.3 Structure Calibration for Incremental
Pretraining

Accurate structures can significantly enhance the
performance of FMs on genomic tasks. Although
tools like ViennaRNA (Lorenz et al., 2011) can
calculate secondary structures, the fidelity of com-
puted structures can not be guaranteed due to the ab-
sence of consideration of biological molecule inter-
actions across different species. As an alternative
way, we propose leveraging FMs to improve the
fidelity of secondary structures calibration based
on temperature scaling (Guo et al., 2017), a method
proven effective in aligning model predictions with
actual probability distributions. This calibration
process involves the following steps:

• Utilizing the training splits of previously
established secondary structure prediction
datasets, i.e., Rfam (Kalvari et al., 2021) to
form a dataset for learning the temperature
parameter.

• We adjust the softmax function of the sec-
ondary structure classifier in the FM by intro-
ducing a temperature parameter T to calibrate
the probability:

SoftmaxT (zi) :=
ezi/T∑
j e

zj/T
(2)

where zi are the logits output by the model,
and T is the temperature parameter used to

scale the logits before applying the softmax
function.

• We optimize the temperature parameter T by
minimizing the cross-entropy loss:

T ∗ = argmin
T

CE(Y, SoftmaxT (Z)) (3)

where Y denotes the true labels of structures,
Z represents the logits provided by the model,
and CE indicates the cross-entropy operator.

• The performance of structure prediction on
the validation set is evaluated using the iden-
tified T ∗. This calibration ensures that the
model’s predictions are more aligned with the
true likelihoods, thus enhancing both the util-
ity and reliability of the model in predicting
RNA structures.

To reduce the computational budget of incremen-
tal pretraining, we calculate the expected calibra-
tion error (Platt et al., 1999) for all RNA structure
predictions to filter the top 10% of the RNA sam-
ples with the minimum expected calibration error
for incremental pretraining.

3.4 Pretraining RNA Database
Recent studies (Chen et al., 2023; Zhou et al.,
2023) have shown that species diversity can en-
hance FM’s performance with moderate model ca-
pacity. For the MP-RNA pretraining, we collected
transcriptome data from the OneKP initiative (Car-
penter et al., 2019), which compiles large-scale
RNA sequence from 1, 124 plant species. Because
the information in raw sequences is sparse and
noisy, they are far from ready for effective FM
training.
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To address this problem, we developed a four-
step data curation protocol to improve data quality.

• Raw RNA sequences are often excessively
long with thousands of bases. We first sliced
them into segments with a window size of
1, 024 bases to provide a sufficient context
window for RNA sequence understanding.

• To enhance training efficiency and reduce bias,
we removed all duplicate sequences.

• To tackle incomplete transcriptome data and
other noises, we discard sequences shorter
than 50 bases.

3.5 Pretraining Implementation Details
We developed two Transformer-based versions of
our framework for comparison and analysis, de-
noted as MP-RNA-52M and MP-RNA-186M, respec-
tively, where specialized architectures and imple-
mentation details can be found in Table 1. The
pretraining was performed on four Nvidia RTX
4090 GPUs over one month. We optimized the
model architecture and hyperparameter configura-
tions based on grid search and empirical experi-
ence, as the pretraining process is very time- and
resource-intensive.

Pretraining Setup MP-RNA-52M MP-RNA-186M
# of Layers 16 32
Embed Dimension 480 720
Hidden Dimension 480 720
# of Heads 24 30
# of Parameters 52M 186M
Position Embedding Rotary
Dropout 0.0
Learning Rate 5e−5

Weight Decay 0.01
Optimizer AdamW
Optimizer Momentum β1, β2 = 0.9, 0.999
LR Scheduler Linear Decay
Batch Size 3072
# of Training Epochs 1
Sequence Length 1024

Table 1: The model architecture and training configura-
tions for MP-RNA. Please find our source code for more
technical details.

4 Experiments

This section includes comprehensive in-silico ex-
periments on four genomic benchmarks, i.e., RNA
genomic benchmark (RGB), Plant genomic bench-
mark (Mendoza-Revilla et al., 2023) (PGB), Ge-
nomic Benchmark (Grešová et al., 2023) (GB) and

Genomic Understanding Evaluation (Zhou et al.,
2023) (GUE), for both RNA and DNA FMs, where
the RGB aims to evaluate the performance of RNA
sequences understanding and the rest of the bench-
marks are used for generalizability evaluation. To
avoid data leaks, all of the data are not included in
MP-RNA’s pretraining database.

4.1 Evaluation Baselines
To evaluate the performance of MP-RNA, we made
comparisons with the following baseline genomic
FMs.

For further details such as tokenization meth-
ods, training databases, and types of genomic se-
quences, please refer to Table 2. While some FMs
have been developed specifically for RNA model-
ing as well, such as RNA-FM (Chen et al., 2022),
RNA-MSM (Zhang et al., 2024), Uni-RNA (Wang
et al., 2023), 5UTR-LM (Chu et al., 2024a) and
Evo (Nguyen et al., 2024), we cannot include the
results as the original benchmark scripts or models
checkpoints are not publicly accessible.

Please find brief introductions of the baseline
FMs in Appendix B.

4.2 Fine-tuning Setup
In this section, we introduce the hyperparameters
used for downstream task fine-tuning. To fairly
compare MP-RNA with the baseline models, we care-
fully set proper and same hyperparameters for each
experiment and recorded the average performance
in three runs for all baseline FMs. Specifically, we
used a learning rate of 2e−5, a batch size of 16, a
L2 regularization of 1e−5 and AdamW optimizer
for all FMs. We train the FMs for 10 epochs on all
datasets. These settings were applied consistently
across all tasks to maintain experimental integrity.

4.3 RNA Genomic Benchmark
We first evaluate the performance of MP-RNA and
baseline FMs on the RGB2, a challenging bench-
mark dedicated to SN-resolution RNA genomic
modeling capability evaluation. Due to resource
limitations, we only perform incremental pretrain-
ing for MP-RNA-186M, i.e., we will not release the
incrementally pretrained MP-RNA-52M.

These results in Table 3 indicate the results
of MP-RNA. Overall, MP-RNA-186M outperforms
all baseline FMs across nearly all SN-level tasks.
The ablations of MP-RNA, i.e., MP-RNA∗-52M and

2Please find the details of RGB in the appendix, such as
dataset statistics and input-output examples.

5283



Model Tokenization # of Params # of Tokens/Sequences Species Sequence Type

DNABERT-2 BPE 117M 32.49B Tokens Human + 135 Species DNA
NT-V2 (100M) k-mers 96M 300B Tokens Human + 850 Species DNA
HyenaDNA (Large) SNT 47M 3.2B Tokens Human DNA
Caduceus SNT 1.9M 35B Tokens Human DNA
Agro-NT (1B) k-mers 985M 472.5B Tokens 48 Edible Plants DNA
SpliceBERT SNT 19M 2M Sequences Multi-Vertebrates precursor-mRNA
CDSBERT SNT 420M 4M Sequences 4069 RNA Families CDS
3UTRBERT k-mers 86M 20,362 Sequences Multi-Species mRNA 3’UTR
RNA-BERT SNT 0.5M 4, 069 RNA Families Multi-Species ncRNA
RNA-MSM SNT 96M 4, 069 RNA Families Multi-Species ncRNA
RNA-FM SNT 96M 23M Sequences Multi-Species ncRNA

MP-RNA-52M (ours)
SNT

52M
54.2B Tokens 1124 Plant Species mRNA, CDS, UTRsMP-RNA-186M (ours) 186M

Table 2: The brief statistics of baseline RNA and DNA FMs collected from original publications. The numbers of
parameters of different FMs are approximately calculated.

Model
mRNA SNMD SNMR Archive2 bpRNA RNAStralign

RMSE AUC F1 F1 F1 F1

ViennaRNA N.A. N.A. N.A. 75.89 27.82 74.80
DNABERT-2 0.8158 49.94 15.86 59.82 43.40 65.49
HyenaDNA 0.8056 53.32 39.80 84.23 56.62 95.42
Caduceus 0.8026 57.01 39.59 91.37 68.76 97.28
NT-V2 0.7826 50.49 26.01 79.90 56.60 90.84
Agro-NT 0.7830 49.99 26.38 70.13 48.71 75.21
SpliceBERT 0.7340 58.11 46.44 89.05 69.10 96.97
3UTRBERT 0.7772 50.02 24.01 78.98 56.93 92.03
CDSBERT 0.7468 55.03 36.16 89.34 70.01 97.15
RNABERT 0.8087 51.32 29.14 24.66 83.68 47.96
RNA-MSM 0.7321 57.86 45.22 68.72 91.15 64.44
RNA-FM 0.7297 59.02 42.21 82.55 95.07 78.16

MP-RNA∗-52M 0.7219 61.26 47.97 94.98 80.02 99.01
MP-RNA∗-186M 0.7189 63.33 49.09 95.20 84.02 99.12
MP-RNA-186M 0.7155 64.66 52.21 95.92 84.61 99.21

Table 3: The performance of MP-RNA and baseline FMs on the RGB, with results averaged based on five random
seeds. “N.A.” indicates that ViennaRNA is not designed for other predictive genomic tasks, and missing entries
where no data is available.

MP-RNA∗-186M, also make an obvious performance
difference to the baseline FMs. Even compared to
large-scale FMs, such as Agro-NT and CDSBERT
dedicated to genomic modeling, MP-RNA presents a
consistent and significant (up to 25% on SSP task)
improvement. This observation suggests the effec-
tiveness of incremental pretraining on calibrated
secondary structures. Another reason for the su-
periority of MP-RNA is mainly because the existing
FMs usually adopt k-mers tokenization that cannot
handle SN resolution tasks, including mutation site
detection and repair.

4.4 Plant Genomic Benchmark

The second benchmark is PGB, a large-scale plant-
oriented DNA genomic benchmark used for eval-

uating the transferability and generalizability of
MP-RNA. We aim to leverage PGB to evaluate
MP-RNA on multi-species tasks.

The results of MP-RNA in Table 4 reveal con-
siderable performance improvement compared to
even DNA-expertised FMs on various tasks, such
as Polyadenylation, Splice Site, and Enhancer Re-
gion classification. Although we did not include
any DNA genomes in the pretraining and the se-
quence lengths in PGB are usually greater than the
max modeling length of MP-RNA, MP-RNA achieved
the best F1 scores among the DNA tasks in PGB,
which means the limitation of the modeling length
in genome understanding may not be a critical prob-
lem. In comparisons, existing FMs, e.g., CDS-
BERT and Agro-NT, show lower performance with
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Model
PolyA LncRNA Chrom Acc Prom Str Term Str Splice Gene Exp Enhancer

F1 F1 F1 RMSE RMSE F1 RMSE F1

DNABERT-2 41.35 72.55 61.49 0.99 0.24 45.34 14.78 36.40
HyenaDNA 83.11 58.21 52.20 0.88 0.26 90.28 14.76 66.17
Caduceus 70.89 68.40 64.53 0.91 0.26 78.51 14.72 60.83
NT-V2 71.26 73.08 65.71 0.81 0.27 95.05 14.69 73.89
Agro-NT 78.89 67.24 63.27 0.94 0.78 88.45 15.56 62.83
SpliceBERT 65.23 71.88 63.62 0.75 0.22 96.45 14.70 69.71
3UTRBERT 76.48 70.75 63.71 1.04 0.36 94.44 14.87 71.67
CDSBERT 39.72 33.06 48.95 2.19 0.59 52.20 14.77 33.93
RNA-BERT 78.54 61.99 48.94 1.81 0.38 94.45 14.89 57.61
RNA-MSM 84.25 67.49 53.52 1.28 0.28 95.49 14.87 61.45
RNA-FM 84.94 68.75 54.92 0.95 0.27 95.95 14.83 57.14

MP-RNA-186M 87.48 77.68 67.31 0.59 0.18 98.20 14.73 79.51

Table 4: Performance of MP-RNA and baseline FMs on PGB. “PolyA” stands for Polyadenylation, “Chrom Acc” for
Chromatin Accessibility, “Prom Str” for Promoter Strength, “Term Str” for Terminator Strength, “Splice” for Splice
Site, “Gene Exp” for Gene Expression, and “Enh Reg” for Enhancer Region.

more parameters than MP-RNA. On the other hand,
the results of PGB suggest that our pretraining
paradigm, i.e., structure pretraining and SN mu-
tation modeling, is adept at handling DNA clas-
sification and regression tasks. In short, MP-RNA
has impressive generalizability from RNA to DNA
genome modeling.

4.5 Benchmark Summary

The evaluation results of GB (Table 12) and GUE
(Table 10) can be found in the appendix. Overall,
the results of GB and GUE indicate that MP-RNA
has good generalizability on various genomes and
species. Intriguingly, our pretraining paradigm is
dedicated to the SN-resolution RNA genomic tasks
while obtaining top-tier performance on three DNA
benchmarks, i.e., PGB, GB and GUE. This im-
plicitly highlights the necessity of utilization of
biological domain knowledge in future works.

The DNA FMs, such as Agro-NT, appear to be
ineffective in transferring to RNA genomic tasks.
We suspect that the modeling resolution matters
in this phenomenon because the small SNT-based
DNA FM, HyenaDNA, obtains considerable results
compared to agro-NT which contains 1B param-
eters. Considering that MP-RNA is pre-trained on
smaller sequence data scales than DNA FMs, such
as NT and Agro-NT, which use over 300B training
data, we hypothesize that the genetic information
density of RNA may be greater than that of DNA,
leading to the generalization ability from RNA to
DNA genomic modeling. However, this hypothesis
needs to be settled in future works.

5 Related Works

The field of biological sequence modeling, encom-
passing DNA, RNA, and proteins, has garnered
increasing interest over recent years. While pro-
tein modeling has been extensively researched, as
evidenced by projects such as AlphaFold (Jumper
et al., 2021; Evans et al., 2021; Abramson et al.,
2024) and ESM (Lin et al., 2022), DNA and RNA
modeling have seen relatively less exploration.
Among the earlier efforts in genomic sequence
modeling, DNABERT (Ji et al., 2021) utilized
BERT’s architecture (Devlin et al., 2019) to tackle
genomic sequence analysis, demonstrating initial
success for in-silico genomic tasks. Its successor,
DNABERT2 (Zhou et al., 2023), enhanced this ap-
proach by switching from k-mers to BPE tokeniza-
tion, aiming to boost model performance across
multi-species genomic data.

Exploring large-scale foundation models (FMs),
such as nucleotide transformers (V1 and V2)(Dalla-
Torre et al., 2023), AgroNT (Mendoza-Revilla
et al., 2023), and SegmentNT (de Almeida et al.,
2024), has proven fruitful. These models, with
parameters in the billions, have shown consider-
able promise in DNA genomic modeling, handling
model scales up to 2.5 billion and 1 billion param-
eters, respectively. Although Agro-NT (Mendoza-
Revilla et al., 2023) was initially pre-trained on
multi-species edible plant DNA sequences, it did
not effectively adapt to RNA sequence modeling
in subsequent tests. The challenge posed by the ex-
tensive lengths of genomes has increasingly shifted
focus towards long-range sequence modeling and
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the deployment of autoregressive FMs like Hye-
naDNA (Nguyen et al., 2023) and Evo (Nguyen
et al., 2024).

In RNA genomic modeling, early endeav-
ors such as scBERT (Yang et al., 2022), RN-
ABERT (Akiyama and Sakakibara, 2022), RNA-
FM (Chen et al., 2022), RNA-MSM (Zhang et al.,
2023), and RNAErnie (Wang et al., 2024b) have
emerged. These models, however, have only been
trained on limited-scale databases due to the high
cost of acquiring RNA sequences. Some focus nar-
rowly on specific RNA sequence types like coding
sequences (CDS) (Hallee et al., 2023), 5’ untrans-
lated regions (5’UTR) (Chu et al., 2024b), 3’ un-
translated regions (3’UTR) (Yang et al., 2023), or
precursor mRNA sequences (Chen et al., 2023),
restricting their ability to capture the full diversity
of RNA sequences. Despite reports of effective per-
formance, Uni-RNA (Wang et al., 2023) remains
closed-source and thus unverifiable in comparative
experiments.

Overall, existing FMs often overlook the critical
issue of calibrated structure pretraining in RNA
genomic modeling. While 5UTR-LM (Chu et al.,
2024a) and ERNIE-RNA (Yin et al., 2024) inte-
grate secondary structures into genomic modeling,
they do not investigate the effects of the structure
annotation quality.

6 Open-source Package

Genomic modeling is at a nascent stage. There
is a domain knowledge gap between artificial in-
telligence and bio-science which results in a sig-
nificant scarcity of research resources. Although
some works for genomic sequence modeling have
been proposed in recent years. However, most
of these studies only release the model weights
without accompanying training, fine-tuning, and
benchmark evaluation scripts. To solve this prob-
lem, we have created a comprehensive open-source
genomic modeling toolkit based on MP-RNA. This
toolkit is designed to offer thorough fine-tuning
tutorials and a standardized automated benchmark
evaluation system. Please find the brief introduc-
tion of the package in Appendix A.

7 Conclusion

Our work focused on the refinement of RNA FMs
through the rigorous integration of domain-specific
knowledge, particularly secondary structures and
single nucleotide mutations, into the pretraining

phase. The introduction of a calibration mecha-
nism using temperature scaling further enhanced
the accuracy and reliability of our model predic-
tions, aligning them more closely with biological
realities.
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Limitations

The limitations of our work are rooted in resource
constraints and experimental scope. First, ac-
cording to the data scaling laws (Kaplan et al.,
2020; Hoffmann et al., 2022; Muennighoff et al.,
2023), we realize that the proposed RNA founda-
tion model’s scale remains small, and the parame-
terization may not be adequate to exploit the full
potential of the OneKP database. Due to resource
restrictions, we could not pretrain larger models.
Moving forward, we aim to train larger-scale foun-
dation models, anticipating that our contributions
will somewhat accelerate the advancement of DNA
and RNA foundation models.

Our study primarily relies on in-silico experi-
ments and computational predictions. The absence
of in-vivo experimental validation means that the
biological relevance and efficacy of the model’s pre-
dictions in real-world biological systems remain
untested. Future research will need to integrate
in-vivo experiments to confirm and refine the pre-
dictive capabilities of our foundation models in
actual biological environments.
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A Open-source Package

Genomic modeling is at a nascent stage. There
is a domain knowledge gap between artificial in-
telligence and bio-science which results in a sig-
nificant scarcity of research resources. Although
some works for genomic sequence modeling have
been proposed in recent years. However, most
of these studies only release the model weights
without accompanying training, fine-tuning, and
benchmark evaluation scripts. To solve this prob-
lem, we have created a comprehensive open-source
genomic modeling toolkit based on MP-RNA. This
toolkit is designed to offer thorough fine-tuning
tutorials and a standardized automated benchmark
evaluation system. Please find the brief introduc-
tion of the package in Appendix A.

Here are the key features of the MP-RNA Package:

• Fine-Tuning Tutorials: Our tutorials guide
users through the entire fine-tuning pro-
cess for various downstream genomic mod-
eling tasks, from dataset processing and
model setup to actual training. These in-
clude a detailed example of secondary struc-
ture fine-tuning that demonstrates both train-
ing and application. Access these tutorials
here: https://github.com/yangheng95/
OmniGenomeBench/tree/master/examples

• Automated Benchmark Evaluation: Our
toolkit includes an automated benchmark
evaluation tool that features predefined
configurations for benchmarking subtasks, in-
cluding necessary hyperparameters. This tool
facilitates the seamless and fair evaluation of
future FMs and the integration of new bench-
marks. Learn more about this process through
our tutorial, available at: https://github.
com/yangheng95/OmniGenomeBench/tree/
master/examples/benchmarks/run_rgb_
auto_bench.py

• Genomic Repository Hub: To address the is-
sue of limited resources, we have developed a
repository hub that hosts open-source licensed
datasets, model checkpoints, and benchmark
evaluations, alongside flexible interfaces for
community sharing of datasets and models.
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This hub enhances resource availability and
collaboration. The hub will be accessible
shortly.

We are finalizing the documentation and will
officially launch this tool soon.

B Evaluation Baselines

To help understand the baseline FMs, we briefly
summarize the FM in the following sections. Please
find the method and experiment details of these
FMs in the original publications.
• DNABERT-2 (Zhou et al., 2023). This is a re-

cent FM tailored for DNA sequence learning,
utilizing BPE for RNA tokenization to improve
DNABERT.

• HyenaDNA (Nguyen et al., 2023). Designed
as an autoregressive FM for genome long-range
genome modeling, HyenaDNA excels in pro-
cessing extensive genomic data, especially for
DNA, supporting sequence lengths up to 1M nu-
cleotides.

• Caduceus (Schiff et al., 2024). Caduceus3 is
an advanced DNA language model built on the
MambaDNA architecture, designed to address
challenges in genomic sequence modelling, such
as long-range token interactions and reverse com-
plementarity (RC).

• Nucleotide Transformers (NT) (Dalla-Torre
et al., 2023). The NT-series FMs are trained on
comprehensive DNA genomic datasets, including
the human reference genome and multi-species
DNA sequences. These FMs are intended to dis-
cern patterns within nucleotide sequences across
a spectrum of genomic tasks.

• Agro-NT (Mendoza-Revilla et al., 2023). Sim-
ilar in scope to the Nucleotide Transformers,
Argo-NT is a high-capacity DNA FM with 1B
parameters, specifically concentrating on plant
DNA.

• SpliceBERT (Chen et al., 2023). Specialized for
RNA splicing, SpliceBERT is trained on 2M pre-
cursor messenger RNA (pre-mRNA) sequences,
focusing on the intricate dynamics of pre-mRNA
processing.

• CDSBERT (Hallee et al., 2023). Adapted from
ProteinBERT, CDSBERT is trained extensively
on CDS regions within genomes. It utilizes these
datasets to predict protein structures and func-

3https://huggingface.co/kuleshov-group/
caduceus-ps_seqlen-131k_d_model-256_n_layer-16

tions, benefiting from the alignment between
RNA and protein sequences.

• 3UTRBERT (Yang et al., 2023). This FM is
trained on 20k sequences of 3’UTRs, tailored for
tasks related to 3’UTR-mediated gene regulation.
It distinguishes itself from MP-RNA by employing
k-mers tokenization rather than SNT.

• RNA-BERT (Akiyama and Sakakibara, 2022).
RNA-BERT is a BERT-style model pre-trained
on a large corpus of non-coding RNA sequences.
It uses masked language modelling (MLM) as
its primary training objective. The model is de-
signed to predict RNA structural alignments and
can be fine-tuned for various RNA sequence clas-
sification and regression tasks

• RNA-MSM (Zhang et al., 2024) RNA-MSM is
an unsupervised RNA language model based on
multiple sequence alignment (MSA). It is the
first model of its kind to produce embeddings
and attention maps that directly correlate with
RNA secondary structure and solvent accessibil-
ity. RNA-MSM is particularly effective for tasks
involving evolutionary relationships in RNA se-
quences.

• RNA-FM (Chen et al., 2022) RNA-FM is a
BERT-based RNA foundation model trained on a
vast dataset of non-coding RNA sequences. The
model excels in predicting RNA structure and
function by leveraging masked language mod-
elling (MLM) during pre-training. RNA-FM’s
training data is sourced from the RNAcentral
database, providing it with extensive knowledge
across diverse RNA species.

• MP-RNA and MP-RNA∗(ours): These are our FMs
for RNA genomic modeling. MP-RNA is the for-
mal variant of our FM that is obtained from in-
cremental pretraining and MP-RNA∗is the variant
without incremental pretraining.

C Zero-shot Sequence to Structure
Prediction Evaluation

This subsection assesses MP-RNA in zero-shot sec-
ondary structure prediction. The experimental re-
sults are available in Table 5.

In Table 5, ViennaRNA performs well generally
but is consistently outperformed by MP-RNA-186M,
suggesting that MP-RNA-186M can provide superior
performance on specific types of RNA structure
predictions. The results demonstrate the effective-
ness of MP-RNA in handling complex and diverse
RNA structures across different SSP datasets, with
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Model Archive2 bpRNA RNAStralign Rfam

ViennaRNA 75.89 27.82 62.80 75.32
MP-RNA∗-52M 63.82 24.41 64.68 76.08
MP-RNA∗-186M 65.57 24.71 73.07 78.60
MP-RNA-186M 68.01 25.41 74.89 82.15

Table 5: Performance in zero-shot RNA secondary struc-
ture prediction across various benchmarks, showcasing
the capabilities of MP-RNA in zero-shot learning scenar-
ios without any fine-tuning or domain adaptation.

consistent improvements over other FMs. In other
words, our pretraining paradigm works well in un-
leashing the SN resolution genomic modeling tasks,
and it can be adapted to future works on genomic
FMs.

D Benchmark Results

D.1 RNA Genomic Benchmark

The detailed task descriptions for each nucleic acid
and species, including the number of examples,
classes, evaluation metric, and sequence length, are
outlined in Table 6. Each task is carefully curated
to reflect the complexity and variety inherent in
genomic data, providing a robust framework for
assessing the nuanced capabilities of state-of-the-
art RNA FMs. RGB contains 6 SN-level tasks that
are curated or collected from published articles.
The purpose of RGB is to benchmark genomic
FMs in challenging SN-level modeling tasks such
as detection and repair of SN mutations, mRNA
sequence degradation rates, and RNA secondary
structure prediction. Due to the lack of a plant RNA
benchmark dataset, RGB includes the modeling
of RNA sequences from a variety of species, e.g.,
plant and human. The sequence length in RGB
ranges from 107 to 512, which is sufficient for most
RNA understanding tasks. In summary, these multi-
species and SN-level tasks in RGB serve as the first
comprehensive benchmark utilized to assess the
RNA sequence modeling capabilities of MP-RNA
and its baseline models. The brief introduction of
the datasets in RGB is as follows:

• Single-Nucleotide Mutation Detection
(SNMD): We developed a plant RNA dataset
synthesizing the single-nucleotide mutations. Fo-
cused on identifying potential single nucleotide
changes, this task is essential for detecting
mutations linked to genetic disorders. The
SNMD dataset introduces up to 10 random
mutations in the original sequences, regardless of

variation ratios. Cross-entropy is utilized as the
loss function for this binary token classification
task.

• Single-Nucleotide Mutation Repair (SNMR):
This task challenges the model to suggest correc-
tive actions at the single nucleotide level, aiding
in gene therapy approaches. The SNMR dataset
mirrors the SNMD dataset, with cross-entropy as
the loss function, indicating a token 4-way (i.e.,
A, U, C, G) classification task.

• mRNA Degrade Rate Prediction (mRNA): Es-
timating the decay rate of nucleotides in mRNA
sequences, this task is vital for deciphering gene
expression and regulation. The dataset origi-
nates from the Kaggle COVID-19 vaccine design
competition4, focusing solely on sequence-based
degradation rate prediction and excluding RNA
structures. It’s a token regression task using MSE
as the loss function, with the dataset resplit into
training, validation, and testing sets for evalua-
tion.

• RNA Secondary Structure Prediction (bpRNA
& Archive2 & RNAStralign & Rfam): Aim-
ing to predict RNA folding into secondary struc-
tures, this task is fundamental to RNA func-
tionality and interactions. We evaluated MP-RNA
on four datasets, bpRNA (Danaee et al., 2018)
(TR0, VL0, TS0 sets), ArchiveII (Mathews,
2019), RNAStralign (Tan et al., 2017) and
Rfam (Kalvari et al., 2021). Following exist-
ing works, we have excluded sequences over
512 bases and complex structures, simplifying
to three symbols: ‘(’, ‘.’, ‘)’Ṙesults may not
directly compare with other studies due to these
modifications. Cross-entropy serves as the loss
function.

Please find the appendix for the input and output
examples of each subtask in RGB. The detailed
task descriptions for each nucleic acid and species,
including the number of examples, classes, evalu-
ation metric, and sequence length, are outlined in
Table 6. Each task is carefully curated to reflect
the complexity and variety inherent in genomic
data, providing a robust framework for assessing
the nuanced capabilities of state-of-the-art RNA
FMs.

4https://www.kaggle.com/competitions/
stanford-covid-vaccine
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Task Task Type # of examples # of classes Metric Sequence length Source

SNMD Token classification 8, 000/1, 000/1, 000 2 AUC 200 This work
SNMR Token classification 8, 000/1, 000/1, 000 4 macro F1 200 This work
mRNA Token regression 1, 735/193/192 — RMSE 107 Kaggle
bpRNA Token classification 10, 814/1, 300/1, 305 3 macro F1 ≤ 512 (Danaee et al., 2018)
AchiveII Token classification 2278/285/285 3 macro F1 ≤ 500 (Mathews, 2019)
RNAStrAlign Token classification 17483/2186/2185 3 macro F1 ≤ 500 (Tan et al., 2017)
Rfam∗ Token classification 501376/62672/62672 3 macro F1 ≤ 512 (Kalvari et al., 2021)

Table 6: The brief statistics of subtasks in the RGB. These benchmark datasets are held out or not included in
the pretraining database. The numbers of examples in training, validation and testing sets are separated by “/”. ∗

indicates the datasets are used for zero-shot performance evaluation only.

Table 7 show the virtual examples of different
datasets in RGB. Please refer to our supplementary
materials to find the datasets for more details.

D.2 Plant Genomic Benchmark
The Plant Genomic Benchmark (Mendoza-Revilla
et al., 2023) (PGB) provides a comprehensive suite
of datasets designed to evaluate and improve the
predictive capabilities of genomic models in plant
biology. This benchmark, as shown in Table 8,
encompasses a range of critical genomic tasks5,
including binary classification, single and multi-
variable regression, and multi-label classification,
addressing various aspects of plant genomics such
as RNA processing, gene expression, and chro-
matin accessibility. By integrating diverse genomic
tasks, the PGB aims to facilitate advanced research
and development in plant genomics, offering a
robust platform for the assessment and enhance-
ment of model performance across different plant
species. To obtain a detailed description of PGB,
please refer to Agro-NT (Mendoza-Revilla et al.,
2023).

D.3 Genomic Understanding Evaluation
The Genome Understanding Evaluation (Zhou
et al., 2023) serves as a DNA genomic bench-
mark, encompassing 36 datasets across nine cru-
cial genome analysis tasks applicable to a variety
of species. Similar to PGB and GB, it is used
for evaluating the generalizability of MP-RNA on
DNA genome benchmarking. To thoroughly as-
sess the capabilities of genome foundation models
across sequences of varying lengths, tasks have
been chosen with input lengths spanning from 70
to 10, 000. The brief statistics for each dataset in-
cluded in the GUE benchmark are displayed in
Table 9, and the task descriptions are available in

5https://huggingface.co/InstaDeepAI/agro-nucleotide-
transformer-1b

Zhang et al. (2023). Due to resource limitations,
we do not include large-scale FMs in this bench-
mark, e.g., agro-NT and CDSBERT. Besides, we
run the evaluation on a subset of GUE, where for
each task we randomly select at most 10k samples
from the original splits, e.g., training, testing and
validation (if any) sets.

The benchmark results on GUE are available in
Table 10. Although the performance of MP-RNA-
186M is not the best on all datasets, we can
still observe a clear conclusion that MP-RNA-186M
achieves top-tier performance even without being
pretrained on any DNA genome database. The
performance on GUE suggests that while some
FMs are tailored for specific genomic tasks (e.g.,
SpliceBERT for splice sites), MP-RNA-186M, an
FM designed for RNA genome, provides robust
across-the-board efficacy. The variation in perfor-
mance across different tasks and species highlights
that there could be strong generalizability among
genomic tasks, only if we take the biological do-
main knowledge into the training of FMs.

D.4 Genomic Benchmarks

The genomic benchmark (GB) is also a DNA-
oriented FM benchmark suite, which can be used
for generalizability evaluation of MP-RNA-186M. It
contains a well-curated collection of datasets de-
signed for the classification of genomic sequences,
focusing on regulatory elements across multiple
model organisms. This collection facilitates robust
comparative analysis and development of genomic
FMs. The task names in the original repository are
complex, we abbreviate the names as follows:

• DEM corresponds to "Demo Coding vs In-
tergenomic Seqs"

• DOW is for "Demo Human or Worm"

• DRE represents "Drosophila Enhancers Stark"
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Genome Type Dataset Examples

RNA

SNMD

Input Sequence G A G T A . . . T T G A G
True Label 0 0 1 0 0 . . . 0 0 1 0 0
Prediction 0 0 0 0 0 . . . 0 0 1 0 0

SNMR

Input Sequence T A C G A . . . C T G A T
True Label T A C A A . . . G T A A T
Prediction T A C A A . . . C T G A T

mRNA

Input Sequence G G . . . A C
True Label [0.1,0.3,0.2] [0.8,0.4,0.1]. . . [0.9,0.4,0.3] [0.5,0.2,0.6]
Prediction [0.1,0.3,0.2] [0.8,0.4,0.1]. . . [0.9,0.4,0.3] [0.5,0.2,0.6]

bpRNA

Input Sequence G G C G A . . . C U U U U
True Label ( ( ( · · . . . · · ) ) )
Prediction ( ( ( ( · . . . · ) ) ) )

Archive2

Input Sequence A G U A G . . . U U U G C U
True Label ( ( ( · · . . . · · ) ) )
Prediction ( ( ( · · . . . · · ) ) )

RNAStralign

Input Sequence A G U A G . . . U U U G C U
True Label ( ( ( · · . . . · · ) ) )
Prediction ( ( ( · · . . . · · ) ) )

Rfam

Input Sequence A G U A G . . . U U U G C U
True Label ( ( ( · · . . . · · ) ) )
Prediction ( ( ( · · . . . · · ) ) )

Table 7: The virtual input and output examples in RGB. The “. . . ” represents the sequences that are omitted for
better presentation and the red color indicates the wrong prediction in classification tasks. In the mRNA dataset, all
single nucleotides have three values to predict. Note that “T” and “U” can be regarded as the same symbol in RNA
sequences and depend on different datasets.

Task # of datasets Task Type Total # of examples # of classes Metric Sequence length

Polyadenylation 6 Sequence classification 738, 918 2 macro F1 400
Splice site 2 Sequence classification 4, 920, 835 2 macro F1 398
LncRNA 2 Sequence classification 58, 062 6 macro F1 101− 6000
Promoter strength 2 Sequence regression 147, 966 — RMSE 170
Terminator strength 2 Sequence regression 106, 818 — RMSE 170
Chromatin accessibility 7 Multi-label classification 5, 149, 696 9− 19 macro F1 1, 000
Gene expression 6 Multi-variable regression 206, 358 — RMSE 6, 000
Enhancer region 1 Sequence classification 18, 893 2 macro F1 1, 000

Table 8: The genomic tasks in the Plant Genomic Benchmark. This table briefly enumerates each task by name,
the number of datasets available, the type of classification or regression analysis required, the range of sequence
lengths, and the total number of samples in each dataset. Please find the dataset details of PGB in Agro-NT.

• HCE is short for "Human Enhancers Cohn"

• HEE denotes "Human Enhancers Ensembl"

• HRE abbreviates "Human Ensembl Regula-
tory"

• HNP shortens "Human Nontata Promoters"

• HOR is an abbreviation for "Human Ocr En-
sembl"

• DME simplifies "Dummy Mouse Enhancers
Ensembl"

The brief statistics for each dataset included in the
GUE benchmark are displayed in Table 9. Similar

to GUE, we run the evaluation on a subset of GB,
where for each task we randomly select at most
10k samples from the original splits, e.g., training,
testing and validation (if any) sets.

The experimental results presented in Ta-
ble 12 demonstrate that MP-RNA-186M consistently
achieves competitive performance across a diverse
array of genomic tasks. Notably, MP-RNA-186M
excels in the Human Ensembl Regulatory (HRE)
task with an F1 score of 95.66, outperforming
other models like DNABERT-2 and HyenaDNA
in this specific benchmark. Additionally, MP-RNA-
186M shows robust results in tasks involving en-
hancer predictions (HEE) and non-TATA promoters
(HNP), underscoring its versatility and effective-
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Task Metric Datasets Training Validation Testing

Core Promoter Detection macro F1
tata 4904 613 613

notata 42452 5307 5307
all 47356 5920 5920

Promoter Detection macro F1
tata 4904 613 613

notata 42452 5307 5307
all 47356 5920 5920

Transcription Factor Prediction (Human) macro F1

wgEncodeEH000552 32378 1000 1000
wgEncodeEH000606 30672 1000 1000
wgEncodeEH001546 19000 1000 1000
wgEncodeEH001776 27497 1000 1000
wgEncodeEH002829 19000 1000 1000

Splice Site Prediction macro F1 reconstructed 36496 4562 4562

Transcription Factor Prediction (Mouse) macro F1

Ch12Nrf2\iggrab 6478 810 810
Ch12Zrf384hpa004051\iggrab 5395 674 674

MelJun\iggrab 2620 328 328
MelMafkDm2p5dStd 1904 239 239

MelNelf\iggrab 15064 1883 1883

Epigenetic Marks Prediction macro F1

H3 11971 1497 1497
H3K14ac 26438 3305 3305

H3K36me3 29704 3488 3488
H3K4me1 25341 3168 3168
H3K4me2 24545 3069 3069
H3K4me3 29439 3680 3680
H3K79me3 23069 2884 2884

H3K9ac 22224 2779 2779
H4 11679 1461 1461

H4ac 27275 3410 3410

Covid Variant Classification macro F1 Covid 77669 7000 7000

Enhancer Promoter Interaction macro F1

GM12878 10000 2000 2000
HeLa-S3 10000 2000 2000
HUVEC 10000 2000 2000
IMR90 10000 2000 2000
K562 10000 2000 2000

NHEK 10000 2000 2000

Species Classification macro F1
fungi 8000 1000 1000
virus 4000 500 500

Table 9: Statistics of tasks in the GUE, these details can be found in Section B.2. from Zhang et al. (2023).

ness in processing complex genomic sequences.
These findings highlight the advanced capabili-
ties of MP-RNA-186M in handling intricate genomic
data, contributing significantly to the field of ge-
nomic research.

E Ablation Experiments

E.1 Modeling Efficiency

Table 13 presents the experimental results compar-
ing three tokenization methods: SNT, BPE, and 3-
mers (k=3), across different RNA datasets (mRNA,
SNMD, SNMR, Archive2, bpRNA, and RNAS-
tralign). The table reports the average sequence
length (Len.), GPU memory consumption (Mem.),

and training time per epoch (T./E.) for each method.
The results demonstrate that although the average
lengths for BPE and 3-mers are reduced by ap-
proximately threefold, the GPU memory usage and
training time remain almost the same, indicating
that the length of the modeling task is tied to the
number of nucleotide labels, which necessitates
padding the tokenized inputs to match the label
length.

F The 1KP Initiative

The 1000 Plant Transcriptomes Initiative (1KP)
was a comprehensive effort aimed at exploring
genetic diversity across the green plant kingdom
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Model Performance (macro F1 Score)

Model Yeast EMP Mouse TF-M Virus CVC Human TF-H Human PD Human CPD Human SSP

DNABERT-2 75.85 86.23 58.23 81.80 90.17 82.57 85.21
HyenaDNA 73.08 73.44 27.59 77.62 91.19 84.31 83.34
NT-V2 74.93 78.10 27.49 79.12 90.87 84.70 84.13
SpliceBERT 77.66 84.97 47.17 82.77 92.24 83.96 93.81
3UTRBERT 71.89 71.46 34.84 74.85 82.37 90.51 81.95
MP-RNA (ours) 78.51 84.72 64.41 81.73 90.04 85.22 90.39

Table 10: The performance on GUE for MP-RNA and baseline FMs, where the results are reimplemented based on
our evaluation protocol. The performance for each task is the average macro F1 score in all sub-datasets.

Task # of Sequences # of Classes Class Ratio Median Length Standard Deviation

DME 1210 2 1.0 2381 984.4
DEM 100000 2 1.0 200 0.0
DOW 100000 2 1.0 200 0.0
DRE 6914 2 1.0 2142 285.5
HCE 27791 2 1.0 500 0.0
HEE 154842 2 1.0 269 122.6
HRE 289061 3 1.2 401 184.3
HNP 36131 2 1.2 251 0.0
HOR 174756 2 1.0 315 108.1

Table 11: The brief statistics of datasets reported in the genomic benchmark (Grešová et al., 2023).

Model DEM DOW DRE DME HCE HEE HRE HNP HOR
F1 F1 F1 F1 F1 F1 F1 F1 F1

DNABERT-2 92.67 95.17 43.77 77.21 75.58 80.66 78.14 85.80 68.03
HyenaDNA 88.21 94.13 70.11 76.44 70.38 79.58 96.33 85.99 67.03

NT-V2 91.66 94.32 78.20 81.72 71.98 79.85 93.30 85.30 68.53
SpliceBERT 94.72 96.42 72.29 74.70 73.50 79.60 95.23 89.57 68.89
3UTRBERT 89.50 90.22 74.35 80.14 70.23 76.33 98.47 82.49 66.78
MP-RNA-186M 94.16 93.49 77.17 80.34 73.51 82.23 95.66 87.87 68.97

Table 12: Performance of MP-RNA and baseline FMs across different tasks in the genomic benchmarks (GB), where
the results are reimplemented based on our evaluation protocol. The performance (macro F1) for each task is the
average macro F1 score in all sub-datasets.
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Tokenization mRNA SNMD SNMR Archive2 bpRNA RNAStralign
Len. Mem. T./E. Len. Mem. T./E. Len. Mem. T./E. Len. Mem. T./E. Len. Mem. T./E. Len. Mem. T./E.

SNT 109 5459 76 202 7589 110 202 7589 110 142 19043 98 139 18913 458 114 19047 764
BPE 48 5459 76 42 7589 110 42 7589 110 29 19043 98 29 18913 458 27 19047 764

3-mers 38 5459 76 69 7589 110 69 7589 110 46 19043 98 46 18913 458 38 19047 764

Table 13: Comparison of tokenization methods (SNT, BPE, and 3-mers) on different RNA datasets. We report the
average sequence length (Len.), GPU memory occupation (Mem., in MB), and training time per epoch (T./E., in
seconds) for each dataset. The experiment uses the MP-RNA-186M model and evaluates on RGB datasets.

(Viridiplantae), sequencing the RNA from 1124
(1342 in other version) samples that represent
over 1000 species, encompassing all major taxa
within Viridiplantae. This includes streptophyte
and chlorophyte green algae, bryophytes, ferns,
angiosperms, and gymnosperms. The initiative’s
final or capstone publication presents three major
analyses: inferring species trees, identifying whole
genome duplications, and detecting gene family ex-
pansions. These findings are particularly valuable
for plant and evolutionary scientists interested in
specific gene families, whether their focus is across
the entire green plant tree of life or within more
narrowly defined lineages.

The sampling strategy for the 1KP was global
and collaborative, with samples sourced from a
wide range of environments including wild field
collections, greenhouses, botanical gardens, labora-
tory specimens, and algal culture collections. The
initiative prioritized the collection of live grow-
ing cells, such as young leaves, flowers, or shoots,
to ensure a high abundance of expressed genes,
though many samples also came from roots and
other tissues. RNA extraction was performed using
well-established protocols or commercial kits, fa-
cilitating the comprehensive analysis of transcribed
RNA across this diverse set of species. This monu-
mental effort not only sheds light on plant genetic
diversity but also provides a rich data resource for
ongoing and future research in plant science and
evolutionary biology.

Ethics Statement

In this research, we utilized the open OneKP
dataset, which does not contain human-related pri-
vacy. We ensure that such data is not exploited
without fair compensation and acknowledgment of
the source communities. The pretraining sequences
are plant-based genomic data that involve potential
harm to ecological systems, we do not permit the
use of our model out of expectation, such as devel-
oping malicious bio-software or designing harmful
RNA structures. The models and findings should

support, not undermine, the conservation of plant
species and their habitats. We adhere to principles
of transparency and open science, using datasets
that are publicly available and providing clear doc-
umentation of our methodologies and findings.

Overall, in conducting this research, we have
committed to ethical scientific practices that re-
spect biodiversity and aim to contribute positively
to the field of genomic research. We encourage on-
going dialogue around the ethical use of plant RNA
sequences and support initiatives that promote the
sharing of benefits arising from such research with
all stakeholders.
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