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Abstract
Automatic question generation is an increas-
ingly important task that can be applied in dif-
ferent settings, including educational purposes,
data augmentation for question-answering
(QA), and conversational systems. More specif-
ically, we focus on question answer genera-
tion (QAG), which produces question-answer
pairs given an input context. We adapt and
apply QAG approaches to generate question-
answer pairs for different domains and assess
their capacity to generate accurate, diverse, and
abundant question-answer pairs. Our analyses
combine both qualitative and quantitative eval-
uations that allow insights into the quality and
types of errors made by QAG methods. We also
look into strategies for error filtering and their
effects. Our work concentrates on Portuguese,
a widely spoken language that is underrepre-
sented in natural language processing research.
To address the pressing need for resources, we
generate and make available human-curated ex-
tractive QA datasets in three diverse domains.

1 Introduction

Over the years, question generation (QG) estab-
lished itself as an important task in Natural Lan-
guage Generation. QG has been used in asking
clarification questions in dialogue (Majumder et al.,
2021) and for providing follow-up questions after
an answer (Meng et al., 2023). Also, question
generation probabilities can be used to improve
information retrieval (Sachan et al., 2022). It is
especially important in educational settings, where
it can be used to generate quizzes automatically
(Laban et al., 2022). In addition, it can be used
for data augmentation aiming at domain adaptation
(Shakeri et al., 2020) or enhancing QG robustness
(Bartolo et al., 2021).

Questions can be generated in an answer-aware
or answer-agnostic fashion. Question-answer gen-
eration (QAG) (Ushio et al., 2023) is the task that
aims at producing a set of questions along with

their respective extractive answers, taking a con-
text passage as input. QAG is more complex than
general QG since it needs to produce not only the
questions but also the answers.

Portuguese is the sixth largest language in terms
of the number of native speakers and yet it is un-
derrepresented in terms of linguistic resources. To
the best of our knowledge, there is only one fully
extractive QA dataset, namely FaQuAD (Sayama
et al., 2019), which contains 900 question-answer
pairs. Thus, it is pressing that more resources be
created for this language.

Although much has been done in the field of QG,
some gaps remain. Current studies paid little atten-
tion to the decoding method, which is an important
factor regarding the resulting accuracy, diversity,
and adequacy of the output. Also, some works
focus on the downstream performance of gener-
ated questions in QA tasks, not assessing whether
the generated questions are correct (Bartolo et al.,
2021; Ushio et al., 2023; Shakeri et al., 2020).

In this work, we adapt and apply two QAG
approaches to generate question-answer pairs for
three domains in Portuguese using different decod-
ing methods. Our contributions include:

1. Quantitative and qualitative analyses of QAG
approaches applied to an underrepresented
language. We assess their capacity to gener-
ate accurate, diverse, and abundant question-
answer pairs under different settings.

2. An evaluation of question filtering methods
gauging what kind of errors they prevent, their
effects on question distribution, and their effi-
ciency in selecting accurate questions.

3. QAG datasets in three diverse domains con-
taining 993 question-answer pairs that were
validated by humans. The datasets are avail-
able at this link1.

1https://github.com/felipesfpaula/qgen_
submission
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The main findings from our analyses can be sum-
marized as follows:

• Beam search decoding generates more accu-
rate questions despite being less diverse.

• The end-to-end method (Ushio et al., 2023),
despite being useful to QA data augmentation,
generates more questions disconnected from
their answer spans.

• The types of question-answer pairs produced
depend upon the kind of available information
in the input text and the generation bias of the
models.

• In some cases, filtering using the answer score
probabilities may lead to discarding questions
with more complex answers.

• Common question filtering methods, like
Roundtrip consistency, while preventing an-
swerability and coherence errors, do not no-
ticeably mitigate fluency errors.

• Filtering methods using an ensemble of other
filters combined in a relaxed voting scheme
can be selective and efficient.

2 Related Work

Question Generation. Early systems were based
on rules or templates that transformed declarative
structures using the available syntactic or semantic
information (Zhang et al., 2021). With the advent
of sequence-to-sequence deep learning architec-
tures (Sutskever et al., 2014) and the availability
of large-scale question datasets, such as SQuAD
(Rajpurkar et al., 2016), the paradigm shifted to-
wards data-driven approaches (Du et al., 2017; Du
and Cardie, 2018; Zhou et al., 2018). More re-
cently, with the success of pre-trained language
models (PLMs) in many tasks (Radford et al., 2018;
Devlin et al., 2019; Raffel et al., 2020), many so-
lutions approached question generation by fine-
tuning these models. As the latest development,
large language models (LLMs), such as ChatGPT,
present In-Context Learning capabilities that allow
them to adapt themselves to a new task with few ex-
amples and without explicit training. For instance,
LLMs have been utilized to generate questions that
serve in evaluating Retrieval-Augmented Genera-
tion (RAG) systems (Chen et al., 2024).

Question Generation Evaluation. When ground
truth answers are available, the generated questions
can be evaluated with respect to them. This is done

with metrics that quantify lexical matching, such as
BLEU(Papineni et al., 2002), METEOR (Lavie and
Agarwal, 2007), and ROUGE (Lin, 2004), or met-
rics that assess semantic similarity, like BERTScore
(Zhang et al., 2020). Although widely used in
the literature, these metrics have important limi-
tations. BERTScore and BLEU may yield high
scores to questions with swapped entities (Moham-
madshahi et al., 2023), for example. Moreover,
reference-based metrics correlate poorly with hu-
man raters, although this can be ameliorated with
more reference questions (Oh et al., 2023). To ad-
dress this problem, reference-free metrics that use
PLMs to assess question adequacy were proposed
like QRelScore (Wang et al., 2022) and RQUGE
(Mohammadshahi et al., 2023).

Question Generation in Portuguese. Most of the
work in QG for Portuguese has been rule-based. In
one of the earliest studies, Diéguez et al. (2011)
combined case-based reasoning techniques with
rule-based approaches to transform declarative sen-
tences into questions. Pirovani et al. (2017) uti-
lized named-entity recognition to identify possible
answers and employed this information to gener-
ate close-type and discursive questions using rules.
Some works have compared the performance of
rule-based methods that leverage syntactic, seman-
tic, and dependency information (Leite et al., 2020;
Ferreira et al., 2020; Leite and Cardoso, 2023). Un-
til recently, the performance of data-driven QG
methods had not been thoroughly assessed in Por-
tuguese. Leite and Lopes Cardoso (2022) con-
ducted a pilot study on the performance of PLM-
based generation and found that it was comparable
to results in English.

The work by Ushio et al. (2023) is related to
ours as we compare similar QAG strategies across
different domains. However, unlike these authors,
we also assess the qualitative aspects of QAG us-
ing human evaluation. Bartolo et al. (2021) also
assessed the performance of different question fil-
tering approaches. In this work, we carried out a
deeper analysis by looking into decoding strategies
and additional filtering methods.

3 Materials and Methods

Most current solutions for QAG either employ
PLMs with fine-tuning (Ushio et al., 2023) or LLM
with prompting. Both have been applied to differ-
ent languages and domains. Our goal is to com-
pare their performance according to quantitative
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and qualitative criteria across different domains in
Portuguese.

To serve as training data, we translated
SQuAD 1.1 (which is licensed under CC BY-
SA 4.0) from English (Rajpurkar et al., 2016) to
Portuguese using the GoogleTranslate API2. De-
spite the availability of other Portuguese transla-
tions of SQuAD v1.1, we opted to create our own
version to ensure precise alignment of the answer
span offsets between the answers and the contexts.
Maintaining this alignment is crucial because mis-
aligned offsets in existing translations would intro-
duce mismatches between answers and contexts,
leading to the loss of training instances during
model training. We will refer to our version as
PT-SQuAD and make it available at our reposi-
tory3. More details on this translation process are
in Appendix A. A visual inspection of a sample of
the translated contexts and questions showed that
the translation quality was fair.

3.1 QAG Methods
We follow Ushio et al. (2023) and tested two rel-
evant QAG methods based on PLMs: end-to-end
and pipeline.
End-to-end (E2E). Given an input paragraph, this
approach generates a sequence of questions and
answers in the format “question:{q1}, answer:{a1}
| question:{q2}, answer:{a2} | ... ”. For example:

Input: Dengue fever is a mosquito-

borne disease caused by dengue

virus, prevalent in tropical and

subtropical areas.

Output: question: {What is the

mosquito-borne disease caused by

the dengue virus?}, answer:{Dengue

fever} | question: {Where is

dengue fever prevalent?}, an-

swer:{in tropical and subtropical

areas}

Pipeline (Pipe). This method consists of two se-
quential steps: answer extraction and answer-aware
question generation. We employed Self-Attention
Labeling (SAL) (Bartolo et al., 2021) as the answer
extraction method. SAL uses the last hidden layer
of an encoder-based PLM to model the start and
end vectors of a possible answer span. These vector
representations, S (start) and E (end), are the keys

2https://translate.google.com/
3https://github.com/felipesfpaula/qgen_

submission

and queries for an operation similar to the scaled
dot-product attention. The probability of span (i, j)
being an answer in context c is given by:

p(aij |c) = σ

(
(W1S)(W2E)⊤√

d

)
(1)

where σ( · ) is the sigmoid function and d the hid-
den layer dimension. Unlike Bartolo et al. (2021),
we add two feature extraction matrices W1 and
W2. The intuition was to enhance representation
learning and bring the formula closer to the multi-
headed attention model. BERTimbau-Large (Souza
et al., 2020), a Portuguese version of BERT, was
used as the encoder. Once the candidate answer is
extracted by SAL, we need to "highlight" it in the
context c to generate each question. This is done
by adding a special token <hl>.

Input: <hl> Dengue fever <hl> is

a mosquito-borne disease caused by

dengue virus, prevalent in tropical

and subtropical areas.

Output: What is the mosquito-borne

disease caused by the dengue virus?

Question Generation via Prompting We use the
in-context-learning capabilities of LLMs to gener-
ate questions in a few-shot manner. PT-SQuAD
was used as a source of examples. More specifi-
cally, given an example context and its respective
questions from PT-SQuAD, we asked the LLM to
generate five questions along with their answers in
the form of verbatim spans of the input paragraph.
Preliminary tests revealed that if the prompt did not
contain the number of questions to be generated,
then the LLMs would generate just a couple. On
the other hand, if we asked for too many, then qual-
ity degraded noticeably. As a result, five was seen
as an adequate choice. We tested the models GPT-
3.5-turbo4 from OpenAI and Sabiá-medium (Pires
et al., 2023) from MaritacaAI5, a model specifically
built for Portuguese. The complete prompt is in
Appendix B.

3.2 Decoding Methods

Beam search This decoding method searches for
the highest probable sequence output by keeping a
number of subsequence hypotheses, called beams.
However, despite the outputs being assigned a high

4The choice for GPT-3.5-turbo was motivated by budget
restrictions

5https://www.maritaca.ai/
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probability, the generated text may sound artificial,
awkward, and prone to repetitions (Fan et al., 2018;
Holtzman et al., 2020). Nevertheless, it can yield
good results when the length of the desired genera-
tion is somewhat predictable. We choose to decode
our outputs with five beams.
Top-p nucleus sampling (Holtzman et al., 2020)
This decoding strategy samples from the highest
probability tokens whose cumulative probability
mass exceeds the threshold p. By sampling these
high-probable tokens (the nucleus), top-p avoids
selecting less probable tokens that can degenerate
the output. In our experiments, we follow Bartolo
et al. (2021) and set p = 0.75.

3.3 Domain Corpora
To evaluate QAG approaches, we selected input
texts from different domains shown in Table 1. The
pipeline and end-to-end methods were fine-tuned
on PT-SQuAD, which is based on Wikipedia-EN.
Then, to have a corpus on a related domain, we se-
lected some passages from Wikipedia-PT. To avoid
overlaps with the training data, we manually picked
passages from pages that were not in SQuAD. The
intuition is that QAG methods would perform bet-
ter in corpora that are closer to its training data. For
an alternative non-technical domain, we collected
articles from a few Brazilian newspapers published
in March 2024 to ensure the contents were not in
the training data of the LLMs.

Additionally, to gauge QAG performance within
a technical domain, which would likely be more
challenging, we resorted to the Geoscientific do-
main. This domain is relevant for Portuguese-
speaking countries, given the economic importance
of the Oil & Gas industry, which represents a sig-
nificant portion of these countries’ GDP (57% in
Angola and 13% in Brazil). Yet, there are not many
linguistic resources available for specific domains
in under-resourced languages. One of the few re-
sources is the REGIS collection(Lima de Oliveira
et al., 2021) (available under the MIT license) that
was used here. Documents in this collection typ-
ically focus on Geoscientific research and explo-
ration activities in the oil and gas industry. They
often include scientific studies, research findings,
technical reports, and data analyses related to ge-
ological, geophysical, and geochemical aspects of
oil and gas exploration and production.

From each of the three corpora, we selected 15
passages containing 384 BERTimbau tokens each.
These passages were used as contexts for gener-

Corpus Description #Questions
Wiki Passages sourced

from pt-Wikipedia
692

News Passages collected
from the news on
March 2024

599

geoREGIS Passages selected
from random
paragraphs of
geoscientific doc-
uments within
REGIS.

528

Table 1: Overview of corpora used as input to the QG
and the total output of questions

ating questions in the experiments reported in the
next sections.

3.4 Models and Training

Our choice of model was influenced by the good
results achieved by T5 (Raffel et al., 2020) in gen-
erating questions that improve QA quality in En-
glish (Ushio et al., 2023). For Portuguese, Leite
and Lopes Cardoso (2022) showed that the PTT5
(Carmo et al., 2020) was better at generating ques-
tions than multilingual T5 (mT5) (Xue et al., 2021).
For this reason, we chose PTT5 as the backbone
of our QAG methods. Finally, we fine-tuned the
PTT5 models on the 87K instances of PT-SQuAD.
Further implementation details are in Appendix D.

4 Evaluating Question Quality

To assess the quality of the questions produced by
the different QAG methods and decoding strategies,
we used the error taxonomy proposed by Laban
et al. (2022). Table 2 presents the error classes. Er-
rors are classified into two granularity levels. At the
macro level, the question can be rejected because
it is disfluent (problems in grammar or phrasing),
off-target (problems in answerability), and wrong
context (problems in consistency and specificity).
At the micro level, there are ten classes that further
specialize in the types of problems the questions
could incur.

Annotation. Human annotators classified the au-
tomatically generated questions according to the er-
ror taxonomy. We recruited five native Portuguese
speakers from our research group (two females
and three males aged between mid-20s and early
40s). They were compensated at an hourly rate
that was well above the regional minimum wage.
The annotators were provided with guidelines and
examples and were able to discuss them with the
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authors. The complete guidelines are in our reposi-
tory6 and a screenshot of the annotation interface is
in Appendix C. For the geoscientific domain, which
demands specific knowledge, one annotator had a
PhD in geology, and the other one was a third-year
BSc student. The inter-annotator agreement calcu-
lated using Krippendorff’s α was 0.49, which we
consider a fair agreement.

Quality Metrics. For each generation model and
decoding strategy, we computed three evaluation
metrics that capture the desired properties of QAG.
Accuracy (Acc) is the percentage of correct ques-
tions generated by the setup. Productivity (Prod) is
the mean number of question-answer pairs gener-
ated by each context. Diversity (Div) is 1−b, where
b is the self-BLEU measure (Zhu et al., 2018) of the
generated questions by the setup, and it is higher
when there is little overlap among the generated
questions.

Six different setups were evaluated for QAG in
each of the three domains. The results for the eval-
uation metrics are shown in Table 3, and the distri-
bution of the types of errors for each setup are in
Figure 1.

E2E vs. Pipe. The pipeline method gen-
erates more correct questions than end-to-end.
In Wikipedia and the Geoscientific domain, the
pipeline is more productive of question-answer
pairs. The pipeline method presents the same
productivity for beam search and top-p because
they use the same answers as input and thus gen-
erate the same number of questions. It is not
clear which method produces a more diverse set
of questions. End-to-end models present more off-
Target errors compared to pipeline. We noticed
that E2E has more trouble selecting answers. The
pipeline method has a more accurate answer selec-
tion method, and as a result, it commits fewer off-
Target errors. Since this error class corresponds to
mismatches between the answer span and the ques-
tion, we can see that compared to the pipeline, E2E
has more trouble forming connections between the
answer and the question, highlighting the charac-
teristic of not being conditioned on the answer.

Beam Search vs. Top-p Regarding the decod-
ing strategy, beam search was consistently more
accurate than top-p nucleus sampling for both gen-
eration strategies and across all domains. On the

6https://github.com/felipesfpaula/qgen_
submission
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No Error Disfluent Off Target Wrong Context

Figure 1: Distribution of errors for the different setups.
The scores are for all domains combined.

other hand, top-p sampling shows more diversity.
In the end-to-end setting, the beam search decoding
produces more questions.

PLM vs LLM. The high scores achieved by
Sabiá-medium and GPT-3.5-turbo convey the good
performance of bigger, more capable models,
which can be achieved even in a few-shot man-
ner. They are more accurate and more diverse than
the PLM-based models. Their main errors in LLM-
based QAG come from the off-Target class. A
possible reason for that is that we ask them to gen-
erate answer spans, and in their non-deterministic
decoding process, they could change some tokens,
causing a mismatch between the span in the text
and their answer.

Question error classes. The results of the hu-
man annotation of the error classes are shown in
Figure 1. A general tendency across all setups is
that the most frequent error class was off-target.
Comparing the PLM-based models, E2E is worse
than pipeline in the three error classes, although
they are comparable in fluency. Many of the er-
rors of E2E come from the off-Target class. Al-
though the distribution of the coarse-grained er-
ror classes looks similar for E2E beam search and
top-p nucleus sampling, they are different for the
fine-grained ones.

5 Evaluating Answers

Looking into the answers provides strong cues
about the questions. To identify what questions
are being asked by the QAG strategies, we devised
an answer classification scheme. This taxonomy
aims to identify biases in the type of answers and
their interdependence with the domain.
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Error Category Fine-grained Examples

Disfluent

Wrong Tense Q: Qual é a palavra que Freud usou para descrever sua doença?
Awkward Phrasing A: neurose
Not a Question Q: What is the word Freud used to describe his disease?
Repetitions A: neurosis

Off-Target
Unanswerable

Q: Qual é a massa do próton?
A: 1 / 1836 da massa do próton

Other answer span
Q: What is the mass of proton?
A:1 / 1836 off the mass of proton

Wrong Context

Too specific Q: Qual é o nome do campo de Namorado?
Reveals answer A: Namorado
Inconsistent Q: What is the name of the field Namorado?
Not specific enough A: Namorado

Table 2: Error taxonomy with examples of questions and answers. Translations into English are provided for clarity.

Wiki News GeoREGIS
Acc Prod Div Acc Prod Div Acc Prod Div

E2E
beam 0.43 5.80 0.46 0.44 6.46 0.47 0.68 3.38 0.77
top-p 0.37 5.40 0.71 0.38 5.73 0.67 0.48 2.45 0.91

Pipe
beam 0.73 7.93 0.55 0.65 5.86 0.65 0.74 6.07 0.68
top-p 0.64 7.93 0.68 0.56 5.86 0.76 0.72 5.61 0.74
Sabiá 0.68 5.00 0.73 0.88 5.00 0.76 0.78 4.58 0.77
GPT-3.5-turbo 0.80 5.00 0.77 0.93 5.00 0.78 0.79 4.83 0.73

Table 3: Assessment of the QAG methods in terms of accuracy, productivity, and diversity.

While there are other question classification tax-
onomies like Bloom’s Cognitive Levels (Bloom
et al., 1956), TREC-10 (Li and Roth, 2002), and
Graesser’s (Graesser et al., 2008), we did not find
them suitable to our goals. We have verified a low
adherence to Bloom’s and Graesser’s taxonomy
classes toward PT-SQuAD data. Consequently, we
adopted a classification scheme that simplifies the
TREC-10 taxonomy.

We manually classified answer spans from cor-
rect question-answer pairs selected in the previous
experiment. Our classification scheme for types of
answers includes the following four classes.

• Name. Names or lists of names of people,
locations, organizations, creative works, etc.

• Numeric. Dates, currency, measurements,
and quantitative information in general. The
format can be textual or numeric.

• Description. Longer textual forms that could
function as a sentence.

• Term. Single words, multi-word expressions,
or lists of words that are not proper nouns or
form a sentence.

Figure 2 shows the results of these analyses. To
use as a reference, we also manually annotated
414 ground truth answers from PT-SQuAD. With
these questions, we can have a sample of humans’
extractive answers to questions in the Wikipedia
domain.

Despite the increased focus on the Term class,
we found that the E2E and Pipe answer distribu-
tions are compatible with PT-SQuAD. A possible
reason for the difference is that our Wikipedia-PT
subsample contains more salient terms. In the news
domain, all generation strategies focused more on
names and less on terms. This agrees with the in-
tuition that news articles feature more discussion
about named entities than debates about concepts.
Text from the geoscientific domain presents a fair
amount of names of geological formations, basins,
and locations. Across the three domains, the LLM
approach, GPT-3.5-turbo and Sabiá-medium, is bi-
ased towards longer and more descriptive answers.
Overall, the data suggests that the question-answer
distribution is defined by the interaction between
the types of question-answer pairs the methods tend
to produce and the available salient information in
the source passages.
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Figure 2: Answer class distribution per domain.

6 Question Filtering

Filtering methods can be used to reduce noisy and
erroneous questions. We focus on assessing the
effects of the filtering methods on question distri-
bution and what errors the filtering prevents. In the
following analysis we consider only the Pipeline
method. We implemented filtering methods based
on the following criteria.

Answer Score (Bartolo et al., 2021). This filter
selects questions in which the probability output
of the answer candidate defined in Equation 1 sur-
passes a given threshold k.

Generation Score (GS) (Bartolo et al., 2021).
This filtering strategy selects questions with gen-
eration probability above a threshold k. In other
words, the probability of the sequence of tokens
that constitutes the question must surpass a thresh-
old.

Roundtrip (Alberti et al., 2019; Bartolo et al.,
2021). For each question candidate and respec-
tive context pair, we check if the candidate answer
is the same as the answer given by the 6-way QA en-
semble model with the same question and context.
We fine-tuned six different BERTimbau QA mod-
els using different random seeds on PT-SQuAD
data. We select candidates for which the answer
agrees with at least one QA answer, case “1/6”, and
when it agrees with all six, case “6/6”.

QRelScore LRM (Wang et al., 2022). The
reference-free metric QRelScore can also be used
to filter questions. Originally, this metric used
RoBERTa and GPT-2 as components to calculate
two sub-metrics: local relevance matching (LRM)
and global relevance generation (GRG), respec-
tively. However, we switched RoBERTa (Liu et al.,
2019) to BERTimbau since our data is in Por-
tuguese. We also tried switching GPT-2 (Rad-

ford et al., 2019) to XGLM (Conneau and Lample,
2019). However, it yielded poor GRG results and
hurt the QRelScore performance. Thus, we report
only the LRM values. We filter candidates by se-
lecting instances with the QRelScore LRM above
the sample mean.

ϕ voting. To combine the strengths of previous
filtering methods, we establish two voting schemes
using the Generation Score > 0.9, Roundtrip 1/6,
and QRelScore LRM. The first one, relaxed, ac-
cepts the candidate if one of the conditions is met.
The second one, strict, only accepts a candidate if
the three conditions are met.

The answer score does not select correct ques-
tions across different domains. In fact, it only helps
to select the right questions in the Wikipedia do-
main, which is the same domain as the training
data (see Appendix E). The proportion of descrip-
tion type of questions gets lower by using higher
thresholds of answer score. This means there are
fewer questions that target answers that require
more elaborate descriptions. In Figure 3, we plot
the description class proportion by the generation
score metric and the answer score. The answer
span thresholds select simpler answers with less
structured text. This does not necessarily mean
shorter answers. As a result, we omit it from the
next analyses.

The errors filtering helps to prevent can be seen
in Figure 4. The generation score thresholds re-
duce the wrong context error class and slightly
improve the off-target class. Roundtrip in both
versions greatly reduces the off-target and slightly
decreases the wrong context class. The voting
strategy ϕrelaxed shows performance comparable to
Roundtrip 1/6 and ϕstrict only presents disfluent er-
rors. QRelScore LRM is a marginal improvement
over unfiltered question candidates. The results
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Figure 3: Proportion of the description class according
to the answer and generation scores.

showed that fluency errors resist current filtering
strategies. Roundtrip consistency and QRelScore
LRM consider the passage-question pair coherence
through the answer and semantic similarity, respec-
tively. The generation score thresholds could im-
prove fluency. However, it actually improves the
consistency and adequacy of questions.
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Figure 4: Error distribution of filtering strategies. The
bars tagged with k represent the generation score at
different thresholds.

To evaluate how well the filtering techniques
handle the relevant (correct) questions, we measure
the precision, recall, and f1. A high precision score
means that the filtering technique effectively ex-
cludes incorrect questions. On the other hand, a
high recall means that the filter does not discard
correct questions. We postulate that the filtering
process should strive to reach a balance between
precision and recall. In Table 4, we can see the
performance of the filtering methods classifying
correct questions per domain. The unfiltered ques-
tions present a baseline across the domains. For
Wikipedia and Geoscientific domains, QRelScore
LRM presents the best precision. However, it is

moderately low in the News domain. Roundtrip
1/6 shows a good balance between precision and
recall, achieving the best F1 score in the News do-
main. On the other hand, Roundtrip 6/6 is slightly
more precision-oriented. The strict voting strategy
ϕstrict achieves perfect precision on Wikipedia and
News domains, although it shows a negligible re-
call across the three domains. Finally, the relaxed
voting strategy ϕrelaxed also shows a good trade-
off of precision and recall. ϕrelaxed shows the best
recall of all filtering methods studied here.

Although filtering should focus on precision, re-
call is also important. Applications of QAG may
also need a volume of questions, and a highly se-
lective filtering method may not work. For this
purpose, an ensemble of filtering methods in a re-
laxed voting scheme may be more appropriate.

7 Conclusion

In this study, we provided an in-depth examination
of the quality of the generated question-answer
pairs. Our goal was to identify the strengths and
weaknesses of current QAG methods. We inves-
tigated the impact of different decoding methods,
assessed the accuracy and diversity of generated
question-answer pairs, and analyzed the types of
errors made by various QAG models. Additionally,
we explored the classification of questions based
on the model output and evaluated the effectiveness
of different question filtering methods.

The preference for beam search decoding in
QAG systems may need to be reconsidered based
on the specific application. While it ensures higher
accuracy, the reduction in diversity could limit the
range of questions generated, which might be cru-
cial in educational settings or for generating varied
training data. In educational technology, the find-
ings suggest that QAG tools must be carefully de-
signed to balance accuracy and diversity to create
comprehensive assessments and learning materi-
als. For training QA systems, ensuring that the
generated questions are both accurate and varied
can enhance robustness. The insights from this
study could guide the development of more effec-
tive training datasets. Regarding the influence of
the source context in QAG, the dependency on the
input context suggests that QAG systems need to be
tailored to handle various types of source material.

The study of accuracy in generation can be ex-
panded to include non-extractive questions. De-
spite the importance, QAG with generative answers
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Wikipedia News Geoscientific

Prec Rec F1 Prec Rec F1 Prec Rec F1

Unfiltered 0.73 1.00 0.84 0.65 1.00 0.79 0.75 1.00 0.86
QRelScore LRM 0.85 0.58 0.69 0.58 0.43 0.49 0.85 0.59 0.70
Roundtrip 1/6 0.80 0.85 0.82 0.75 0.96 0.84 0.79 0.82 0.80
Roundtrip 6/6 0.84 0.60 0.70 0.83 0.77 0.80 0.83 0.63 0.72
ϕstrict 1.00 0.08 0.14 1.00 0.01 0.03 0.75 0.04 0.08
ϕrelaxed 0.80 0.97 0.88 0.69 0.98 0.81 0.78 0.89 0.83

Table 4: Classification performance metrics for correct questions.

is still a poorly explored subject. Furthermore, cur-
rent question filtering methods are too precision-
oriented. New filtering strategies that also present
a high recall need to be developed so QAG appli-
cations can benefit from more questions. Finally,
current filtering methods do not mitigate fluency
errors. A possible future inquiry may be whether
filtering based on linguistic acceptability (Warstadt
et al., 2019) improves performance.

8 Limitations

Our findings are based on the analysis of QAG in
a single language. To verify how well our results
generalize, this study may need to be replicated in
different languages.

QAG methods are able to generate a very large
number of question-answer pairs and thus produce
very large datasets. However, in this work, human
curation and manual error classification meant that
the datasets we made available are small. Never-
theless, they are larger than the only previously
existing dataset.

Additionally, the input data of the PLM-based
QAG methods examined in this paper resulted from
the automatic translation of data originally in En-
glish. While language can be translated with good
accuracy, the data may not represent the cultural
aspects of the target language.

Finally, although we experimented with different
decoding methods, we did not vary their parameters
systematically to gauge their impact on the output
question-answer pairs.

9 Ethical Considerations

This work relied on human annotators who were
compensated fairly, receiving payments that were
well above the minimum wage for our region. We
worked with data from Wikipedia, news articles,
and geoscientific reports. Questions and answers

did not include contents that could potentially be
considered offensive or upsetting. We used LLMs
for question generation to serve as a basis for com-
parison with PLM approaches. LLM-generated
data may contain pernicious biases. Nevertheless,
the human annotators did not identify anything in
particular that was worthy of flagging in this re-
spect.
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A SQuAD 1.1 Translation

Translating SQuAD poses challenges due to its
structure, particularly in maintaining alignment
between answer span boundaries and the context.
Previous translations available online have not ade-
quately addressed span alignment, resulting in the
loss of some answers. In our approach, we anno-
tate the answer spans in the contexts with pseudo-
HTML tags ⟨/id/⟩ and ⟨//id/⟩, where "id" rep-
resents the identifier of the answer. The Google
Translate API generally ignores HTML-like tokens,
allowing us to reconstruct the spans corresponding
to their respective answers accurately.

B Prompt

In our study, we tasked the LLMs with generat-
ing five questions and their verbatim span answers
from a given PT-SQuAD context. By testing with
different prompts, we found that without specify-
ing the number of questions, the LLM generated
only a few sample question-answer pairs, whereas
requesting too many resulted in decreased qual-
ity. Consequently, five questions were deemed an
optimal number.

You are a question generation bot.

The questions generated here will

be used as training data for another

bot. Generate 5 pairs of extractive

questions and answers that must be

answered with only, and solely only,

with verbatim spans of the input text.

Examples: {example} Input text: {in-

put text}

Prompt 1: English translation of the input prompt sub-
mitted to GPT-3.5-turbo and Sabiá-medium

C Annotation System

We devised an interface to enable the annotation of
the questions. A screenshot is shown in Figure 5.

D Implementation Details

The models were implemented using the Trans-
formers library and run in Google Colab infras-
tructure. We can see the main hyperparameters in
Table 5.

E2E Pipe SAL
PLM PTT5-Large PTT5-Large BERTimbau-large
Learning rate 1e-4 1e-4 2e-5
Batch size 4 4 16
Gradient Ac-
cumulation

8 8 0

Training
Epochs

6 6 40

Table 5: Hyperparameters of PLMs used in this paper

The financial cost of the experiments was USD
20 for GPT experiments (OpenAI) and USD 4 for
MaritacaAI.

It took around 8 hours to fine-tune the PLMs
for QAG (Pipe and E2E combined). To fine-tune
the BERTimbau-based QA ensemble also took 8
hours.

E Answer Score

In Figure 6, we can see that the answer score thresh-
olds do not improve question accuracy across all
domains. In the geoscientific domain, the answer
score thresholds degrade the quality of questions.
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Figure 5: Screen capture of the annotation system
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Figure 6: Percentage of correct questions at various thresholds for answer score.
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