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Abstract

Metaphor, as an advanced form of cognition, is
challenging to understand their meaning. Cur-
rent metaphor detection tasks only provide la-
bels (i.e., metaphor or literal) without inter-
preting how to understand them. In this pa-
per, we improve the metaphor detection task
and explore the reason of metaphor. To the
best of our knowledge, we are the first work
to reason about metaphor using mainstream
Large Language Models (LLMs). Specifically,
we utilized ChatGPT3.5 to expand the main-
stream datasets in current metaphor detection,
including VUA ALL, TroFi, and MOH-X. We
input the original sentence, target word, and
usage (metaphor or literal) into ChatGPT, guid-
ing it to generate corresponding metaphor rea-
son. Then, we designed supervised baseline
experiments (e.g., RoBERTa, GPT-2) and zero-
shot experiments with LLMs (e.g., LLaMA3).
For the results generated by the above experi-
ments, we provided the case study. We devised
four methods that include manual evaluation to
evaluate the reason performance of the model,
and discussed extensively the advantages and
disadvantages of these evaluation methods.
Our code is available at https://github.com/yc-
cy/Metaphorical-Reasoning.

1 Introduction

Metaphor is essentially a cognitive mechanism that
exists in human thinking, used to construct con-
ceptual frameworks (Lakoff and Wehling, 2012).
In NLP, metaphor detection refers to determining
whether a given target word is used metaphori-
cally, given its context (Lakoff and Johnson, 2008;
Choi et al., 2021). Considering an example of a
metaphor detection task: "His voice is like heav-
enly music.". In this sentence, "heavenly music"
is used metaphorically. By associating the term
"heavenly music" with his voice, it conveys that his
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Is "besiege" used metaphorically in "She 
was besieged by so many problems that 
she got discouraged."?

Yes, "besiege" is used metaphorically in t-
his sentence.

Why? Please give me a reason.

To convey a sense of being overwhelmed 
or surrounded by difficulties .Metaphor 

Reason

Metaphor 
Detection

Questioner

Questioner

LLMs

LLMs

Figure 1: we added metaphor reason to the current
metaphor detection task. Where the green dashed part
indicates metaphor detection and the blue dashed part
represents metaphor reason. The model needs to give
the corresponding reason after judging the metaphor.

voice is extremely melodious. Detecting and under-
standing metaphor is crucial for downstream NLP
tasks, including information extraction (Tsvetkov
et al., 2013), sentiment analysis (Cambria et al.,
2017), machine translation (Babieno et al., 2022),
and seamless human-computer interaction (Rai and
Chakraverty, 2020).

Traditional metaphor detection methods include
using dependency trees (Le et al., 2020), employing
prompt (Su et al., 2020), and multi-task learning
(Choi et al., 2021). However, current metaphor
detection tasks face generalization issues (see Ex-
periment 1). The aforementioned metaphor detec-
tion methods are insufficient, because they only
require the model to determine whether the target
word is used metaphorically in context. Additional
information is needed , such as metaphor reason,
seeing Figure 1. In metaphor-related interpretation
researches, previous work has only replaced the
target word used metaphorically in the context with
a literal word. However, this method also do not
address the issue of metaphor reason.

To address the aforementioned issues, this paper
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adds reason to the current mainstream metaphor
detection datasets, constructing an reason-based
dataset. “Reason” in this context is the elabora-
tion of a cause (Derrida et al., 1983; Feyerabend,
1987). First, we designed prompt 1 (see subsection
3.2), given three inputs to the LLMs: the target
word, the original sentence, and the usage. Then,
the LLMs reason about the meaning of the tar-
get word in the sentence. Inspired by ChatGPT’s
outstanding performance in zero-shot or few-shot
NLP tasks (Meng et al., 2022; Yoo et al., 2021),
and considering that manual annotation on crowd-
sourcing platforms is more costly (0.11 USD per
instance (Yoo et al., 2021)) compared to using Chat-
GPT for reason annotation. Therefore, we used
ChatGPT3.5 to generate metaphor reason (usage
is given here, distinguished from experiments) and
as the original reason data. In terms of experi-
ments, we designed both supervised and zero-shot
metaphor detection experiments. Traditional super-
vised metaphor detection only determines whether
the target word is used metaphorically, thus be-
ing a binary classification. However, our proposed
reason-based metaphor detection task requires the
model to provide the reason behind the usage con-
clusion. Therefore, the supervised experiment uses
the text generation model GPT-2. For the zero-
shot experiment, we use LLMs for prediction, in-
cluding current mainstream LLMs such as Gemma,
ChatGPT series, and LLaMA. For the results of
the aforementioned experiments, we provided two
automatic evaluation methods and a manual evalu-
ation method.

Overall, our contributions are summarized be-
low:

1. To the best of our knowledge, we are the first
to propose a LLMs-based metaphor reason
task that requires the model not only to deter-
mine whether the target word is a metaphori-
cal usage, but also to reason about that result.

2. We constructed the corresponding metaphor
reason dataset using ChatGPT3.5.

3. We are the first to explore various methods
for evaluating metaphor reason, including
traditional automatic evaluation, evaluation
based on fine-tuning models with entailment
datasets, evaluation based on ChatGPT, and
manual evaluation. We provide a detailed anal-
ysis of the advantages and disadvantages of
these four methods.

2 Related Work

2.1 Metaphor Detection
Current metaphor detection methods can be divided
into two major categories: supervised and unsu-
pervised. In the supervised direction, some stud-
ies Song et al. (2021); Feng and Ma (2022) focus
on extracting subject-verb-object (SVO) relations
from dependency trees to aid in metaphor detec-
tion. Song et al. (2021) processes the SVO outputs
in the text through combination, averaging, and
maximization to further capture the association be-
tween structural semantics, while Feng and Ma
(2022) uses a BERT Decoder to generate the start
and end positions of SVO based on the context. In
recent work, Li et al. (2023) integrates FrameNet
to detect metaphors through explicit learning. In
the unsupervised direction, Shutova et al. (2016)
uses visual features for metaphor detection, com-
paring the cosine similarity between single word
embeddings and phrase embeddings, and judging
as a metaphor phrase when it falls below a cer-
tain threshold. Unlike (Shutova et al., 2016), Li
et al. (2013); Bollegala and Shutova (2013) use
big data-driven approaches to determine candi-
date source domains for metaphors. Recently, Wa-
chowiak and Gromann (2023) has started using
GPT-3 to detect metaphorical language in given
sentences and target domains without any preset
domains and to predict the source domain of the
metaphor. Goren and Strapparava (2024) evaluated
the performance of GPT-3.5 in a zero-sample set-
ting through word-level metaphor detection, while
Chandra et al. (2024) detected religious metaphors
(e.g., Bhagavad Gita and the Holy Bible) using
LLMs.

2.2 Prompt Learning
Unlike traditional fine-tuning methods, prompt
learning aims to guide LLMs to generate specific
content without fine-tuning. In this task, LLMs
act as few-shot or zero-shot learners. Past research
on prompt learning typically falls into two cate-
gories: generating annotations and generating sam-
ples. Ye et al. (2022); Meng et al. (2022) employed
the method of adding polarity labels in prompts to
guide the model to generate content related to the
specified inclination. Wang et al. (2021) proposed a
method combining human annotation and LLM an-
notation to reduce costs. Yoo et al. (2021) designed
a template to guide the model to annotate or gen-
erate samples by introducing instances of different
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Question 1: Is "dominated" used metaphorically in "Gene Autry, 
 the first TV cowboy, now 82, says westerns dominated the e-
 arly days of TV partly because they had lively, cheaply prod-
 uced visuals, but mainly because early TV was starved of fe-
 ature films by the studios." ?
Usage: metaphor

Prompt 1: According to the given usage of "wi" in "si", give reasons why. + Usage: metaphor or literal +  Reason: (15 words or less)

Question 2: Is "year" used metaphorically in "Colin Pavey of B-
 ritish Telecom hopes that they will be running by the end of t-
 he year." ?
Usage: literal Chat-GPT

Reason 1: Visually appealing, cost-
 effective, lack of feature films f-
 rom studios. 

Reason 2: Literal time frame, speci-
 fic and measurable, no figurative 
 language used, clear and concrete 
 meaning. 

......
......

Figure 2: We input the original sentence si, target word wi, and usage into ChatGPT3.5. Guided by Prompt 1,
ChatGPT3.5 generates the corresponding reason.

tasks. Lang et al. (2022) designed a joint training
framework for GPT-3 and BERT for annotation in
classification tasks. Recently, Khattak et al. (2023)
improved the coherence between visual and verbal
representations through prompt learning.

3 Dataset Construction

3.1 Metaphor Datasets
VUA ALL: VUA ALL has been applied to the
shared task of metaphor detection (Leong et al.,
2018, 2020), annotating all real-meaning words (in-
cluding adjective, verb and noun) in a sentence.
TroFi: TroFi (Birke and Sarkar, 2006) is a dataset
focused on verb metaphor detection. The dataset
consists of 3717 samples.
MOH-X: The MOH (Mohammad et al., 2016)
dataset focuses on verb metaphor detection and
consists of 1639 sentences extracted from Word-
Net. MOH-X(Shutova et al., 2016) is a subset of
the MOH dataset.

3.2 Data Reason Generation
We utilized ChatGPT3.5 to generate reason for tra-
ditional metaphor datasets VUA ALL, MOH-X,
and TroFi. The reason generation process is shown
in Figure 2.

We processed the original metaphor datasets.
The processed datasets include three parts: the
original sentence si, the target word wi, and the
usage (metaphor or literal). Based on the metaphor
reason task of this paper, we carefully designed a
prompt 1 suitable for this task. We used the pro-
cessed metaphor datasets and prompt 1 as inputs
to ChatGPT3.5, guiding it to explain the input data
and output the reason. Considering that ChatGPT

3.5 has been provided with the usage instructions,
the reasoning produced in this section will serve as
the foundational reference data. For the expanded
VUA ALL, MOH-X, and TroFi datasets, we di-
vided them into training, testing, and validation
sets in a ratio of 0.7, 0.15, and 0.15. Table 1 shows
the statistics of the metaphor reason data after the
expansion.

3.3 Manual Evaluation
We employ three volunteers with a background in
metaphor to examine and screen the multiple rea-
sons to determine if they accurately and completely
convey the meaning of the original data sample.
The task of each volunteer is to verify: 1) whether
the metaphor reason of ChatGPT3.5 is contextual-
ized; 2) whether the reason is complete and correct.
After verification, the volunteer will choose the
most appropriate one of the reasons as the final
output of the model.

Usage VUA ALL_R TroFi_R MOH-X_R
metaphor 11721 1607 314

literal 68153 2130 333
total 79874 3737 647

Table 1: Metaphor reason dataset statistics. Among
them, we inform ChatGPT3.5 about the usage, including
"metaphor" and "literal". "R" stands for "Reason".

4 Experiment

4.1 Baseline Models
BERT: BERT(Devlin et al., 2018) used a bidirec-
tional Transformer encoder and came in two ver-
sions: base and large. RoBERTa: Unlike BERT,
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Model
VUA ALL TroFi MOH-X V to T V to M

P R F1 P R F1 P R F1 P R F1 P R F1
BERT-b 0.675 0.679 0.677 0.624 0.775 0.691 0.676 0.820 0.741 0.522 0.709 0.601 0.712 0.773 0.741
X-RoB 0.668 0.690 0.703 0.644 0.730 0.687 0.683 0.803 0.767 0.530 0.743 0.611 0.709 0.722 0.715
RoB-b 0.706 0.687 0.697 0.638 0.762 0.695 0.749 0.833 0.789 0.533 0.705 0.607 0.723 0.713 0.718
DeB-b 0.722 0.694 0.707 0.593 0.811 0.685 0.753 0.853 0.800 0.528 0.755 0.622 0.702 0.753 0.727

GPT2-b 0.642 0.551 0.593 0.709 0.571 0.632 0.618 0.700 0.656 0.534 0.651 0.586 0.609 0.540 0.572
GPT2-l 0.700 0.592 0.641 0.716 0.555 0.625 0.665 0.767 0.712 0.519 0.711 0.600 0.704 0.633 0.667

Table 2: Performance of supervised models on binary metaphor detection. The selected models include BERT-base
(BERT-b), XLM-RoBERTa (X-RoB), RoBERTa-base (RoB-b), DeBERTa-base (DeB-b), GPT2-base (GPT2-b),
and GPT2-large (GPT2-l). The metaphor detection datasets include VUA ALL, TroFi, and MOH-X, evaluated using
within-dataset detection. Additionally, we conducted cross-dataset detection, where "V to T" indicates training on
VUA ALL and testing on TroFi, and "V to M" means training on VUA ALL and testing on MOH-X. The evaluation
metrics include Precision (P), Recall (R), and F1 score (F1), with F1 score being the core metric.

RoBERTa removed the NSP (Next Sentence Pre-
diction) task during pre-training, which means it
no longer determined whether two sentences were
adjacent. DeBERTa: DeBERTa(He et al., 2020),
an improvement over BERT, was introduced in
2020. DeBERTa incorporated enhanced decod-
ing mechanisms and disentangled attention mech-
anisms. ChatGPT: The ChatGPT series includes
language models developed by OpenAI, such as
GPT-2 and ChatGPT3.5, which can be accessed
via API calls. LLaMA: LLaMA is a series of large
language models developed by Meta (Facebook),
including 8B and 70B models. LLaMA 3-70B, one
of the significant models, has 70 billion parameters,
and its weights can be requested from the official
website1. Gemma: a natural language processing
model developed by OpenAI, based on the Trans-
former architecture, similar to the GPT.

4.2 Experimental Design
Experiment 1: We designed a supervised ex-
periment with binary classification, employing
two types of model architectures. The first type
is Masked Language Models (MLM), including
BERT-base, RoBERTa-base, and DeBERTa-base.
The second type is Causal Language Models
(CLM), including the base and large versions of
GPT-2. For the i-th sample ni ∈ N , target word
wi, and context si, MLM has:

ŷi = MLM(si, wi)[0]

where ŷi is the output predicted by the MLM model
at the corresponding CLS position. For CLM, sim-

1https://github.com/meta-llama/llama3

ilarly:

ŷ(t = t0) = CLM(si, wi, t < t0)

where ŷ(t = t0) represents the t0-th token gener-
ated by the CLM.

Compared to MLM models, CLM models first
need to determine whether the target word is a
metaphor and then provide an reason based on
this judgment. We first performed experiments
on VUA ALL, TroFi, and MOH-X. Subsequently,
we performed experiments across datasets (i.e.,
transfers from VUA ALL to TroFi and from
VUA ALL to MOH-X). The binary classification
experiments aim to explore the generalization
performance of the model on a metaphor detection
task.
Experiment 2: We also conducted binary classifi-
cation zero-shot metaphor detection experiments
on other prompt-based LLMs. These models
include Gemma7B, Llama3-8B, Llama3-70B, and
ChatGPT3.5. The experiments were also carried
out on the VUA ALL, TroFi, and MOH-X datasets.
The prompt 2 we designed for the LLMs is as
follows:

Determine whether "wi" is used metaphorically or
literally in "si" and give reasons why.
Usage: (metaphor or literal, judge by models)
Reason: (15 words or less)

The main difference between prompt 2 and
prompt 1 lies in whether specific usage instructions
are provided. In prompt 1, we clearly presented the
specific usage based on previous labels and guide
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Model
VUA ALL TroFi MOH-X

P R F1 P R F1 P R F1
LLaMA3-8B 0.214 0.455 0.291 0.580 0.409 0.479 0.914 0.430 0.584
Gemma-7B 0.160 0.997 0.276 0.443 0.976 0.609 0.474 0.993 0.642
ChatGPT3.5 0.292 0.443 0.352 0.589 0.446 0.508 0.948 0.487 0.643
LLaMA3-70B 0.341 0.622 0.440 0.566 0.763 0.650 0.908 0.792 0.846

Table 3: Metaphorical binary classification detection performance of LLMs in other prompt classes. The selected
LLMs include LLaMA3-8B, Gemma7B, LLaMA3-70B, and ChatGPT 3.5. The metaphor detection datasets include
VUA ALL, TroFi, and MOH-X. The evaluation metrics include precision (P), recall (R) and composite metric (F1),
where F1 is the core metric.

ChatGPT3.5 to reason under the known label con-
ditions. In prompt 2, for the i-th sample ni ∈ N ,
which includes the target word wi in the context
si, we required the model to independently judge
the usage of the word and provide corresponding
reasoning.

5 Implementation

For the baseline in the experiments, the epoch of
MLM is set to 25, the learning rate is initialized
to 3e-5, and the metaphor weight is given to 5.
The epoch of CLM is set to 50. Both MLM and
CLM are initialized using the weight parameter of
Huggingface library. The hidden layer unit of the
classifier is set according to the size of the model,
which is set to 768 for the base model and 1024
for the large model. The experiments are run on a
cloud server with a single A100 80G GPU.

6 Experimental Analysis

Experiment 1: The experimental results are shown
in Table 2. The results of the MLM experiments
indicate that current supervised methods based on
binary metaphor detection have achieved high per-
formance. Specifically, the F1 score on MOH-X
even reaches 0.8. Theoretically VUA ALL fine-
tuning has better model learning ability. However,
despite the fact that the VUA ALL training samples
are 30 times larger than the TroFi training samples
and contain more types, generalization experiments
("V to T" and "V to M") show significant decreases
in performance on the metrics (e.g., on F1 and V
to T, -9% on BERT and -8.8% on RoBERTa and
-6.3% on DeBERTa). Therefore, there are issues
with the current binary metaphor detection task in
terms of generalization. In contrast, the classifica-
tion with reason generation task based on CLM,

designed by us, enhances the model’s generaliza-
tion performance to some extent (e.g., on F1 and
VUA ALL to TroFi, -4.6% on GPT2-b and -2.5%
on GPT2-l).

Furthermore, compared to the single binary clas-
sification of MLM, CLM with reason shows a de-
crease in performance on all three datasets (e.g., on
F1, GPT2-b 0.593 vs. RoB-b 0.697 on VUA ALL).
The experimental results indicate that the task of
adding reason significantly increases the difficulty
for models.
Experiment 2: Experimental results are shown
in Table 3. Compared to the supervised meth-
ods in Table 2, all LLMs except LLaMA3-70B
exhibit significant performance declines (e.g., on
F1, DeB-b 0.707 vs. ChatGPT 0.352 on VUA
ALL). Even on the more extensive and complex
VUA ALL dataset, LLaMA3-70B’s performance
is still unsatisfactory (e.g., LLaMA3-70B 0.440 vs.
DeB-b 0.707). These results indicate that current
LLMs still have shortcomings in metaphor detec-
tion tasks. Furthermore, different LLMs exhibit
varying judgment strategies in metaphor tasks. For
example, Gemma-7B has a higher accuracy in de-
tecting metaphorical samples but performs poorly
in detecting literal samples, reflected in its high
recall and low precision. In contrast, LLaMA and
ChatGPT show relatively balanced performance
in both aspects. Although Gemma outperforms
ChatGPT on the TroFi dataset, its performance sig-
nificantly drops on the VUA ALL and MOH-X
datasets. This is mainly due to its very low preci-
sion (e.g., Gemma 0.160 vs. ChatGPT 0.292 on
VUA ALL and Gemma 0.474 vs. ChatGPT 0.948
on MOH-X).
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Model
VUA ALL TroFi MOH-X VUAverb

B1 R1 RL M B1 R1 RL M B1 R1 RL M B1 R1 RL M
GPT2-large 0.27 0.37 0.33 0.25 0.19 0.29 0.25 0.18 0.21 0.31 0.27 0.19 0.264 0.37 0.329 0.25
ChatGPT3.5 0.22 0.34 0.3 0.21 0.17 0.29 0.25 0.16 0.23 0.38 0.31 0.23 0.22 0.341 0.296 0.207
LLaMA3-70B 0.21 0.32 0.28 0.18 0.14 0.23 0.2 0.12 0.21 0.34 0.29 0.19 0.199 0.304 0.262 0.174

Table 4: Comparison of the reason performance of the supervised learning method GPT2-large with the LLMs
methods ChatGPT3.5 and LLaMA3-70B. The evaluation metrics include BLEU-1 (B1), ROUGE-1 (R1), ROUGE-L
(RL), and METEOR (M). All three metrics use the n-gram matching mechanism. Where "1" indicates the exact
match of a single word, and "L" considers longer texts.

7 Automatic Evaluation Experiment

In comparison to the reason generated from the
original dataset in section 3.2, we used auto-
matic evaluation methods to assess the supervised
method GPT2-large, as well as the LLMs meth-
ods ChatGPT3.5 and LLaMA3-70B. We employed
three evaluation metrics: BLEU, METEOR, and
ROUGE. All three metrics use n-gram matching
mechanisms but differ slightly in the factors they
consider. Specifically, BLEU and ROUGE empha-
size precision and recall, respectively, while ME-
TEOR additionally takes into account synonyms
and stems.

The automatic evaluation results are shown in
Table 4. From the table, we can see that the super-
vised fine-tuned GPT2-large model achieves the
highest scores on both VUA ALL and TroFi, indi-
cating that supervised methods generate answers
more similar to the original dataset compared to
the zero-shot reason of LLMs. Furthermore, from
VUA ALL to TroFi, and then to MOH-X, the per-
formance gap between LLMs methods (i.e., Chat-
GPT3.5 and LLaMA3) and the supervised method
GPT2 gradually narrows. By the time of MOH-
X, the zero-shot ChatGPT3.5 method has already
surpassed the supervised GPT2 method in all re-
spects. Compared to TroFi and MOH-X, VUA
ALL contains more metaphor categories and richer
samples. Therefore, GPT2 fine-tuned on VUA ALL
performs better on the test set, demonstrating that
increasing the number of samples helps improve
the quality of metaphor reason generated by super-
vised methods.

8 Evaluation Experiment of
Text-embedded Fine-tuning Model

The fine-tuning model evaluation method first
trains the RoBERTa-large model on entailment
datasets. Then, it evaluates the results generated by

GPT2-large, ChatGPT3.5, and LLaMA3. The ad-
vantage of this method is that, compared to direct
vocabulary distribution calculation in automatic
evaluation methods, the fine-tuned model often
contains certain high-dimensional semantic infor-
mation. In this experiment, we used two entailment
datasets: Semantic Textual Similarity Benchmark
(STS-B) and Sentences Involving Compositional
Knowledge (SICK). The STS-B is a similarity and
paraphrase dataset, consisting of sentence pairs ex-
tracted from news headlines, video titles, image
captions, and natural language inference data, each
annotated by humans. The SICK dataset is used for
compositional distributional semantics. It includes
a large number of sentence pairs that exhibit rich
lexical, syntactic, and semantic phenomena. Each
pair of sentences is annotated with two dimensions:
relatedness and entailment. We only consider relat-
edness, with scores ranging from 1 to 5.

The experimental results are shown in Table 5.
We found that the evaluation method based on fine-
tuned models yielded similar results to the auto-
matic evaluation methods (see Table 3). Firstly,
compared to STS-B, we observed that the model
fine-tuned on SICK provided relatively higher eval-
uation results. Moreover, whether using STS-B or
SICK, the evaluation results for literal usage were
always higher than those for metaphorical usage
across all three datasets. This indicates that both
supervised and LLMs methods have a better under-
standing of literal usage compared to metaphorical
usage. Secondly, as the sample size decreases (i.e.,
from VUA ALL to MOH-X), the evaluation results
of supervised methods are gradually surpassed by
LLMs methods (e.g., on STS-B, ChatGPT3.5 2.56
vs. GPT2-large 2.67 on VUA ALL). This further
confirms that the sample size of the dataset some-
what affects the quality of metaphor reason gener-
ated by supervised methods.
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Model
VUA ALL TroFi MOH-X

STS-B SICK STS-B SICK STS-B SICK

Met Lit Wtd Met Lit Wtd Met Lit Wtd Met Lit Wtd Met Lit Wtd Met Lit Wtd
GPT2-large 2.25 2.74 2.67 2.97 3.39 3.33 2.26 2.39 2.33 2.90 3.05 2.99 2.61 2.51 2.56 3.18 3.27 3.23
ChatGPT3.5 2.21 2.62 2.56 2.99 3.28 3.24 2.14 2.58 2.39 2.89 3.24 3.09 2.51 3.18 2.87 3.19 3.64 3.43
LLaMA3-70B 2.05 2.52 2.44 2.90 3.29 3.22 1.99 2.18 2.10 2.79 3.03 2.93 2.48 3.02 2.77 3.09 3.56 3.34

Table 5: Training the RoBERTa-large model on the datasets STS-B and SICK, we utilize RoBERTa-large to evaluate
the reason performance of GPT2-large, ChatGPT3.5, and LLaMA3-70B on the metaphor datasets VUA ALL,
TroFi, and MOH-X, with a scale of 1-5. Where "Met" denotes metaphor, "Lit" denotes literal, and "Wtd" denotes
weighted sum (i.e., weighted by the percentage of metaphor samples).

Model
VUA ALL TroFi MOH-X VUAverb

Met Lit Wtd Met Lit Wtd Met Lit Wtd Met Lit Wtd
GPT2-large 3.66 4.00 3.95 3.69 3.80 3.75 3.62 3.74 3.69 3.67 3.95 3.89
ChatGPT3.5 3.76 4.02 3.98 3.81 4.10 3.97 3.66 4.67 4.20 3.72 4.03 3.96
LLaMA3-70B 3.87 3.93 3.92 3.92 3.88 3.90 3.91 4.49 4.22 3.85 3.83 3.83

Table 6: Evaluation of ChatGPT’s inference performance on GPT2-large, ChatGPT3.5, and LLaMA3-70B on the
metaphorical datasets VUA ALL, TroFi, and MOH-X, with a scale of 1-5. Where "Met" denotes Metaphor, "Lit"
stands Literal, and "Wtd" indicates a Weighted (i.e., weighted by the proportion of metaphor samples).

9 ChatGPT Evaluation Experiment

The ChatGPT evaluation method aims to use
ChatGPT to score the "similarity" between the
original dataset output and the prediction model
output. Its advantage lies in the fact that ChatGPT
has been trained on a broader and higher-quality
dataset, enabling it to understand more complex
semantic information and relationships. For the
i-th sample ni ∈ N , target word wi, and context
si, the prompt for ChatGPT is designed as follows:

Discuss the use of "wi" in "si".
Answer: ai
Prediction: ai,j
Rate the prediction based on the answer (1 to 5).
Output:

Where ai is the correct answer for the i-th sam-
ple ni, and ai,j is the prediction of the j-th model
for the i-th sample. Similar to automatic evalu-
ation and fine-tuned model evaluation, ChatGPT
will score the predictions based on their similarity
on a scale of 1 to 5. The experimental results are
shown in Table 6. Unlike the automatic evalua-
tion method and the fine-tuned model evaluation
method, the GPT2-large model, which originally
represented the supervised approach, showed su-

Model VUA ALL TroFi MOH-X
GPT2-large 3.48 3.38 3.65
ChatGPT3.5 3.83 3.97 3.88
LLaMA3-70B 3.90 3.85 3.94

Table 7: Manual evaluation results. We invite three
volunteers to evaluate the reasoning performance of
GPT2-large, ChatGPT3.5, and LLaMA3-70B on the
metaphorical datasets VUA ALL, TroFi, and MOH-X.
The evaluation metric is "similarity" with a scale of
1-5.

perior performance on the VUA ALL evaluation
compared to LLMs. However, the ChatGPT evalu-
ation results were the opposite. There was even a
significant discrepancy in the reason of metaphor
results (e.g., GPT2-large 3.69 vs. LLaMA 3.92
on TroFi). This indicates that similarity in lexi-
cal distribution (automatic evaluation) and possess-
ing certain semantic information (fine-tuned model
evaluation) do not necessarily determine the quality
of generated metaphor reason. This also reveals the
shortcomings of automatic evaluation methods and
fine-tuned model evaluation methods in judging the
similarity of metaphor reason. Additionally, similar
to the previous evaluation methods, the ChatGPT
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Dataset Sentence Reason

VUA ALL (destroy)

1. Israeli warplanes destroyed a PLO base
in a Druse - held hilltop above Beirut in
Israel ’s deepest air raid into Lebanon this
year. (Usage:literal)
2. Public reaction to this melodrama
nearly destroyed the administration and
solidified the belief that no moderates
existed in Iran. (Usage:metaphor)

Reason 1. Military objective,
strategic necessity, neutralizing
threat, eliminating enemy
presence.
Reason 2. Intense backlash,
loss of credibility, polarized
public opinion.

TroFit (absorb)

1. Equally important, his Socialist
government absorbed and then , in effect,
destroyed the French Communist Party.
(Usage:literal)
2. In a small company, the CEO and his
people become so absorbed in the Eleven
that it dominates the existence of the
company. (Usage:metaphor)

Reason 1. To eliminate
competition and consolidate
power within the Socialist
government.
Reason 2. Because they are
fully focused and engrossed in
the project, to the point of
obsession.

MOH-X (besiege)

1. The Turks besieged Vienna.
(Usage:literal)
2. She was besieged by so many problems
that she got discouraged.
(Usage:metaphor)

Reason 1. Historical event,
literal military action, and time
period context.
Reason 2. To convey a sense of
being overwhelmed or
surrounded by difficulties .

Table 8: Partial reason data. We selected some data from VUA ALL, TroFit, and MOH-X for analysis, including the
original sentence and the corresponding reason.

evaluation method also confirmed the importance
of data quantity and the phenomenon that mod-
els perform better in explaining literal usage than
metaphorical usage (e.g., on Wtd GPT2-large 3.95
vs. ChatGPT 3.98 on VUA ALL).

10 Manual Evaluation Experiment

Finally, we used a manual method for "similarity"
evaluation. Compared to the previous three meth-
ods, manual evaluation can comprehensively con-
sider aspects such as semantics, fluency, and logic,
thus providing more accurate results. To reduce
subjectivity, we invited three volunteers to indepen-
dently evaluate the correct answers and the model-
predicted answers, with a scoring range of 1-5. The
results from the three volunteers were then aver-
aged to provide the final evaluation score for each
prediction.

The experiment results are detailed in Table 7. It
can be observed that the supervised method GPT2-
large achieved relatively good scores in the first
three evaluation methods. However, it performed
poorly in the manual evaluation (e.g., GPT2-large

3.48 vs. LLaMA3 3.90 on VUA ALL). On the one
hand, combining the results of the binary classi-
fication supervised experiment and the zero-shot
experiment, the supervised method often performs
better in usage judgment (e.g., GPT2-large 0.647
vs. LLaMA3 0.440 on VUA ALL). Therefore, the
first three evaluation methods might be influenced
by preconceived notions.

11 Case Study

As shown in Table 8, we have selected data from
the VUAPOS, TroFi, and MOH-X datasets, cov-
ering both literal and metaphor usage. Taking the
verb “absorb” as an example, we provide the cor-
responding example sentences and their usage. In
previous datasets, the usage of “absorb” was only
labeled without explaining its specific reason. For
example, in the sentence “Equally important, his
Socialist government absorbed and then , in effect,
destroyed the French Communist Party.”, if the
LLM reasons “absorb” as a literal use, it might fur-
ther infer that “absorb” means “To eliminate......the
Socialist government.” In addition, LLM’s analysis
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of the metaphorical use of “absorb” suggests that
the verb in the sentence refers to people devoting
themselves to the project to the point of obsession.
Similarly, for the verbs “besiege” and “destroy”,
LLM was able to infer the reason of the target word
in different sentences.

12 Conclusion

As an advanced approach, current textual metaphor
detection tasks typically provide usage labels. How-
ever, this method falls short in understanding
metaphors. Metaphor research requires not only de-
tection but also in-depth reasoning. To our knowl-
edge, we are the first to utilize LLMs for metaphor
reason to better understand metaphorical meanings.
Firstly, we expanded existing traditional metaphor
datasets using the ChatGPT and provided results
for metaphor reason. Secondly, we designed su-
pervised experiments demonstrating that current
metaphor detection models have poor generaliza-
tion performance, while incorporating metaphori-
cal reasons significantly improves the models’ gen-
eralization ability. Additionally, to evaluate LLMs
performance in metaphor reason, we proposed four
novel evaluation methods. Overall, our experi-
mental results indicate that LLMs can reduce re-
source consumption for data reasoning (compared
to crowdsourcing) and show significant room for
improvement.

Limitations

This paper builds on metaphor detection to pro-
pose the task of metaphor reason, further investi-
gating the meanings conveyed by metaphors. Cur-
rently, we have only expanded traditional metaphor
datasets, but some metaphors may have become lit-
eral over time. In future work, we aim to construct
novel and high-quality interpretable metaphor
datasets.
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