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Abstract

The recently proposed ToolkenGPT tool learn-
ing paradigm demonstrates promising perfor-
mance but suffers from two major issues: first,
it cannot benefit from tool documentation, and
second, it often makes mistakes in whether to
use a tool at all. We introduce Toolken+ that
mitigates the first problem by reranking top k
tools selected by ToolkenGPT and the second
problem with a special “Reject” option such
that the model will generate a vocabulary token
if “Reject” is ranked first. We demonstrate the
effectiveness of Toolken+ on multistep numeri-
cal reasoning and tool selection tasks.

1 Introduction

Recently, large language models (LLM) have been
extended by allowing access to external tools
such as symbolic computation engines (Gou et al.,
2023b), databases that serve as external mem-
ory (Mu et al., 2023), and others (Schick et al.,
2023; Qin et al., 2023). Tool learning paradigms
can be broadly divided into (1) supervised fine-
tuning to leverage tools (Schick et al., 2023), which
works well but lacks flexibility and cannot general-
ize to unseen tools, and (2) in-context learning (Lu
et al., 2023), where demonstrations are provided in
the prompt; this method is very easy to extend and
generalize but often bumps against inherent con-
text length limitations of LLMs (Tay et al., 2021).
ToolkenGPT (Hao et al., 2023) aims to have the
best of both worlds: each tool is represented by
a special token called toolken that has a trainable
embedding and extends the vocabulary. Once a
toolken has been predicted, the model switches
into “tool mode” where it uses in-context examples
to fill in the tool’s arguments, calls it, sends the
results back to text, and returns to language mod-
eling mode. Toolkens require very few parameters
(toolken embeddings) to be trained while keeping

* Work was done while at Huawei Noah’s Ark Lab

add

Question: James writes a 3-page letter to 2
different friends twice a week. How many

pages does he write a year? 

Answer: He writes each friend
multiply(3, 2) = 6 pages ...

Suppose you have access to the following tools:
    1) multiply; documentation with examples: ...
    2) search_engine; documentation with examples: ...
    3) subtract; documentation with examples: ...
Question: James writes each friend ...
Answer: He writes each friend ...
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Figure 1: Toolken+ sample operation.

LLM weights frozen, and there is no limit on the
amount of data to train these parameters.

In this work, we extend ToolkenGPT with two
novel features that aim to fix two important issues.
First, ToolkenGPT cannot use tool documentation
known to be helpful for LLMs (Hsieh et al., 2023);
we will show that ToolkenGPT is often unsure
which tool to use, and documentation could help
decide this. To this end, we introduce a copy of
toolken embeddings that rerank retrieved tools, i.e.,
take top-k tool candidates, prepend the prompt with
their documentations, and ask the LLM to choose
the most relevant tool. Second, ToolkenGPT often
makes mistakes in judging when to use tools, call-
ing them too often. To alleviate this, we introduce
an extra REJ (“Reject”) “tool” that switches back to
text generation without invoking any tools. REJ is
provided as an option for the reranking mechanism
introduced above. The entire operation of Toolken+
is illustrated in Figure 1.

Overall, we aim to minimize false positive errors
for tool invocations and tool misclassification rate
for ToolkenGPT. This significantly improves the
model’s robustness, allowing for developing more
trusted LLM agents that can have access to a wider
variety of tools. A general tool usage paradigm for
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LLMs (Yang et al., 2023; Huang et al., 2023b) has
four stages: whether to use a tool, which tool to
use, infilling the arguments, and dealing with the
tool’s output. Our methods improve the first and
second stages of this process. Moreover, we pro-
vide a formal justification for the toolken training
algorithm based on variational inference. We evalu-
ate our results on the GSM8K (Cobbe et al., 2021),
MetaTool (Huang et al., 2023b), and VirtualHome
(Puig et al., 2018) datasets, showing significant
improvements.

Thus, our contributions are as follows: (1) solu-
tions to issues associated with the first two stages
of the tool usage process for LLMs; (2) a theoret-
ically grounded training procedure for the intro-
duced toolken embeddings; (3) an empirical eval-
uation study supporting the efficiency of our ap-
proach. Below, Section 2 compares our approach
with recent related work, Section 3 introduces our
modifications and formal justification for training
and inference, Section 4 presents experimental re-
sults, and Section 5 concludes the paper.

2 Related Work

Quantifying the uncertainty of LLMs. Recently,
Zhang et al. (2023) introduced a tuning method to
teach LLMs to refrain from answering the ques-
tion if the LLM is not sure in its answer, reducing
hallucinations and improving uncertainty estima-
tion. In contrast to this study, our approach does
not require any fine-tuning of the LLM, instead we
learn an embedding corresponding to the rejection
tool. In another line of research, Diao et al. (2023)
proposed active prompting focusing on finding the
best task-specific prompt. In this work, we focus
on task-independent prompts.

Natural language feedback. Huang et al.
(2023a) suggested the idea to use LLM feedback
as training inputs, using the generated rationale-
augmented answers to fine-tune the model. To
alleviate incorrect reasoning steps with tool usage,
Paul et al. (2023) suggested to generate natural
language feedback from a critic model learned sep-
arately. Note that although this work also addresses
the issue of using incorrect operations in the Math
World Problem task, it requires to train a critic
model.

Overall, our approach adheres to the paradigm
of prompted refiners as shown in (Madaan et al.,
2023; Shinn et al., 2023; Gou et al., 2023a), where
the same frozen model is used for reasoning and

providing feedback. Our method does not invoke
the tools themselves and does not work with their
outputs, only produces special tokens for tool invo-
cation. In a recent work, An et al. (2024) also used
model mistake correction to improve the quality
of solving math problems. However, their sug-
gested approach relied on GPT-4 output and, again,
needed to fine-tune the model.

Chain of thought reasoning. Chain of thought
prompting was originally introduced by Wei et al.
(2023); Zhou et al. (2022) to enhance the abil-
ity of large language models to perform complex
reasoning. Kojima et al. (2022) showed that a
LLM is a good zero-shot reasoner with a simple
prompt before each answer. To further improve
reasoning skills, Wang et al. (2022) introduced self-
consistency decoding that reranks the generated
rationales by taking a majority vote over the final
numerical answers. Similarly, our approach also
benefits from reranking that can use additional in-
formation such as tool documentation.

Recently, Zelikman et al. (2022) proposed a boot-
strapping technique that was able to improve the
performance on reasoning tasks even without a
massive rationale dataset. In their approach, the
model is repeatedly fine-tuned on a dataset of self-
generated rationales; our approach is similar to this
one since bootstrapping is used to train the intro-
duced toolkens but we do not need to tune the LLM
weights.

Tool-augmented language models. One direc-
tion for augmenting LLMs with external tools is
fine-tuning for tool use (Qin et al., 2023; Liang
et al., 2023; Schick et al., 2023; Patil et al., 2023);
these methods achieve excellent performance but
suffer from poor adaptability to unseen tools and
high computational requirements to fine-tune the
LLM.

Another paradigm learns tool use in context,
from documentation and/or demonstrations added
to the LLM input (Lu et al., 2023; Paranjape et al.,
2023; Shen et al., 2023); these approaches do not
require fine-tuning and can learn a new tool given
a handful of demonstrations but suffer from per-
formance degradation because of limited context
length.

In this work, we propose an improvement for the
Toolken paradigm recently proposed by Hao et al.
(2023) that aims to take the best of both worlds.
It introduces learnable tool embeddings (toolkens)
trained on a dataset of tool use examples while
keeping the weights of the LLM frozen; it also
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leverages in-context learning to fill in tool argu-
ments.

3 Method

ToolkenGPT. ToolkenGPT introduces an embed-
ding for each tool concatenated with the language
modeling head. Formally, the embedding matrix
WV ∈ R|V|×d, where V is the original vocabu-
lary of tokens and d is the latent dimension, is
extended with a matrix WT ∈ R|T |×d for a set
of tools T = {t1, . . . , t|T |}, and the next token
probability for the augmented LLM is calculated as
paug (xi|x<i) = softmax ([WV ,WT ]hi−1). In-
ference is divided into two interleaving stages: rea-
soning mode, where the model generates a ratio-
nale using paug (xi|x<i), and tool mode, where it
infills tool arguments given a prompt with usage
examples. Thus, WT are learned by solving

min
WT

∑
X∈D

∑|X|

i=1
− log paug (xi+1|x≤i) . (1)

Toolken+. First, we extend the tool set as T ′ =
T ∪{REJ}, where REJ is a special tool responsible
for switching back to reasoning mode. Second,
instead of taking the best proposed tool we take
the retrieved subset of top k tools Tk ⊆ T ′ and ask
the model to choose one. The proposed Toolken+
model takes the previously generated sequence and
top k tools retrieved by ToolkenGPT Tk as input
and is asked to generate a tool from Tk ∪ {REJ}.
Formally, Toolken+ produces prank (xi|x<i, Tk) =
softmax (WT ′hi−1 +m (Tk)), where m (Tk) ∈
R|T ′| is the mask vector with m (Tk)t = 0 for
t ∈ Tk ∪ {REJ} and −∞ otherwise. Toolken+’s
inference procedure is shown in Algorithm 1.

Approximate inference. The next token proba-
bilities in Algorithm 1 are given by

p (xi+1|x≤i) = Jxi+1 ∈ VK (paug (xi+1|x≤i)

+ paug (T |x≤i) prank (REJ|x≤i, Tk) pLLM (xi+1|x≤i))

+ Jxi+1 ∈ T K paug (T |x≤i) prank (xi+1|x≤i, Tk) ,

where J·K is the indicator. For a dataset D =
{Xn}Nn=1, tool embeddings are found by solving

min
WT ,WT ′

∑
X∈D

∑|X|

i=1
− log p (xi+1|x≤i) , (2)

which is non-differentiable w.r.t. WT , so we opti-
mize the original ToolkenGPT model with its own
criterion (1) and then optimize (2) w.r.t. WT ′ only.
Problem (2), however, suffers from computational
instabilities caused by the product of model proba-
bilities in p (xi+1|x≤i), so we propose to optimize
a computationally stable upper bound instead.

Algorithm 1: Toolken+ inference
Data: pLLM (xi|x<i), paug (xi|x<i),

prank (xi|x<i, Tk), user query q
Result: Rationale x1:n (with a user query)
x← q, i← |q|;
while xi ̸= EOS do

x
(0)
i+1 ∼ paug (·|x≤i);

if x(0)
i+1 ∈ T then
Tk ← TopkTools(paug (·|x≤i));
x
(1)
i+1 ∼ prank (·|x≤i, Tk);

if x(1)
i+1 = REJ then xi+1 ∼ pLLM (·|x≤i)

else xi+1 ← x
(1)
i+1 ;

else
xi+1 ← x

(0)
i+1;

i← i+ 1;

Proposition 1 (Naive upper bound). The following
is a computationally stable upper bound of (2), up
to an additive constant independent of WT ′:

∑
X∈D

∑|X|

i=1
(− Jxi+1 ∈ VK log prank (REJ|x≤i, Tk)

− Jxi+1 ∈ T K log prank (xi+1|x≤i, Tk)) . (3)

Proof. We transform (omitting Tk for brevity)

log p (xi+1|x≤i) = log p (xi+1|x≤i) (Jxi+1 ∈ VK+
+ Jxi+1 ∈ T K) ≥ Jxi+1 ∈ VK (log prank (REJ|x≤i)+

+ log paug (T |x≤i) + log pLLM (xi+1|x≤i))+

+Jxi+1 ∈ T K (log paug (T |x≤i)+log prank (xi+1|x≤i)),

where the inequality holds because paug (xi+1|x≤i)
is always nonnegative, and then obtain (3) by re-
moving the terms independent of WT ′ .

Bound (3) is differentiable but still computationally
hard: it requires |X| forward passes to find the loss
for a single data point, retrieving top k tools for ev-
ery i. Therefore, we propose a simplified objective
that uses only i where ToolkenGPT erroneously
predicts a toolken instead of a regular token:

min
WT ′

∑

X∈D

|X|∑

i=1

(
− Jxi+1 ∈ T K log prank (xi+1|x≤i, Tk)

−
s

xi+1 ∈ V
argmax pt ∈ T

{
log prank (REJ|x≤i, Tk)

)
. (4)

We train Toolken+ with (4) to correct the errors of
ToolkenGPT or rescore its outputs. Objective (4)
is not guaranteed to be an upper bound of (1) but
can be viewed as an approximation via hard nega-
tive mining (“hard” prefixes x≤i are those where
ToolkenGPT incorrectly predicts tool use).

5969



Dataset Learning rate Epochs

GSM8K 10−4 5
MetaTool 10−4 1-3
VirtualHome 10−3 5-10

Table 1: Hyperparameters used for training ToolkenGPT
and Toolken+.

4 Experiments

Datasets and setup. We evaluate Toolken+ on
three datasets. GSM8K (Cobbe et al., 2021) is a
parallel dataset of math problems and their ratio-
nales. We use the multistep reasoning task with
four arithmetic operations as tools, removing equa-
tions from the rationales except for intermediate re-
sults (e.g., “Weng earns 12/60 = 0.2 per minute” be-
comes “Weng earns 0.2 per minute”) to make tool
selection harder. MetaTool (Huang et al., 2023b)
is a parallel dataset of user queries and tools with
their descriptions; we use all available tools for
tool selection. VirtualHome (Puig et al., 2018) is
a dataset of complex household activities repre-
sented by plans, sequences of verb-object expres-
sions where verbs and objects are external tools.
Following Hao et al. (2023), we split it into a train-
ing set of 247 tasks and a test set of 50 tasks, using
25 verbs and 32 objects in total. Hyperparameter
values and detailed experimental settings are re-
ported in the Appendix: Prompts for Toolken+. We
use open source LLMs: Llama2-7B, Llama2-7B-
chat (Touvron et al., 2023a,b), Vicuna-7B, Vicuna-
13B (Chiang et al., 2023).

The hyperparameters used to train all our models
are reported in Table 1. Overall, we used one data
point per parameters update and used the same
hyperparameters for ToolkenGPT and Toolken+
regardless of the LLM. All models were trained
using the Adam optimizer (Kingma and Ba, 2014).

For MetaTool, we took single-tool data that con-
tains about 20K samples. We split it into a test
split of 2K examples and two folds of about 9K
examples each. To construct the training split
for the GSM8K dataset, we removed all equa-
tions except for intermediate results. Moreover,
we also performed the same procedure with re-
leased prompts for reasoning mode and tool mode
of ToolkenGPT (Hao et al., 2023). Additionally,
for the rejection mechanism of Toolken+ we used
the processed prompt of the reasoning mode of
ToolkenGPT. For VirtualHome, we follow the setup
of ToolkenGPT (Hao et al., 2023) with the only

LLM Tool model MetaTool GSM8K VirtualHome
Rec@1 Match Strict Relaxed

Vicuna- 4-shot - 16.2 0.04 0.2
7B ToolkenGPT 0.623 16.9 0.62 0.72

Toolken+ 0.643 18.8 0.48 0.74

Vicuna- 4-shot - 17.8 0.16 0.30
13B ToolkenGPT 0.646 18.4 0.34 0.54

Toolken+ 0.662 19.1 0.58 0.66

Llama2- 4-shot - 12.7 0.08 0.24
7B-chat ToolkenGPT 0.642 11.7 0.44 0.66

Toolken+ 0.692 12.8 0.56 0.66

Llama2- 4-shot - 10.3 0.18 0.26
13B-chat ToolkenGPT 0.704 8.8 0.18 0.20

Toolken+ 0.733 9.6 0.54 0.58

Table 2: Experimental results on the MetaTool, GSM8K,
and VirtualHome datasets.

difference that we split the training data into two
folds. Toolken+ reranks top-3 retrieved objects by
ToolkenGPT listed in ascending order by relevance.
The prompts used for Toolken+ are shown in the
Appendix.

Tool selection. In MetaTool, the task is to re-
trieve a single tool given a query, so there is no
need to use the proposed REJ tool, and we use this
task to validate the idea of reranking ToolkenGPT’s
outputs in isolation. Thus, we remove the first term
from the loss function (4). We split the training set
into two folds, train ToolkenGPT on the first fold,
and train Toolken+ on the second fold given the
top 5 outputs of ToolkenGPT. We compare both
models on a held-out set and report Recall@1 in
Table 2. There is no few-shot version for MetaTool
since 200 tool descriptions do not fit into a prompt.
We see that Toolken+ significantly improves the
results across all considered LLMs.

Multistep reasoning. In the GSM8K dataset,
the task is to generate a numerical answer to a
question using the four basic arithmetic operations
as tools. Here we demonstrate that the rejection
mechanism improves the resulting accuracy even
in isolation, so in this setup k = 1. We again split
the data into two folds, train ToolkenGPT on one
fold, collect the errors made on the second fold and
train Toolken+ with an extended set of tools. Note
that since k = 1 the inference speed for the two
models is virtually identical. Table 2 reports exact
match results and shows that while both tool mod-
els improve over the vanilla LLM prompted with 4
samples from the training set, Toolken+ provides
additional performance improvements.

Embodied plan generation. In the VirtualHome
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Tool Recall Latency
model k @1 @3 @5

ToolkenGPT 1 0.623 0.762 0.814 1.0x
Toolken+ 3 0.661 0.762 0.762 2.6x

5 0.652 0.780 0.814 3.0x
7 0.653 0.775 0.822 3.3x

10 0.637 0.802 0.843 4.1x

Table 3: Ablation study on k, Vicuna-7B base model.

Question: Harry slept 9 hours last night. His friend James
slept only 2/3 of what Harry slept. How many more hours did
Harry sleep than James? Answer: 3
ToolkenGPT: Harry slept ’<multiply>(9,2/3) = 6’ hours less
than James slept. James slept ’<divide>(9,2/3) = 13.5’ hours
(2/3 of 9) and Harry slept ’<add>(9,6) = 15’ hours (9 - 6 = 3).
So Harry slept 15 hours and James slept 13.5 hours. #### 15
Toolken+: Harry slept ’<multiply>(9,2/3) = 6’ hours less than
James slept. James slept ’<reject>’2/3 of what Harry slept, so
he slept 2/3 * 9 = 6 hours. Harry slept 9 hours, so he slept 9 -
6 = 3 hours more than James. #### 3

Question: Geb is 10 less than half the age of Haley. If Haley
is 26 years old, how old is Geb? Answer: 3
ToolkenGPT: Half the age of Haley is ’<divide>(26,2) = 13’
years. So Geb is ’<add>(10,13) = 23’ years old. #### 23
Toolken+: Half the age of Haley is ’<divide>(26,2) = 13’
years. So Geb is <reject>10 less than that, which means he is
’<subtract>(13,10) = 3’ years old. #### 3

Table 4: Case study on GSM8K and Vicuna-7B.

dataset, the task is to generate a sequence of actions
given a question. We follow the setup of the tool
selection task but now generate a contiguous se-
quence of actions, setting k = 3 for Toolken+ and
running Toolken+ only on actions that correspond
to an object. We compare the proposed approach
with ToolkenGPT and report the success rate and
its relaxed version (share of plans that pass through
a target state) in Table 2; we see that Toolken+
consistently improves over ToolkenGPT.

Ablation study. In the ablation study, we eval-
uate how performance depends on the number of
tools to be reranked by Toolken+. Table 3 shows
the results evaluated on the MetaTool dataset with
the Vicuna-7B base model; we prepend tool de-
scriptions in the order ranked by ToolkenGPT. We
see that performance reaches its optimal value at
k = 3 and degrades with increasing k.

Case study. Table 4 illustrates the difference in
reasoning between ToolkenGPT and Toolken+ with
specific examples from GSM8K (we used Vicuna-
7B). The reported examples show how the rejection
mechanism can allow to prevent the LLM from
confusing arithmetic operations calls, which would
otherwise lead to an incorrect answer.

5 Conclusion

In this work, we have proposed an improvement for
the ToolkenGPT approach of learning special token
embeddings that adds a reject option and a rerank-
ing mechanism for tool selection. Our approach
significantly improves the results via in-context
learning while still keeping LLM weights frozen
and learning only toolken embeddings.

The considered approach is an important step
towards improving the robustness of AI agents and
user-facing tools based on modern LLMs. Better
tool use not only makes the tool usage results more
robust but also has a potential to reduce hallucina-
tions and make LLM answers more trustworthy by
allowing an LLM to reliably run external tools to
verify its answer; this is a very important consider-
ation in practical usage.

In future work, we hope to extend the Toolken+
approach to other external tools and/or agents to
further expand the capabilities of modern LLMs.

6 Limitations

One important limitation of this work is that the
LLM used for Toolken+ should be aware of the
tools retrieved by ToolkenGPT in the sense that
its tool retrieval accuracy should be sufficiently
high. The LLM also should be able to improve the
ranking of these tools by reading their descriptions:
Toolken+ relies on the accuracy of this reranking
but it is out of our hands. Another limitation is
that Toolken+ has only been evaluated on a limited
number of tasks. To make the results more con-
vincing, the framework should be tested on a wide
range of tool-learning tasks and datasets.
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A Appendix: Prompts for Toolken+
Prompt for Vicuna-7B and Vicuna-13B:
[System]
Below is the instruction that describes a task.
Write a response using the API tools that
appropriately completes the request.
Your output should follow this format:
Action: API call

[Question]
[QUESTION]

[The Start of Assistant's Answer]
Action:

Prompt for Llama2-7B-chat and Llama2-13B-chat
<<SYS>>
Below is the instruction that describes a task.
Write a response using the API tools that
appropriately completes the request.
Your output should follow this format:
Action: API call
<</SYS>>

[INST]
[QUESTION]
[/INST]
Action:

Prompt for Vicuna-7B and Vicuna-13B:
[System]
Suppose you have access to
the following API tools:
1. tool name: [NAME],
tool description: [DESCRIPTION],
example question: [EXAMPLE].
....
Below is the instruction that describes a task.
Write a response using the API tools that
appropriately completes the request.
Your output should follow this format:
Action:

[User Question]
[QUESTION]

[The Start of Assistant's Answer]
Action: $

Prompt for Llama2-7B-chat and Llama2-13B-
chat:
<<SYS>>
Suppose you have access to
the following API tools:
1. tool name: [NAME],
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tool description: [DESCRIPTION],
example question: [EXAMPLE].
....
Below is the instruction that describes a task.
Write a response using the API tools that
appropriately completes the request.
Your output should follow this format:

Action: API call
<</SYS>>

[INST]
[QUESTION]
[/INST]
Action:

Empirically we found that the tools selected by
ToolkenGPT should appear in descending order of
relevance.
Task 1:
...
Task 4:
I am in [ROOM]. The objects I can manipulate
are [OBJECTS].
Goal:
[GOAL]
Hint:
[HINT]
Plan:
Which of the objects: <obj1>, <obj2>, <obj3>
is best to continue the plan?
[PLAN]
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