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Abstract

In this paper, we present a study on the impact
of so-called multiword expressions (MWEs)
and multiword named entities (NEs) on the per-
formance of Chinese-English machine trans-
lation (MT) systems. Built on an extended
version of the data from the WMT22 Metrics
Shared Task (with extra labels of 9 types of
Chinese MWEs, and 19 types of Chinese multi-
word NEs) which includes scores and error an-
notations provided by human experts, we make
further extraction of MWE- and NE-related
translation errors. By investigating the human
evaluation scores and the error rates on each cat-
egory of MWEs and NEs, we find that: 1) MT
systems tend to perform significantly worse on
Chinese sentences with most kinds of MWEs
and NEs; 2) MWEs and NEs which make up of
about twenty percent of tokens, i.e. characters
in Chinese, result in one-third of translation er-
rors; 3) for 13 categories of MWEs and NEs,
the error rates exceed 50% with the highest to
be 84.8%. Based on the results, we emphasize
that MWEs and NEs are still a bottleneck is-
sue for MT and special attention to MWEs and
NEs should be paid to further improving the
performance of MT systems.

1 Introduction

Evaluating machine translation (MT) systems on
various fine-grained linguistic phenomena has be-
come a trending practice (Manakhimova et al.,
2023; Song et al., 2024, etc.). Multiword expres-
sions (MWEs), making up approximately half of
the lexicon (Jackendoff, 1995; Fellbaum, 1998), are
shown to be an intractable problem to various tasks
in the realm of natural language processing across
different languages due to their idiosyncrasies in
syntax and/or semantics (Sag et al., 2002; Rayson
et al., 2010; Constant et al., 2017). Such an id-
iosyncratic nature of MWEs is even crucial for
MT since the translation systems rely on the com-
plete understanding of the MWEs as whole lin-

guistic units to generate accurate translations in
target languages. Although there has been a lot of
work indicating that MT systems still suffer from
MWEs (Han et al., 2020a; Manakhimova et al.,
2023) and adding MWE-specialized components
in current systems to deal with them will increase
the overall performance (Rikters and Bojar, 2017;
Zaninello and Birch, 2020; Garg et al., 2022), it still
exists an obvious lack of systematic fine-grained
investigation of how well MT systems can handle
different types of MWEs and how many translation
errors can be accounted for by them. Therefore, we
conduct this study to give initial insights into the
nuanced impacts of MWEs on MT systems in terms
of both the overall performance and the correlation
between different types of translation errors and
various categories of MWEs, with a special focus
on the Chinese-English translation.

According to Baldwin and Kim (2010), MWEs
can be defined as the “lexical items that: (a) can be
decomposed into multiple lexemes; and (b) display
lexical, syntactic, semantic, pragmatic and/or sta-
tistical idiomaticity”. In the current study, we make
use of an existing categorization scheme for Chi-
nese MWEs proposed in our previous study (Song
and Xu, 2024). In this scheme, given that mul-
tiword named entities (NEs) account for a large
portion of MWE items and exhibit unique lin-
guistic behaviors and forms compared to other
types of MWEs (Constant et al., 2017; Vincze
et al., 2011), they are discussed separately. Specifi-
cally, the term ‘NE(s)’ covers 19 types of expres-
sions according to the framework of the OntoNotes
project (Weischedel et al., 2012), and an additional
category ‘multiword domain terminology (TER)’
is further included (Constant et al., 2017). While
‘MWE(s)’ only refers to 9 non-NE types of expres-
sions based on the combination of the framework of
PARSEME project (Savary et al., 2023) and some
related studies, e.g. Wang (2020). We adopt the
same terms and denotations in the present study.
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In our previous study (Song and Xu, 2024), we
extended the Chinese-English parallel corpus pro-
vided by the WMT22 Metric Shared Task (Freitag
et al., 2021, 2022) by annotating MWEs and NEs
in Chinese source sentences. Following this anno-
tated data, we make further identification of MWE-
and NE-related translation errors in all the MT out-
puts in English based on the existing error annota-
tions according to multidimensional quality metrics
(MQM) framework (Lommel et al., 2014), which
also consist in the WMT22 Metric Shared Task
corpus (Freitag et al., 2022)1. The analysis of the
impacts of different kinds of Chinese MWEs and
multiword NEs on MT systems is then conducted.
We compare the average human scores of MT out-
puts on the sentence groups with and without a
particular category of MWEs and NEs. The results
show that most MT systems obtain lower scores
on sentences with MWEs and/or NEs. Besides
translation scores, we explore whether and how dif-
ferent MWEs and NEs cause particular translation
errors. Our investigation also presents that MWEs
and NEs which make up about twenty percent of
Chinese characters result in one-third of translation
errors. Furthermore, the error rates of 13 categories
of MWEs and NEs exceed 50% with the highest
being 84.8%. Our study strongly suggests that the
current MT systems still struggle with most kinds
of MWEs and NEs. Meanwhile, the fine-grained
analysis from the perspective of translation errors
can provide invaluable insights into the possible
directions for the improvement of MT systems.

The remainder of the paper is organized as fol-
lows: Section 2 introduces the related work. Sec-
tion 3 describes the data and error extraction pro-
cedure in detail. Section 4 presents our descriptive
analysis and main experiments on the impacts of
various MWEs and NEs on Chinese-English trans-
lations from the perspectives of human evaluation
scores and translation errors. In Section 5, we focus
on typical cases and propose possible directions for
further improvement of MT systems in tackling
MWEs and NEs. Section 6 concludes the study
and lays out our future work.

2 Related Work

Translating MWEs has long been recognized
as a challenging task, both in theory and in
practice (Constant et al., 2017; Hidalgo-Ternero
and Zhou-Lian, 2022). Special attention has

1https://github.com/florethsong/mte-zh-mwe

been paid to the common issues encountered in
MT concerned with MWEs (Han et al., 2020a;
Esperança-Rodier and Didier, 2016). Constant
et al. (2017) listed “ambiguity, discontiguity, non-
compositionality, and variability” as the main chal-
lenges to MT systems when dealing with MWEs.
In the study of Han et al. (2020a), they summa-
rized six kinds of highly frequent difficulties when
automatically translating Chinese MWEs into En-
glish, encompassing “common sense, super sense,
abstract phrase, idioms, metaphor, and ambiguity”.
In addition to the qualitative analysis on MWE
translations, Esperança-Rodier and Didier (2016)
made a quantitative analysis by semi-automatically
annotating five types of French MWEs and evaluat-
ing their English translations given by the MT sys-
tems. While they found an overall satisfactory per-
formance of the MT system in translating French
MWEs into English, they called for more detailed
discussions on translation errors. Besides, tests
with challenge sets conducted by Macketanz et al.
(2018, 2022); Manakhimova et al. (2023) for MT
evaluation tasks also rendered MWEs essential to
investigate the performance of MT systems, further
highlighting the contribution of the present study.

As suggested by Constant et al. (2017), im-
provements in MT performance by being aware
of MWEs can be achieved through specific orches-
tration strategies tailored to different types of MT
systems. Several studies have demonstrated that
integrating information about MWEs can benefit
both statistical MT (Lambert and Banchs, 2005;
Ren et al., 2009; Okita and Way, 2011; Bouamor
et al., 2012; Tan and Pal, 2014; Ebrahim et al.,
2017) and neural MT (Rikters and Bojar, 2017;
Han et al., 2020b; Zaninello and Birch, 2020; Garg
et al., 2022) in terms of automatic evaluations.

To sum up, while the aforementioned studies
have provided a broad understanding of the chal-
lenges posed by MWEs in MT and highlighted the
potential benefits of incorporating MWE informa-
tion into MT systems, little is known about the
specific and subtle effects of different MWEs from
the perspective of human scores and various trans-
lation errors caused by them, hindering the further
advancements in MWE-enhanced MT systems.

3 Data and Error Annotation

3.1 Basic Data

In this study, we refer to the categorization scheme
for Chinese MWEs and multiword NEs proposed
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Category Count Type Sentence
Number Example

NID
(Noun-headed Idioms) 137 81 117 巨无霸 ju wu ba (lit. too huge to be bullied) (the giant)

ION
(Separable Words or

Ionized Words)
5 4 5 成不了像 cheng bu liao xiang (lit. to make no image)

(fail to make an image)
IDI

(Conventionally Fixed
Idioms)

265 239 200 雪中送炭 xue zhong song tan (lit. to send charcoal in
snowy weather) (to send help in one’s need)

CON
(Syntactically Special

Constructions)
87 34 82 除_外 chu_wai (lit. except for)

VID
(Verb-headed Idioms) 83 65 78 下决心 xia jue xin (lit. to set down the determination)

(to make up one’s mind)
VPC.semi

(Semi Non-compositional
Verb-particle Constructions)

397 212 343 意识到 yi shi dao (lit. to be aware of)

LVC.full
(Light Verb Constructions

with Bleached Verbs)
195 154 163 发表演讲 fa biao yan jiang (lit. to give a speech)

LVC.cause
(Light Verb Constructions

with Causative Verbs)
35 30 34 引发破坏 yin fa po huai (lit. to lead to damage)

MVC
(Multi-verb Constructions) 226 131 198 试试看 shi shi kan (lit. to try and see) (to have a try)

TER 189 76 127 石英 shi ying (lit. Quartz)
PERSON 262 166 176 李效良 li xiao liang (lit. Li, Xiaoliang)

NORP 21 7 16 中华民族 zhong hua min zu (lit.Chinese nation)
FAC 53 29 46 天安门广场 tian an men guang chang (lit. Tian Anmen

Square)
ORG 414 223 267 湖南日报 hu nan ri bao (lit. Hunan Daily)
GPE 400 125 225 青海省 qing hai sheng (lit. Qinghai Province)
LOC 76 33 56 青藏高原 qing zang gao yuan (lit. Qinghai-Tibet

Plateau)
PRODUCT 48 20 38 比特币 bi te bi (lit. Bitcoin)

EVENT 111 79 83 民主峰会 min zhu feng hui (lit. Summit for Democracy)
WORK_OF_ART 122 98 67 《查理和巧克力工厂》 《cha li he qiao ke li gong

chang》 (lit. Charlie and the Chocolate Factory)
LAW 6 6 6 《刑法》《xing fa》 (lit. Criminal Law)

LANGUAGE 13 4 10 日文 ri wen (lit. Japanese)
DATE 519 285 387 5月20日 5 yue 20 ri (lit. on May 20th)
TIME 101 75 83 四分钟 si fen zhong (lit. four minutes)

PERCENT 50 37 41 四成以上 si cheng yi shang (lit. more than 40%)
MONEY 68 55 49 十元 shi yuan (lit. ten yuan)

QUANTITY 47 42 25 几千公里 ji qian gong li (lit. thousands of kilometres)
ORDINAL 104 66 96 第一次 di yi ci (lit. at the first time)

CARDINAL 223 161 171 两匹 liang pi (lit. two ‘horses’)

Table 1: Detailed information of 9 types of MWEs and 19 types of NEs in Chinese (Song and Xu, 2024). ‘Count’,
‘Type’, and ‘Sentence Number’ represent the number, the deduplicated number, and the number of sentences
regarding a particular category of expressions, respectively.

by Song and Xu (2024) and base our extraction
of translation errors on a well-annotated dataset
constructed accordingly. The scheme combines
the general MWEs categories proposed by the

PARSEME project (Savary et al., 2023), the NEs
categories by the OntoNotes project (Weischedel
et al., 2012), and some other categories pro-
posed by several existing studies, e.g. Constant
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et al. (2017); Wang (2020). The MWE- and NE-
extended dataset in our previous study (Song and
Xu, 2024) therefore covers the labels of 9 types of
Chinese MWEs and 19 types of Chinese multiword
NEs by taking the Chinese-English parallel corpus
from the WMT22 Metrics Shared Task (Freitag
et al., 2022) as the basis. Finally, in our dataset,
1,359 Chinese source sentences containing 1,430
MWEs and 2,827 NEs (accounting for 15,585 to-
kens/characters) are marked out. More details are
shown in Table 1.

The original parallel corpus of WMT22 con-
sists of 1,875 Chinese sentences (74,616 to-
kens/characters) along with their corresponding
English translations. These translations were gen-
erated by 14 state-of-the-art MT systems that
participated in the shared translation task of
WMT22 (Kocmi et al., 2022), standing at the fore-
front in the field of MT. Therefore, a total of 26,250
translation items are evaluated in the current study.

3.2 Error Typology
In accordance with a modified framework of
MQM (Lommel et al., 2014; Freitag et al., 2021,
2022), the manual evaluation scores and the trans-
lation error labels on English texts given by human
experts for further assessing the English translation
quality are also included in the WMT22 dataset,
serving as the foundation for our fine-grained er-
ror analysis. Specifically, it includes three aspects
for translation error description: 1) error severity
(Major, Minor, or Neutral/No), 2) error type (Ac-
curacy, Fluency, Terminology, Style, and Locale),
and 3) error subtype (for each type of error, there
are some different subtypes, for example, Addition
in Accuracy and Spelling in Fluency). In total, 20
kinds of Major errors, 21 kinds of Minor errors,
and No-error are observed. More details are ex-
hibited in Figure 6. Each sentence is limited to a
maximum of five errors. Based on the identified
errors, the final score for a translation ranges from
0 (the best) to -25 (the worst), with a Major error
weighted at -5, a Minor error weighted at -1, and
no deduction of scores for a No-error in general.

3.3 Error Annotation
In order to make an analysis of the impact of Chi-
nese MWEs and NEs in terms of causing transla-
tion errors, we further link the translation errors
in the target language (English) with their Chinese
counterparts by manually aligning the error spans
in the WMT22 data with the MWE and NE anno-

tations by Song and Xu (2024). Then, an error is
considered to be caused by the MWE or the NE if
the range of its Chinese counterpart overlaps with
the given span of an English error instance. After
annotation, we find that among the 40,915 MQM-
based labels in the overall data, 16,652 items are
directly related to Chinese MWEs and NEs.

4 Impacts of MWEs and NEs on General
Performance of MT

All these categories we include here due to their
idiosyncrasy nature might cause problems for MT
systems. MT systems need to fully understand
the meaning of such linguistic units as a whole to
generate the appropriate translations in the target
language. On the other hand, although they all
show semantic indecompositionality, their degrees
vary across categories, which may affect MT sys-
tems differently. Roughly, all the categories can be
further divided into two groups, namely fixed and
non-fixed.

NID (noun-headed idiom) is usually manifested
as a nominal unit possibly with modifiers of the
head noun, e.g. 铁公鸡 tie gong ji ‘iron cock’
(miser). Such nominal idioms are quite flexible
regarding their key components. For example, dif-
ferent modifiers can be added to the head noun
or the order of the components can be changed
like铁打的 (da de, ‘made of’)公鸡. VIDs (verb-
headed idioms) differ from NIDs in that they are
usually verbal units, typically verb-object construc-
tions, such as下决心 xia jue xin (make up one’s
mind). VIDs also show high flexibility in that
a variety of constituents can occur in the mid-
dle, like 下了 (le, ‘perfect aspect’) 决心, 下定
(ding, ‘firmly’)决心 to emphasize the status, and
so on. Besides, some NID and VID expressions
are ambiguous between their literal meanings and
idiomatic meanings, e.g. 戴帽子 dai mao zi ‘wear
a hat’ or ‘bear a given label’. To correctly translate
such MWEs, the MT system needs to be aware of
the syntactic relation between the key components
and their contexts, as well as understand the id-
iomatic meaning of such MWEs in order to make a
correct judgment.

Ionized words or separable words (IONs) are a
phenomenon where a verb is separated into two
parts and acts like a verb-object construction. For
example, the word成像 cheng xiang (make an im-
age) can be separated as in成-不了-像 cheng bu
liao xiang (cannot make an image), while an ION
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Figure 1: The average human score for each category group of MWEs or NEs as shown by blue dots, as well as for
their complementary groups as shown by green dots.

can not go through a semantic shift when it is sep-
arated. Thus, to correctly translate IONs requires
syntactic awareness of the separated components
and that the non-separated canonical form is within
the vocabulary of the MT system.

Compared to the above categories, the left cate-
gories are more fixed including IDI (idioms), most
NEs, and others. For example, IDI, which partic-
ularly refers to the four-character Chinese idioms,
such as 雪中送炭 xue zhong song tan ‘to send
charcoal in snowy weather’ (to send help in one’s
need). Such idioms are always in the same form
when used. The vocabularies of these categories
are mostly fixed although new items occasionally
appear. Whether MT systems can translate them
correctly also depends on the vocabulary of the MT
systems collected from their training data.

Finally, there is a set of open categories (mean-
ing that they have infinite vocabulary size) includ-
ing QUANTITY, MONEY, CARDINAL, and so
on. Although the forms of such entities are mostly
fixed, they require MT systems to grasp the poten-
tial numeric generation rules of both source and
target languages since the training data is not able
to include all possible instances of them. We postu-
late that flexible MWEs and such open categories
of NEs will pose bigger challenges than the other
categories. On the other hand, the fixed ones will
be a good test of the potential ‘vocabulary size’ of
the MT systems. To test our hypothesis, we focus
on two measures: average scores and error rates, in
our following experiments.

4.1 Average Score

Firstly, to investigate whether MT systems will ob-
tain different performances when a certain type of
MWEs or NEs is present, we calculate the average
score of all translations given by 14 MT systems for
all the sentences with a particular type of MWEs or
NEs and compare it with that of its complementary
group, i.e. sentences without that type of MWEs
or NEs. The results are shown in Figure 1. We can
see that most categories of MWEs or NEs impose
negative effects on MT systems. Specifically, in 24
out of 28 categories, MT systems receive lower av-
erage scores than those without them, as indicated
by a blue dot below the corresponding green one.
Exceptions are the four categories including LAW,
CON, LANGUAGE, and ION. However, three of
them are very small categories (c.f. Table 1) and
the average values thus might not be reliable on
them.

On the other hand, the most influential cate-
gories are QUANTITY, NID, WORK_OF_ART,
FAC, CARDINAL, IDI, PERCENT, PRODUCT,
VID, and so on. All of these categories share a
common property that they either are open classes
or have a very large vocabulary. As we discussed
above, MT systems need to manipulate the poten-
tial rules of such units in order to translate them
correctly. For most of the state-of-the-art MT sys-
tems, no such components are equipped to deal
with them. The result is also consistent with our
analysis that NID and VID, due to their idiosyn-
crasy nature and flexibility, pose a great challenge
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to MT systems. For WORK_OF_ART, IDI, and
PRODUCT, although their forms are mostly fixed,
their semantics are also non-decompositional and
their vocabulary sizes are very large and even infi-
nite, which will cause the OOV issues for the MT
systems. Although the most advanced contextual
embedding technology can help guess the mean-
ing of the units, it is still a challenge to precisely
translate them in most cases.

WITH- / WITHOUT- T-statistic P-value

NID -13.36 ***5.71E-09
ION 5.61 ***8.52E-05
IDI -13.58 ***4.68E-09

CON 3.16 **7.52E-03
VID -7.58 ***4.04E-06

VPC.semi -11.09 ***5.34E-08
LVC.full -7.13 ***7.68E-06

LVC.cause -1.80 9.59E-02
MVC -3.71 **2.60E-03

TER -1.29 2.20E-01
PERSON -2.41 *3.15E-02

NORP -2.81 *1.49E-02
FAC -8.44 ***1.24E-06
ORG -5.74 ***6.80E-05
GPE -0.36 7.25E-01
LOC -0.97 3.50E-01

PRODUCT -5.61 ***8.43E-05
EVENT -1.42 1.78E-01

WORK_OF_ART -7.47 ***1.14E-05
LAW 0.54 5.97E-01

LANGUAGE 2.56 *2.36E-02
DATE -4.91 ***2.86E-04
TIME -3.37 **5.01E-03

PERCENT -4.99 ***2.49E-04
MONEY -12.44 ***1.35E-08

QUANTITY -11.68 ***2.89E-08
ORDINAL -5.39 ***1.24E-04

CARDINAL -11.51 ***3.44E-08

Table 2: The results of paired t-tests between the aver-
age scores of each category group of MWEs or NEs,
and their correspondingly complementary groups. A
significant difference is observed when p is less than
0.05 (*), 0.01 (**) and 0.001 (***).

From another perspective, we want to know
whether all MT systems are affected similarly by
the presence of different MWEs or NEs. For each
of the 14 MT systems, we calculate the average
human score of all the sentences it translates in
one category group (e.g. WITH-NID) and that of
its complementary group (e.g. WITHOUT-NID).
Then, we apply paired t-tests to the 14 groups of
data to examine if a certain MWE or NE category
can significantly affect most MT systems in average
scores. As shown in Table 2, most categories of the
MWEs and NEs impose significantly negative ef-

fects on the MT systems, as indicated by large neg-
ative t scores. Again, the four categories that seem-
ingly make positive effects are CON, ION, LAW
(non-significant), and LANGUAGE and three of
which are very small categories and might be sub-
ject to other influential factors associated with them.
For CON, upon our detailed examination, most of
them behave like fixed lexical items, e.g. 除...外
chu wai (except for). Besides, CON has a very
limited vocabulary and thus may have been very
well learned by MT systems.

The most negatively influential categories iden-
tified in this experiment are NID, IDI, VID,
VPC.semi, LVC.full, FAC, WORK_OF_ART,
MONEY, QUANTITY, and CARDINAL. The re-
sults here are consistent with those revealed in Fig-
ure 1. Both are consistent with our theoretical
analysis above.

4.2 Error Rate

Here, we focus our discussion primarily on the sub-
types of errors, that is, the most fine-grained level.
The ‘error rate’ refers to the percentage of a partic-
ular type of error that occurred in the translations
of a group of MWE/NE-featured sentences (e.g.
WITH-NIDs) out of the total errors. In cases where
an error spans over multiple MWEs or NEs, we
evenly distribute the count among them. There are
three dimensions to consider: the error rate of each
severity (Minor vs. Major), that of each subtype
of errors, and that within each category group of
MWEs or NEs.

4.2.1 Error Rate of Severity
The overall distribution of translation errors is pre-
sented in Figure 2. Among the total 28,745 Ma-
jor and Minor errors in all translations, profes-
sional translators have identified similar propor-
tions of Major and Minor errors as 51.85% and
48.15% respectively. We can also see that 28.46%
(17.95%+10.51%) of translation errors are caused
by MWEs and NEs. Considering that MWEs and
NEs only contribute about 20.9% of tokens (15,585
out of 74,616), it should be claimed that they cause
a relatively large proportion of errors, indicating
that MWEs and NEs are more challenging for MT
systems to handle than other parts of sentences.
Moreover, both MWEs and NEs result in more
Major errors compared to Minor errors, with Ma-
jor occurring nearly twice as often as Minor in
translations of MWEs and/or NEs. This could be
due to shifts in meaning compared to the literal

6159



meanings of their components and implicit conno-
tations (Sag et al., 2002; Constant et al., 2017; Han
et al., 2020a), potentially leading to misunderstand-
ings for MT systems.

All Minor Errors All Major Errors

Major Errors on MWEs/NEs 

Major Errors not on MWEs/NEsMinor Errors not on MWEs/NEs

Minor Errors on MWEs/NEs

Minor Errors on MWEs

Minor Errors on NEs

Major Errors on MWEs

Major Errors on NEs

48.15%

51.85%

37.53%

34.01%

17.95%

10.51%

7.09%
10.68%

6.99%
3.54%

Figure 2: The error rates of different levels of severity.
All percentages are computed based on the total num-
ber of Major and Minor errors in all translations, i.e.
28,745.

Figure in Appendix A shows the numbers of
different types of errors in detail. It is easy to no-
tice that Accuracy/Mistranslation has dominated
the Major errors, among which NID, IDI, VID,
VPC.semi, FAC, ORG, WORK_OF_ART, and
TER have contributed the most.

4.2.2 Error Rate of Subtypes
The error rates of different subtypes in both Major
and Minor errors are shown in Figure 3 and Figure
4 respectively. In both Major and Minor parts, most
subtypes of translation errors on NEs show a higher
rate than those on MWEs. Although a significant
number of errors related to Accuracy/Mistslation,
Fluency/Grammar and Style/Awkward appear in the
translations of Chinese MWEs and NEs as shown
in Appendix A, the interesting fact is that their er-
ror rates are not as high as expected. Conversely,
the subtypes that take a small amount always ac-
count for a large proportion, such as Locale con-
vention/Date format, Locale convention/Address
format, Locale convention/Currency format, and
Locale convention/Name format in both Major and
Minor parts.

The reason for this result is twofold. Firstly,
Accuracy/Mistslation, Fluency/Grammar and
Style/Awkward represent common errors related to
some broader linguistic concepts, like semantics,
pragmatics, and syntax, which frequently occur in

all parts of translations. Their generality leads to
a large number but a relatively small proportion
of translation errors on MWEs or NEs. Secondly,
in contrast, the Locale subtypes denote some
special format errors. They exactly match with
some properties of MWEs and NEs to a certain
degree, like formal rigidity, institutionalization,
and non-substitutability (Sag et al., 2002; Baldwin
and Kim, 2010) that are not present in other parts
of a sentence. This explains why the subtypes
of Locale always have high error rates regarding
MWEs and NEs. For example, the formal rigidity
of NEs requires expressing ‘张迪鸣’, a personal
name in Chinese, as ‘Zhang, Diming’, ‘Diming
Zhang’ or ‘ZHANG Diming’ to emphasize the last
name ‘张’ which appears at the beginning of the
Chinese name. At the same time, ‘Zhang Diming’,
the translation from MT systems is marked with
the error label Locale convention/Name format.

Fluency/Punctuation *
Fluency/Register *

Terminology/Inconsistent *
Fluency/Grammar *

Style/Awkward *
Accuracy/Addition *

Source error *
Accuracy/Source language fragment *

Fluency/Character encoding *
Fluency/Spelling *

Other *
Accuracy/Mistranslation *

Fluency/Inconsistency *
Accuracy/Omission *

Locale convention/Name format *
Locale convention/Currency format *

Non-translation! *
Terminology/Inappropriate for context *

Locale convention/Address format *
Locale convention/Date format *
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Figure 3: The rate of each subtype in Major errors,
computed based on the number of the corresponding
subtype of errors in the Major part.
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Figure 4: The rate of each subtype in Minor errors,
computed based on the number of the corresponding
subtype of errors in the Minor part.
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Figure 5: The error rates in different categories of MWEs and NEs. The ‘Major-Error Rate’ and the ‘Minor-Error
Rate’ are the proportions of the English instances of a certain type of MWEs or NEs, with Major errors and Minor
errors respectively, and the ‘All-Error Rate’ indicates the total proportions of mistranslations for that type of MWEs
or NEs, that is, the sum of ‘Major-Error Rate’ and the ‘Minor-Error Rate’ within the category.

4.2.3 Error Rate in Category

From the perspective of different categories of
MWEs and NEs, we compute how many of them
are mistranslated, i.e. the error rate per category.
Figure 5 shows the results. In addition, the figure
also includes the counts of errors that occurred in
each category. The categories are sorted with the
error rates in descending order. It is striking that
for 13 categories of MWEs and NEs, e.g. FAC,
WORK_OF_ART, etc., the error rates exceed 50%,
with those of FAC and WORK_OF_ART even ex-
ceeding 80%. In other words, more than half of
their instances are translated with errors. Further-
more, WORK_OF_ART, NID, ORG, VID, TER,
IDI, and VPC.semi also cause the most errors when
it comes to the counts. Additionally, it is notewor-
thy that for translations of EVENT, NORP, PER-
CENT, LOC, and LAW, the rates of Minor errors
surpass those of Major errors, highlighting the in-
adequacies still substantially existing in their trans-
lations that deserve some subtle adjustments. The
translations of the other 23 categories of Chinese
MWEs and NEs, instead, require extra attention to
their Major errors that are frequently made by most
MT systems.

5 Discussion

With the analysis presented in this study, it is con-
firmed that current MT systems still face challenges
from most kinds of Chinese MWEs and NEs. Al-
though MWEs and NEs only take up one-fifth of
the tokens in source texts, nearly one-third of all
translation errors are caused by them, and among
all the errors, two-thirds are Major errors, seriously
affecting the accuracy and fluency of translations.

Secondly, according to a detailed error analysis,
there are some interesting differences between the
features of errors on MWEs and NEs. The errors
on MWEs tend to be concentrated on Major errors,
particularly Accuracy/Mistranslation, while those
on NEs usually show a larger amount, a higher error
rate, and greater diversity. This pattern is consistent
with the features of MWEs and NEs themselves in
sentences, where NEs tend to have a larger quantity,
higher proportion, and richer categories.

Thirdly, we have hypothesized that open NE
categories such as QUANTITY, MONEY, CAR-
DINAL, and MWEs categories with high flexibil-
ity and idiosyncrasy or semantic non-transparency
such as NID, VID, and IDI will cause most prob-
lems to MT systems. The experimental results are
consistent with our theoretical analyses. The fol-
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lowing shows some typical examples of MWEs and
NEs that have been mistranslated by MT systems 2.

• NID (Major-Accuracy/Mistranslation)
Source: 团队中的“老油条”不知如何应
对
Pinyin: tuan dui zhong de“lao you tiao”
bu zhi ru he ying dui
Lit. of the MWEs: old oil-fried stick
Reference: there’s no way to handle the
“sophisticated ones” in the team
MT: the “old <v>fritters</v>” in the team do
not know how to deal with

• FAC (Major-Accuracy/Mistranslation)
Source: 居然之家一共11层
Pinyin: ru ran zhi jia yi gong 11 ceng
Lit. of the MWEs: Juran Home
Reference: there are 11 floors in Easyhome
MT: <v>the Home of the residence</v> a
total of 11 floors

• VID (Major-Accuracy/Mistranslation)
Source: 研究成果让人脑洞大开
Pinyin: yan jiu cheng guo rang ren nao dong
da kai
Lit. of the MWEs: open brain holes
Reference: The research results
make people’s minds open
MT: The research <v>generates brain
holes</v>

Based on the analysis associated with the given
examples, some hints of possibly improving the
current MT systems can be derived. Firstly, most
MT systems have learned quite a bit of syntax. For
example, even though the systems cannot translate
some NIDs and VIDs correctly due to the flexibil-
ity in their syntactic structures, they still try their
best to understand the meaning only through the
semantic composition of the components. There
are two possible ways of solving the problem. The
first is to feed more training data containing exam-
ples of such MWEs or NEs, so the MT systems
can learn them properly. However, due to the large
vocabulary, it is potentially impossible to include
all of them in the training data. The second possi-
ble solution is to allow the MT models to look up
dictionaries in real-time and incorporate real-time
information when generating the translations. The

2The errors in MT outputs are labeled with ‘<v>’ and
‘</v>’ by human experts.

in-context learning scheme of large language mod-
els (LLMs) might also be possibly integrated into
the MT task-specific models as well.

Secondly, for the open categories that show strict
inner structures such as QUANTITY, MONEY,
DATE, etc., a specific component for parsing such
structures and generating some proper intermediate
representations might still be necessary for modern
deep learning architectures. Correspondingly, lin-
guistic resources that support solving the problems
associated with MWEs and NEs as we exposed in
this study should be constructed and leveraged.

6 Conclusion

This study completes a deep dive into the perfor-
mance of state-of-the-art MT systems on the task
of translating Chinese MWEs into English. By
comparing average scores and the three types of
error rates in the automatic translations of 9 types
of typical Chinese MWEs and 19 types of Chi-
nese multiword NEs, we confirm that most Chinese
MWEs and NEs are still a bottleneck problem for
MT systems, causing one-third of translation errors
in general. Categories such as NID, VID, FAC,
QUANTITY, WORK_OF_ART, PRODUCT, etc.
significantly degrade the performance of MT sys-
tems due to their high error rates (above 60%). The
study thus provides invaluable insights for facilitat-
ing further improvement of MT systems from the
perspective of integrating and intensifying knowl-
edge of different MWEs.

Limitations

Our analysis is based on the existing WMT22 data
and its MWE-annotated version by Song and Xu
(2024), which does not contain translations by
LLMs. We considered extending the data by in-
cluding translations from LLMs. However, the
obtained translations will need further annotations
including human evaluation scores and translation
errors. Since the annotators may have different
criteria, the direct comparison between the two sep-
arate annotations could be misleading. Although
LLMs have shown promising results in performing
multiple tasks, there is no strong evidence that they
outperform any other task-specific models. Addi-
tionally, given that the state-of-the-art MT systems
and LLMs are all built upon similar architecture,
i.e. transformers, our findings may also apply to
LLMs in theory, and in our future work, we will
address this issue by adding data from WMT23 and
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WMT24 dataset which includes LLM translations.
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