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Abstract

Retrieval-Augmented Generation (RAG) has
been widely received as an effective paradigm
to enhance the quality of text generation by in-
tegrating large language models (LLMs) with
external knowledge. However, the off-the-shelf
RAG systems, which rely on LLMs and re-
trievers trained from general-purpose datasets,
often fall short in handling specialized do-
mains. To address the above challenge, we in-
troduce RAG-Studio, a novel self-aligned train-
ing framework which autonomously adapts
general RAG systems to specific domains. In
a nutshell, RAG-Studio accepts a specialized
domain corpus, where it identifies useful do-
main knowledge and synthesizes training data
on top of it. Then, it leverages the synthetic
data for the joint fine-tuning of the RAG system,
such that the retriever can bring in more precise
information, and the LLM can become more
proficient at utilizing the retrieved information.
We perform extensive experiments across diver-
sified domain-specific QA datasets, spanning
the Biomedical, Finance, Law, Computation,
and Wiki, whose results validate the substantial
improvements over the generally trained RAG.

1 Introduction

Retrieval-Augmented Generation (RAG) is widely
received as a popular paradigm for the applica-
tion of large language models (LLMs). By inte-
grating a standing-by retrieval component, LLMs
can leverage authoritative and up-to-date informa-
tion, thus improving the truthfulness and credibil-
ity of their generated outputs (Asai et al., 2023;
Siriwardhana et al., 2023). Additionally, frame-
works like LangChain1 and LlamaIndex2 have sig-
nificantly simplified the development and deploy-
ment of RAG systems by providing well-packaged

*Corresponding author.
1LangChain: https://www.langchain.com
2LlamaIndex: https://www.llamaindex.ai
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Figure 1: High-level illustration of RAG-Studio.

components and automatically selecting the opti-
mal combinations of generators and retrievers.

However, in specialized domains such as med-
ical, finance, law, or private enterprise databases,
existing off-the-shelf RAG systems, which utilize
general LLMs and retrievers trained on generic
data, often underperform. This underperformance
arises because both the LLM and the retriever lack
the updated, domain-specific knowledge and deep
understanding required to handle in-domain data
effectively. Furthermore, the retriever and LLM do
not learn to interact optimally as a unified RAG sys-
tem tailored for specialized contexts. As a result,
achieving good performance often requires very
intricate prompting, which can be cumbersome in
practical applications. In contrast, fine-tuning has
been shown to be an effective method for unlocking
the potential of RAG systems in specific in-domain
tasks (Zhang et al., 2024). However, in many spe-
cific domains or tasks, collecting and scaling the
necessary training data for RAG (e.g., in-domain
question-answer pairs and their relevant or irrele-
vant passages) can be challenging.

To address this issue, we propose RAG-Studio,
a self-aligned training framework for the domain

725

https://www.langchain.com
https://www.llamaindex.ai


adaptation of RAG systems based entirely on
synthetic data. All training ingredients in RAG-
Studio are autonomously synthesized through self-
alignment (Sun et al., 2023) without the need for
external datasets or models, significantly enhanc-
ing the RAG system’s ability to adapt to specialized
domains with minimal manual intervention.

Our method starts with a target domain corpus, a
general retriever, and a general LLM generator. Ini-
tially, the LLM is prompted to produce a collection
of synthetic question-answer pairs based on sam-
pled passages from the corpus. Subsequently, the
retriever is employed to gather additional contex-
tual passages relevant to these questions. The LLM
then engages in a self-curation process, evaluating,
refining, and filtering its own outputs to generate
a set of high-quality, informative preference train-
ing samples. For the retriever, training signals are
derived from the LLM’s self-feedback, which is
elicited through a Chain-of-Thought (Wei et al.,
2020) prompting designed to assess the helpfulness
of the retrieved contexts (Yu et al., 2023b; Zhang
et al., 2024). Through our fine-tuning process, both
the generator and the retriever are optimized to
function as a cohesive, domain-specific RAG sys-
tem. The LLM is adapted to integrate new do-
main knowledge effectively and to withstand noisy
contexts provided by the retriever. Concurrently,
the retriever is trained to align more closely with
the LLM’s preferences, ensuring the provision of
helpful information and reducing the likelihood of
misleading the LLM.

We conduct extensive experiments across five in-
domain question answering datasets, encompassing
the fields of biomedical, finance, law, computing,
and general Wikipedia. The results demonstrate
that RAG-Studio consistently outperforms base-
lines on these benchmarks. Notably, it outperforms
the use of human-annotated data for fine-tuning by
5.1% and 3.2% in terms of automated metrics and
GPT-4 evaluation scores, respectively.

In summary, our main contributions are:
(1) We present RAG-Studio, a self-aligned train-

ing framework that enables efficient in-domain
adaptation of RAG models through synthetic data,
eliminating the need for external data or models.

(2) We propose a series of self-data curation
approaches that autonomously create high-quality,
contrastive training samples for the fine-tuning of
both the generator and the retriever.

(3) Our extensive experiments across five do-
mains demonstrate the viability and even superi-

ority of synthetic data to build strong in-domain
RAG systems.

2 Related Work

RAG Fine-tuning Large language models have
exhibited limitations in effectively utilizing con-
text (Liu et al., 2023a; Yoran et al., 2023). A
few studies have investigated enhancing the perfor-
mance of retrieval-augmented generation systems
through fine-tuning. From the retriever’s perspec-
tive, a key idea is to optimize the retriever using the
generation signals from LLMs, thereby aligning
the retriever with the LLM’s preferences (Shi et al.,
2023; Lin et al., 2023; Zhang et al., 2023). On
the LLM side, research has focused on improving
context utilization by training LLMs with noisy
contexts (Yoran et al., 2023; Zhang et al., 2024),
employing prefix tuning to compress or refine con-
text (Cheng et al., 2024; Zhu et al., 2024), or train-
ing additional modules to enhance context refine-
ment (Xu et al., 2023). Nevertheless, these works
are mainly focusing on the open domain that has
much training data.

The work most closely related to ours is
RAFT (Zhang et al., 2024), an in-domain RAG
fine-tuning method. However, RAFT primarily fo-
cuses on fine-tuning the generator using raw LLM-
generated pseudo questions and answers within
noisy contexts. In contrast, our approach involves
unified RAG fine-tuning that includes both the gen-
erator and the retriever. We implement a holistic
self-alignment process, utilizing self-generated raw
data and self-curation to produce higher-quality
contrastive training data, thereby offering a more
comprehensive training framework.

Self-Alignment Self-alignment refers to using a
model to improve its own performance and align
its responses with desired behaviors (Rennie et al.,
2020; Sun et al., 2023; Tao et al., 2024). This
emerging approach shows promise in addressing
data scarcity issues and achieving higher-level
alignment in large model training. Current research
explores enhancing various aspects of LLMs with
self-alignment, such as coding (Jiang et al., 2023b),
mathematics (Yu et al., 2023a), and general conver-
sational helpfulness (Ding et al., 2023; Ulmer et al.,
2024). Studies on self-evolved data curation en-
compass instruction tuning (Li et al., 2023), reward
modeling (Yuan et al., 2024), self-generation of
explanations (Stammer et al., 2023), critiques (Gou
et al., 2023), and so on. Our work explores self-
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alignment to support fine-tuning a general retriever
and LLM into a unified RAG system, addressing
data scarcity issues in domain-specific adaptations
of RAG.

3 Methodology

3.1 Preliminaries

In this work, we focus on the question answering
(QA) scenario of RAG. Typically, given a question
q, the RAG system first retrieves relevant informa-
tion from an external knowledge database D and
then generates the answer a by incorporating the
retrieved information:

a = G(q,R(q,D)), (1)

where G is a generator and R is a retriever. We uti-
lize LLM as the generator G, and a dense retriever
for R due to their superior performance in handling
such tasks.

However, in domain-specific applications, ex-
isting off-the-shelf RAG systems, which combine
a general LLM and a general retriever trained on
generic data, often underperform. In this work, we
propose RAG-Studio to effectively and efficiently
fine-tune the general RAG models (G and R) into
in-domain RAG models (G∗ and R∗) given any
specific domain corpus (D).

3.2 Synthetic Data Curation with
Self-Alignment

RAG-Studio eliminates the need for human-labeled
data by autonomously generating high-quality syn-
thetic data. In this section, we introduce our
approach to synthetic data curation with self-
alignment for fine-tuning RAG models.

3.2.1 Raw Data Generation
Specifically, the initial input to RAG-Studio con-
sists of a domain corpus D containing multiple pas-
sages (D = {p1, ..., pn}), a general LLM-based
generator G, and a retriever R. First, we select a
ground passage p from D and prompt the generator
G to generate a question and the corresponding
answer based on p:

q, a = G(Promptgqa(p)), (2)

where q and a are the generated question and
answer, respectively. Promptgqa(.) is a question-
answer generation prompt function as shown in
Figure ??. Then, we retrieve the top-K passages

from the corpus (p has been filtered out) for the
generated question to provide additional context:

pc1, ..., p
c
K = R(q,D). (3)

This process results in a collection of synthetic
raw training samples, where each sample s is rep-
resented as s = (q, a, p, {pc1, ..., pcK}). These sam-
ples are then refined and used to fine-tune the gen-
erator and the retriever.

3.2.2 Data Curation for Generator
The general LLMs lack domain-specific knowl-
edge, and existing studies (Liu et al., 2023a; Yoran
et al., 2023) have shown that irrelevant context
can considerably confuse them and weaken their
performance. Through fine-tuning, we aim to not
only incorporate new domain knowledge but also
improve the context utilization capability for the
LLM generator.

Chain-of-Thought (CoT) prompting, where the
model generates its final answer along with the
reasoning process (i.e., a rationale), has proven
effective in RAG (Yu et al., 2023b; Zhang et al.,
2024). We adopt this CoT-based generation and de-
sign a specific structure for the rationale: the model
is instructed to evaluate and classify each context
passage into one of three categories—helpful, irrel-
evant, or misleading—before generating the final
answer based on this context evaluation.

Specifically, given a raw training sample s, we
first employ the generator G to generate the ratio-
nale and the answer under the context C:

e′, a′ = G(Promptrag(q, C)), (4)

where e′ and a′ are the generated rationale and
the answer, respectively. Promptrag(.) is the CoT-
based RAG generation prompt function shown
in Figure ??. We consider two types of context:
C1 = {p} ∪ {pc1, ..., pcK} and C2 = {pc1, ..., pcK},
where C1 includes the ground-truth passage p while
C2 does not. Then, we prompt G to evaluate the
correctness of a′ by additionally providing it with
the question q, the ground truth passage p, and the
gold answer a. Correctly answered samples are
filtered out at this stage, as we believe they provide
limited benefit for further fine-tuning.

For the samples that are not correctly an-
swered, we collect their ground-truth rationales
e by prompting G with the ground-truth answer a:

e = G(Promptrationale(q, C, a)). (5)
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Rationale:
[Evaluation]: [0] discusses.… 
[1] directly mentions that 
Monopoly started in1903 …

[Labels]: [helpful, helpful, 
irrelevant, misleading]

[0] The McDonald's 
Monopoly game is a sales 
promotion of McDonald's 
and, …,The game first ran in 
the US in 1987 and has since 
been used worldwide…

Question: In what year did 
the McDonald's Monopoly 
game first run in the US?

[1]: Monopoly is a board 
game that originated in the 
United States in 1903…
[2]: McDonald's is the 
world's largest chain of 
hamburger fast …
[3]: Donald's Monopoly 
game is a sweepstakes 
advertising promotion …

Answer: 1987
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Figure 2: Overview of RAG-Studio. Synthetic training data are generated and curated autonomously, without
external data or models. The generator and retriever are fine-tuned contrastively to achieve RAG domain adaptation.

Promptrationale(.) is shown in Figure ??. Despite
providing the ground-truth answer in the prompt,
we observe that the generated rationales are still not
guaranteed to be correct. To further improve data
quality, we filter out a few “contradictory” samples
using the following heuristic rules:

• For C = C1, if the ground-truth passage p
is not labeled as helpful in e, the sample is
discarded.

• For C = C2, if more than two passages are
labeled as helpful in e, the sample is discarded.

After these steps, we gather the final preference
data for fine-tuning the generator. Each sample can
be represented as a triple (q + C, e + a, e′ + a′),
where q + C is the input, e + a is the preferred
response, and e′ + a′ is the non-preferred response.

3.2.3 Data Curation for Retriever
Existing general retrievers lack domain-specific
knowledge for matching. Additionally, since the
retriever and the generator are trained separately,
the information retrieved may not effectively sup-
port the generator and could even mislead it. To
address this, we fine-tune the retriever to better
align itself with the preference of the generator for
better in-domain retrieval-augmented generation.

Specifically, we mine training signals for the
retriever from the generator’s own prediction e′

and a′. Specifically, when a′ is correct, passages
labeled as helpful are treated as positive samples,
while those labeled as misleading serve as hard
negatives for the question x. When a′ is incorrect,
we inversely treat passages labeled as helpful as
hard negatives. The original grounding passage p
always remains a positive sample.

3.3 Fine-tuning RAG Models
For the generator, we use the ORPO training ap-
proach, which combines supervised fine-tuning

(SFT) and preference alignment. This approach
efficiently discourages the model from learning the
non-preferred response e′ + a′ during the SFT to
learn the preferred response e+ a and its specific
output style. The training loss function is:

LG = −λ log σ(log
Pθ(y

w|x)(1− Pθ(y
l|x))

Pθ(yl|x)(1− Pθ(yw|x))
)

− 1

m

m∑

t=1

logPθ(y
w
t |x, yw<t),

(6)

where x, yw, and yl are the input (q + C), the
preferred response (e+ a), and the non-preferred
response (e′ + a′), respectively. m is the number
of tokens of yw. λ is a hyper-parameter set to 0.1.

For the retriever, after collecting the positive
passages P+ and the hard negative passages P− for
the question x from the rationale of the generator,
we employ the contrastive ranking loss function
to fine-tune the dense retriever to align with the
generator’s preference:

LC = −log
ϕ(x, p+)

ϕ(x, p+) +
∑

p−∈P− ϕ(x, p−)
, (7)

where p+ ∈ P+, ϕ(x, p) = exp((E(p) ·E(p))/τ),
E(·) is the text encoder of the retriever, and τ is a
hyper-parameter temperature set to 0.01.

4 Experiments

4.1 Setup

Datasets and evaluation metrics We evaluate
our method primarily on four domain-specific QA
datasets (Xu et al., 2020): Biomedical, Finance,
Law, and Computing. These datasets are derived
from the MS MARCO dataset (Nguyen et al., 2016)
using topic modeling and filtering techniques. The
MS MARCO dataset provides the top 10 retrieved
passages from Bing and a human-generated answer
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Statistic Biomedical Finance Law Computing TriviaQA (wiki)

#Questions (train) 26,877 8,245 3,770 3,668 61,888
#Questions (test) 4,743 1,455 666 648 7,993
#Passages 287K 89K 42K 41K 2M

Table 1: Statistics of the five datasets.

for each question. To construct the domain-specific
retrieval corpora, we aggregate all the context pas-
sages corresponding to the questions in each do-
main. Additionally, we test our method on an open-
domain QA dataset, TriviaQA (Joshi et al., 2017)
(Wiki subset), to assess the generalizability of our
approach. We form the retrieval corpora of Trivi-
aQA by chunking all the documents into at most
200-word passages. Table 1 provides the statistics
of these five datasets.

For evaluation, we use the official metrics:
ROUGE-L for the four domain-specific QA
datasets, and EM for TriviaQA. Considering the
limitations of these heuristic metrics in capturing
the nuances of answer quality, we also employ GPT-
4 to evaluate answer accuracy (Liu et al., 2023b).
GPT-4 is provided with the question, the reference
answer, and the predicted answer to assess the qual-
ity of the predictions more robustly.

Baselines We compare RAG-Studio against the
following baselines: (1) GPT-3.5: Directly prompt
GPT-3.5 to perform question answering. (2)
Prompt: Directly prompt the generator for ques-
tion answering. (3) DSF: Fine-tune the genera-
tor on the domain-specific training data provided
by each dataset. (4) RAFT (Zhang et al., 2024):
Fine-tune the generator on synthetic training data
within noisy contexts, which is our main competi-
tor. For Prompt, DSF, and GPT-3.5, we consider
both their settings with and without retrieval (i.e.,
RAG).

Implementations For the basic RAG system, we
utilize Llama-3-8B-Instruct3 as the generator and
BGE (Xiao et al., 2023) as the retriever due to
their superiority. We generate 3,000 synthetic
training samples for each dataset using our self-
alignment strategy. The impact of data size is
examined in Section 4.6. The number of addi-
tional context passages, K, is set to 3. The gen-
erator is fine-tuned with LoRA (Hu et al., 2022)
for 3 epochs, using a learning rate of 1e-5 and

3https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

a total batch size of 64. The retriever is fine-
tuned for 1 epoch with a learning rate of 1e-
6 and a batch size of 64. Code is released at
https://github.com/kyriemao/rag_studio.

For our main competitor, RAFT, we adhere to
their original pipeline. Specifically, we use the
synthetic raw samples and follow their empirical
results to set 60% of the training samples to in-
clude the gold passage, while the remaining 40%
contain only distractor passages. To ensure a fair
comparison, we apply the same CoT prompting.

4.2 Main Results
The experimental results are shown in Table 2. We
have the following findings:

(1) RAG-Studio outperforms all baselines across
the five datasets, except for EM on TriviaQA,
where it ranks second to DSF. The average relative
improvement in ROUGE-L and accuracy scores are
4.94% and 3.73%, respectively, over the second-
best results. By relying solely on self-curated syn-
thetic data, RAG-Studio matches or exceeds the
performance of DSF, which uses labeled data. This
highlights the promising potential of synthetic data
in fine-tuning RAG models and demonstrates the
effectiveness of our proposed method.

(2) The performance improvements of RAG-
Studio on the four domain-specific datasets are
more significant than on the open-domain Trivi-
aQA. On TriviaQA, the performance of different
methods is quite close, with less than a 1% absolute
difference in EM and accuracy. We hypothesize
that this is because models like Llama3 and GPT-
3.5 have already learned a large amount of open
Wikipedia knowledge, which TriviaQA is based
on, resulting in marginal improvements. This also
indicates that general LLMs perform well on open-
domain tasks but benefit more from fine-tuning in
specific domains.

(3) Fine-tuning without retrieval may not im-
prove performance. Comparing Prompt and DSF
on four domain-specific datasets, we see a 2.6 aver-
age improvement in ROUGE-L but a 5.0 average
decrease in GPT-4 evaluated accuracy score. On
TriviaQA, both EM and GPT-4 scores drop. Since
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Method FT
Synthetic

Data
Biomedical Finance Law Computing TriviaQA (wiki)

R-L Acc R-L Acc R-L Acc R-L Acc EM Acc

without Retrieval
GPT-3.5 19.5 43.1 16.9 34.2 20.5 51.4 19.6 42.9 62.9 60.0
Prompt 22.2 45.4 18.4 35.7 19.7 50.1 21.6 46.3 64.8 60.5
DSF 23.3 33.7 23.2 31.8 23.1 35.9 22.1 34.4 59.7 56.7

with Retrieval
GPT-3.5 31.2 55.0 36.5 52.0 35.0 57.5 31.8 54.6 69.5 69.5
Prompt 31.9 54.7 37.7 52.2 34.1 56.2 34.9 56.9 69.3 69.2
DSF 34.8 57.5 40.0 55.4 37.4 60.4 44.2 57.9 70.2 69.9
RAFT 34.3 55.9 36.5 51.7 36.7 59.8 45.4 59.2 69.4 69.6
RAG-Studio 37.5 59.2 41.8 57.6 40.0 63.5 47.1 60.3 70.0 69.9

Table 2: Overall results on five datasets. FT indicates fine-tuning. R-L and Acc represent ROUGE-L and the
accuracy evaluated by GPT-4, respectively. The best results are in bold, and the second-best results are underlined.

Method ∆ Bio. Fin. Law Comp. TQA

Prompt -4.3 54.7 52.2 56.2 56.9 69.2
DSF -1.9 57.5 55.4 60.4 57.9 69.9
SFT -1.2 58.5 56.7 62.2 57.9 69.3
w/o G-FT -3.9 54.9 53.4 57.4 56.5 68.8
w/o R-FT -0.8 58.7 57.2 62.4 58.8 69.6
RAG-Studio 0 59.2 57.6 63.5 60.3 69.9

Table 3: Results of ablation study. The metric is Acc. ∆
indicates the average difference with RAG-Studio. The
dataset names are abbreviated.

GPT-4 evaluation is more reliable, this suggests
that fine-tuning without retrieval reduces model per-
formance. This likely occurs because fine-tuning
on specific domains without access to relevant ex-
ternal information limits the model’s ability to gen-
eralize and accurately respond to queries, highlight-
ing the importance of retrieval in enhancing model
performance for in-domain applications.

4.3 Ablation Study

In RAG-Studio, we curate contrastive training data
with model self-alignment for both generator and
retriever fine-tuning. We investigate different fine-
tuning strategies in RAG-Studio to evaluate their
impact on the final RAG performance. Specifically,
we build the following three ablations: (1) w/o G-
FT: We fine-tune only the retriever, leaving the
generator unchanged. (2) w/o R-FT: We fine-tune
only the generator, leaving the retriever unchanged.
(3) SFT: For the original training sample (x+C, e+
y, e′ + y′), we consider only the preferred output
e+y and perform supervised fine-tuning, replacing
ORPO. In addition, we also experimented with
using DPO (Rafailov et al., 2023) for fine-tuning.
However, we found that the model could not learn a

stable output style through DPO, making it difficult
to parse the outputs. Therefore, we omit the DPO
results from this study.

The results are shown in Table 3. We observe
that the complete RAG-Studio outperforms all the
ablations, demonstrating that the RAG performance
benefits from our designed contrastive generator
and retriever fine-tunings. Specifically, our gener-
ator fine-tuning yields greater improvements com-
pared to retriever tuning (3.9 vs 0.8). By comparing
Prompt and w/o G-FT, we find that only fine-tuning
the retriever may not robustly gain improvements,
as seen in the Law and Computing datasets (56.9
vs 56.5 and 69.2 vs 68.8). These results underscore
the importance of both generator and retriever fine-
tuning for optimal RAG performance.

4.4 Effects of Chain-of-Thought

The generator utilizes our tailored CoT to identify
the helpfulness of context passages. This CoT also
serves as a bridge for the retriever to align with the
generator, facilitating the retrieval of more relevant
passages while avoiding irrelevant or misleading
ones. In this section, we investigate the effects
of the CoT by removing it. Specifically, during
generator training, we prompt the generation of
both preferred and non-preferred answers without
incorporating the CoT. For retriever training, we
rely solely on the gold (positive) passages with
in-batch negatives, omitting any hard negatives.
The results, depicted in Figure 3, show that CoT
fine-tuning in RAG-Studio significantly enhances
model performance. Specifically, we observe an av-
erage improvement of 13.2% in ROUGE-L scores
and 7.7% in accuracy. By jointly analyzing with
Table 2, we find that the model struggles to sur-

730



R-L Acc0

20

40

60

80
Va

lu
e

32.1

56.1

37.5

59.2

Biomedical

without CoT
with CoT

R-L Acc0

20

40

60

80

Va
lu

e

38.0

53.2
41.8

57.6

Finance

without CoT
with CoT

R-L Acc0

20

40

60

80

Va
lu

e

35.6

57.0

40.0

63.5

Law

without CoT
with CoT

R-L Acc0

20

40

60

80

Va
lu

e 41.4

57.2
47.1

60.3

Computing

without CoT
with CoT

Figure 3: Comparison of RAG-Studio performance with and without our tailored chain-of-thought for fine-tuning.

Retriever
Biomedical Finance Law Computing TriviaQA (wiki)

R@5 NDCG@5 R@5 NDCG@5 R@5 NDCG@5 R@5 NDCG@5 R@5 NDCG@5

Before FT 50.8 36.1 66.6 49.4 77.3 58.6 77.5 56.5 23.1 34.1
After FT 51.4 37.9 66.2 51.9 77.1 59.5 78.3 59.0 22.5 34.4

Table 4: Comparison of retrieval performance before and after in-domain fine-tuning.
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Figure 4: Performance of different methods using different percentages of training data.

pass the performance achieved with human-labeled
data for fine-tuning (i.e., DSF) without CoT, yet
it still outperforms models that are not fine-tuned
(i.e., Prompt). This demonstrates the crucial role of
CoT in enhancing the quality and informativeness
of synthetic data for in-domain RAG fine-tuning.

4.5 Impact of In-Domain Fine-Tuning on
Retriever Performance

In this section, we examine the effect of fine-tuning
on the retriever’s performance, using Recall@5 and
NDCG@5 as evaluation metrics. For TriviaQA,
which provides only document-level relevance la-
bels, we generate passage-level relevance labels us-
ing GPT-4. GPT-4 was given the question, the gold
answer, and the candidate passage, and prompted
to judge whether the passage supports the answer.
The four domain-specific datasets already include

gold passage labels. Table 4 presents the retriever’s
performance before and after fine-tuning. From
the results, we find that our retriever fine-tuning
effectively improves top-ranking performance, as
evidenced by the NDCG@5 scores, while its im-
pact on recall performance is less pronounced. This
suggests that retriever fine-tuning may primarily
enhance the final RAG performance by refining the
ranking order of the top retrieved passages.

4.6 Data Analysis

Data quantity The performance of different
methods using various percentages of fine-tuning
data is shown in Figure 4. A common trend ob-
served across different methods is that performance
improves with increasing training data but gradu-
ally saturates. Notably, in the Biomedical, Finance,
and Law domains, RAG-Studio’s accuracy signif-

731



Method
Biomedical Finance Law Computing TriviaQA (wiki)

R-L Acc R-L Acc R-L Acc R-L Acc EM Acc

RAG-Studio 37.5 59.2 41.8 57.6 40.0 63.5 47.1 60.3 70.0 69.9
Using Raw Data 35.0 56.5 37.6 53.1 38.0 60.8 44.9 58.8 69.2 69.5

Table 5: Performance comparisons of fine-tuning on data with and without filtering.

Biomedical Finance Law Computing TriviaQA (wiki)0

20

40

60

80

Ac
c

59.2 58.9 58.5 58.1

45.2

57.6 57.8 57.0 57.1
50.6

63.5 62.6 62.8 62.5
56.1 60.3 59.9 59.5 59.2

49.5

69.9 69.5 69.8 69.3
63.9

Llama3-8B-Instruct + BGE
Llama3-8B-Instruct + Contriever
Mistrial-7B-v0.2 + BGE
Mistrial-7B-v0.2 + Contriever
Llama2-7B-Chat + BGE

Figure 5: Performance of RAG-Studio variations based on different initial generator and retriever combinations.

icantly surpasses that of DSF (RAG) and RAFT,
particularly with larger amounts of training data.
In the Computing and open Wikipedia domains,
the differences in performance and the rates of in-
crease are less pronounced, though RAG-Studio
generally maintains a lead. Interestingly, RAFT,
which also uses synthetic fine-tuning data, often
shows a performance decrease compared to no fine-
tuning when fine-tuned with a small percentage
of data. In contrast, RAG-Studio only exhibits
this phenomenon in two domains: Computing and
open Wikipedia, indicating better data efficiency
for RAG-Studio. These results highlight the critical
role of the quantity of training data in enhancing
model performance, with RAG-Studio demonstrat-
ing the most substantial improvements.

Data quality In RAG-Studio, we use a series of
data filtering strategies in our self-curation process
to enhance the quality of the training data. To eval-
uate their impact, we remove these filters and use
only the raw data for fine-tuning the RAG models,
maintaining the same number of training samples
as before. The results are shown in Table 5. We
observe a significant performance decline, partic-
ularly on the four domain-specific datasets, when
using raw training data without filtering. Specif-
ically, the average relative drops in R-L and ac-
curacy across these datasets are 6.6% and 4.8%,
respectively. These findings underscore the im-
portance of data quality in RAG fine-tuning and
demonstrate that the data filtering in RAG-Studio
can substantially improve model performance.

4.7 Experiments with Different Generator
and Retriever Combinations

As discussed in Section 4.1, our primary experi-
ments utilize the Llama-3-8B-Instruct and BGE
models. To evaluate the generalizability and ro-
bustness of our framework, we conduct additional
tests with other model combinations. Specifically,
we use another strong LLM, Mistral-7B-Instruct-
v0.2 (Jiang et al., 2023a), and a weaker one, Llama-
2-7B-Chat, as the generators. For the retriever, we
employ Contriever (Izacard et al., 2022), which is
relatively weaker compared to BGE.

The results, presented in Figure 5, show no sig-
nificant differences in performance when using
strong LLMs, indicating that RAG-Studio main-
tains robustness across different combinations of
high-quality generators and retrievers. However,
there is a notable decline in performance when
Llama-2-7B-Chat is used as the generator. This
drop in performance can be attributed to two main
factors: firstly, the synthetic data generated by the
weaker LLM is of lower quality, adversely affect-
ing the fine-tuning process. Secondly, the intrinsic
performance of the weaker LLM in RAG tasks is
inferior compared to stronger LLMs.

5 Conclusion

In this paper, we introduced RAG-Studio, a self-
aligned training framework for domain adaptation
of RAG systems entirely based on synthetic data.
Our method eliminates the need for external data
or models, enabling efficient fine-tuning of both
retriever and generator components. Through ex-
tensive experiments across various specialized do-

732



mains, RAG-Studio consistently demonstrated su-
perior performance, highlighting its effectiveness
and practicality. We believe our work will ad-
vance the development and deployment of domain-
specific RAG systems, making them more accessi-
ble and robust for specialized applications.

Limitations

While RAG-Studio shows promising results as a
strong autonomous framework for in-domain RAG
adaption, we acknowledge the following limita-
tions of our work:

(1) The current work focuses solely on single-
hop question answering scenarios. More complex
multi-hop or multi-turn question answering scenar-
ios, which require iterative retrieval and reasoning
steps, are not considered. Extending RAG-Studio
to handle such intricate scenarios remains an open
challenge.

(2) For simplicity, the current method performs
only one round of optimization using the self-
generated and curated data. However, multi-round
self-alignment approaches (Yuan et al., 2024; Li
et al., 2023) have shown promise in further en-
hancing performance. We will continue to explore
multi-round extensions of RAG-Studio to better
handle updated knowledge and increasingly com-
plex scenarios.

(3) The RAG-Studio framework currently opti-
mizes only the core retriever and generator compo-
nents. However, practical RAG systems can incor-
porate additional modules like rewriters, rerankers,
etc. to further boost performance. Extending
RAG-Studio to jointly optimize these supplemen-
tary modules alongside the retriever and generator
remains an open challenge.
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