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Abstract

Large language models (LLMs) are increas-
ingly being used in human-centered social sci-
entific tasks, such as data annotation, synthetic
data creation, and engaging in dialog. However,
these tasks are highly subjective and dependent
on human factors, such as one’s environment,
attitudes, beliefs, and lived experiences. Thus,
it may be the case that employing LLMs (which
do not have such human factors) in these tasks
results in a lack of variation in data, failing to
reflect the diversity of human experiences. In
this paper, we examine the role of prompting
LLMs with human-like personas and asking
the models to answer as if they were a spe-
cific human. This is done explicitly, with exact
demographics, political beliefs, and lived ex-
periences, or implicitly via names prevalent
in specific populations. The LLM personas
are then evaluated via (1) subjective annotation
task (e.g., detecting toxicity) and (2) a belief
generation task, where both tasks are known
to vary across human factors. We examine the
impact of explicit vs. implicit personas and in-
vestigate which human factors LLMs recognize
and respond to. Results show that explicit LLM
personas show mixed results when reproduc-
ing known human biases, but generally fail to
demonstrate implicit biases. We conclude that
LLMs may capture the statistical patterns of
how people speak, but are generally unable to
model the complex interactions and subtleties
of human perceptions, potentially limiting their
effectiveness in social science applications.

1 Introduction

Many NLP and machine learning tasks (i.e., an-
notating data for supervised learning or reinforce-
ment learning with human feedback) are highly
influenced by a variety of human factors (identities,
experiences, attitudes, and beliefs; Davani et al.,
2022; Rottger et al., 2022) and these dependencies
are propagated into downstream systems (Sap et al.,
2019; Casper et al., 2023). For example, toxicity

detection has been found to be dependent on an-
notator’s race, empathy, and freedom of speech
values (Sap et al., 2022). Similarly, perceptions of
stigma towards people who use substances (PWUS)
are dependent on whether or not the annotators
use substances themselves (i.e., lived experiences;
Giorgi et al., 2023). As such, machine learning
practitioners have sought to incorporate diverse
views into their models (Uma et al., 2021; Gordon
et al., 2022).

At the same time, large language models are
poised to transform computational social sci-
ence (Ziems et al., 2024; Bail, 2024; Demszky
et al., 2023) and are increasingly being used across
a wide range of human-centered tasks (Dey et al.,
2024; Mei et al., 2024), such studying personal-
ity (Pellert et al., 2023; Serapio-García et al., 2023;
Ganesan et al., 2023) and culture (Havaldar et al.,
2023). In particular, LLMs are being used by hu-
mans in crowd sourcing experiments (Veselovsky
et al., 2023) and as human crowd workers them-
selves, replacing human participants (Dillion et al.,
2023; Tan et al., 2024; Aher et al., 2023).

This work seeks to examine this dichotomy of
human factors influencing social scientific tasks
and machines replacing humans in these same
tasks, by asking if personified LLMs replicate
known human perception and belief patterns. We
do this by creating LLM “workers” (called Persona-
LLMs) with a diverse set of personas (or characters
which an artificial agent performs; Li et al., 2016),
which vary on demographics, ideologies, and lived
experiences. The Persona-LLMs then participate
in two tasks: annotation and generation. Both tasks
seek to replicate findings that show these tasks are
dependent on several human factors (e.g., views
on immigration depend on political ideology). In
both tasks, we investigate the effect of personifying
LLMs via explicit or implicit personas, where char-
acter traits are inferred based on direct or indirect
queues, respectively. This is done by giving exact
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Figure 1: Flow diagram for comparing personas, using an example of explicit gender vs implicit gender in the
parenting domain. We first prompt the 641 Persona-LLMs each with the two personas we are comparing (explicit e
and implicit i) and ask each the relevant domain question for a total of 2*641 generations. We then extract n-grams
for each generation, where m denotes the total number of n-grams. Next, we correlate each of the m ngrams with
the human factor labels for each persona type, for 2 ∗m correlations. Finally, we correlate the correlations across
the persona types (two vectors of correlations, each of size m) giving us a final similarity metric.

demographic categories such as “You are a 78 year-
old female” (explicit) or via names such as “Your
name is Ethel”, which could indirectly signal both
an older age or a female persona (implicit). This
is done to understand direct and indirect signals
and perceptions of human factors that LLMs recog-
nize, which mirrors a long history of using names
to study discrimination via indirect signals of gen-
der, race, and social class (Crabtree et al., 2022).
Lastly, we examine which human factors are most
important when generating with personified LLMs.

Our main research question asks if personified
LLMs replicate known human perception and be-
lief patterns. We attempt to answer this question
through (1) an investigation of the effects of explicit
and implicit personas on LLM generations and (2)
an evaluation of the importance in LLM genera-
tions of a variety of human factors across diverse
characteristics (demographics, ideology, and lived
experience). Experimentally, this is done through
annotation and generation tasks, where we compare
personified LLM output to known human patterns
in perception and beliefs.

2 Data

2.1 Persona-LLMs

For all tasks, we consider a set of LLM “workers”
to mimic a real crowd-sourced task on e.g. Ama-
zon Mechanical Turk (MTurk), which we refer to
as Persona-LLMs in order to avoid anthropomor-

phisms. The annotation task seeks to replicate past
studies which have shown how annotations depend
on annotators’ identities, beliefs, and lived expe-
riences: the toxicity detection task by Sap et al.
(2022) and the stigma detection task by Giorgi et al.
(2023). As such, we employ the exact study design
used by Sap et al. (described below), except for
the fact that we use Persona-LLMs and not human
crowd workers.

We examine five specific human factors: age,
gender, political ideology, race, and substance use.
Age is a continuous variable, while the other human
factors are operationalized as binary (see below).

Sap et al. (the toxicity detection task) recruited
641 participants via MTurk with the following
demographic distributions: gender (54% women,
46% men)1, race (13% Black, 87% White), and
political identify (29% conservative, 71% liberal).
For the age and substance use labels, we follow the
distributions from Giorgi et al. (2023) (the stigma
detection task): substance use (37.4% used sub-
stances in the past 30 days, 62.6% did not) and age
(a normal distribution with mean = 39.3, standard
deviation = 10.1;). To match this, we create 641

1Here we only consider binary variables for categorical
human factors and drop classes which are not highly repre-
sented in their original studies. For example, Sap et al. (2022)
contained 1% non-binary responses, which we dropped and
increased the size of the “women” category by 1%. This de-
sign choice aims to isolate the impact of each human factor
independently and is not meant to imply that any human factor
is limited to our chosen labels.
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1. I don’t get government benefits just for being white
2. Where is white history month? Why can’t I have white pride
day?
3. I don’t like black doctors, it’s just my preference
4. Anti-Black racism isn’t that big of a deal because people treated
Italians like this in the 60’s and 70’s
5. Going to Africa. Hope I don’t get AIDS. Just kidding. I’m
white!

(a) Anti-Black vignettes

1. I’m ok with executing heroin, meth and coke users.
2. A zombie, this is what you would look like as a meth user.
3. They need to deal with the drugs and murder as well. The
streets are always filthy and unsafe!
4. Legalized drugs also means that the age at which people will
burn their brains out will drop.
5. Drugs lying around within a child’s reach with parents passed
out from drugs, sounds like the kid will be better off.

(b) Anti-Substance Use vignettes

Table 1: Hand selected social media posts to be anno-
tated by the Persona-LLMs for the (a) toxicity and (b)
stigma detection tasks.

Persona-LLMs for each human factor, matching
the demographic distributions. All human factor
labels are randomly assigned independent of the
other factors, though this may not be the case in
humans, as e.g. Black adults tend to be more liberal
than White adults (Pew Research Center, 2021).

2.2 Explicit Personas
LLMs are given explicit personas via a general
“You are x, please answer as such” prompt, based
on the human factor distributions above: age (e.g.,
“You are 65 years old”), gender (“You are female”),
political ideology (“You are politically conserva-
tive”), race (“You are Black / African American”),
and substance use (“You are a person who uses
illegal drugs”). With the exception of the final task,
each persona has a single human factor, so as to
remove confounders between the factors (e.g., per-
ceptions of race are associated with social class;
Crabtree et al., 2022).

2.3 Implicit Personas: First and Surnames
Implicit personas based on indirect queues from
which character traits are inferred rather than ex-
plicitly given. For example, “you play video games
and like anime” could be an implicit version of the
“you are introverted” persona (Park et al., 2015).
We create implicit personas using names which are
highly frequent among certain demographics (e.g.,
“Your name is Mary” or “Your name is Jermaine
Washington”). Here we only consider age, gender,
and race as names are not directly associated with
political ideology and substance use.

Age and gendered names are taken from a
United States (U.S.) Census list of the most pop-
ular female/male names over the last 100 years.
Age names are assigned based on popular names
from the decade each Persona-LLM was “born”.
Names which were popular over more than one
decade were removed. Black/White (race) names
were sourced from Crabtree et al. (2022), which
found first names that were highly distinctive of
race/ethnicity. Black/White surnames were as-
signed from U.S. Census distributions which were
unambiguously associated with one race/ethnicity
group (Comenetz, 2016).

2.4 Annotation Vignettes

For the toxicity and stigma detection tasks, each
Persona-LLM is asked to annotate a series of five
social media posts.2 The posts for the toxicity task
are taken from Sap et al. (2022), which were chosen
since they were toxic alone (i.e., not vulgar and
not racist). For our study, we created a similar
vignette for the stigma detection task, where we
hand selected (and edited) five Reddit posts which
were stigmatizing, but not vulgar or racist, and
roughly matched the length of the toxicity posts.
Vignettes are shown in Table 1.

2.5 Generation: Belief Data

For this task, we identify five domains (one for
each human factor) where public opinion is known
to vary across our human factors. We use Pew
Research Center survey results on the Israel / Pales-
tine conflict (age; Silver, 2024), parenting (gender;
Aragao, 2023), immigration (political ideology;
Pew Research Center, 2024), policing (race; Morin
et al., 2017), and marijuana legalization (substance
use; Center, 2024; Hammond et al., 2020). Table
2 shows the question asked of the Persona-LLM,
along with the domain and human factor known
to differ on this belief. While we refer to these
as “beliefs”, these are a mixture of beliefs (moral
convictions) and opinions (fact based judgements).

We note that these associations are not limited
to the above surveys. While the PEW articles
we cite for gender/parenting and political ideol-
ogy/immigration beliefs are more recent (2023 and

2Despite our terminology, this is technically a vignette
study (i.e., a short description of a situation shown to partici-
pants in order to elicit their judgments; Atzmüller and Steiner,
2010), rather than a traditional annotation task. For example,
five posts were carefully selected due to their toxicity char-
acteristics in order to elicit judgements from crowd workers,
rather than a large data set where crowd workers create labels.
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Human Factor Domain Question Known Association

Age Palestine Do your sympathies lie more with the Israeli people
or more with the Palestinian people?

18-29: support Palestine; 65+:
support Israel

Gender Parenting Do you feel a great deal of pressure to focus on your
responsibilities at home?

48% of women; 35% of men

Political Ideology Immigration Why are a large number of migrants seeking to enter
the U.S. at the border with Mexico?

Conservatives: Policies make it
easy to stay; Liberals: violence
in home country

Race Policing Do you see the police as protectors or enforcers? Enforcers: 38% of Blacks and
26% of Whites

Substance Use Legalization How does legalization affect the criminal justice sys-
tem?

People who use marijuana sup-
port legalization more than those
who don’t use substances

Table 2: Questions used in the Belief Generation task. Questions were derived from U.S. surveys where there are
known differences across their corresponding human factor.

2024, respectively), neither are new findings. Pre-
vious studies and polls have shown political ide-
ology being associated with pro/anti-immigration
stances for decades (Sanderson et al., 2021). Sim-
ilarly, parenting is especially gendered: previous
studies have shown that women bore the brunt of
the COVID-19 pandemic, with 44% of women re-
porting that they are the only one in the household
providing care (compared to 14% of men; Zamarro
et al., 2020). Thus, it is reasonable to assume that
these association would be present in the training
data of GPT-4O (and even earlier models, such
as GPT2, in the case of race/policing and politi-
cal ideology/immigration). The only relationship
is the connection between age and views on Is-
rael/Palestine, which may be outside of the training
data for GPT-4O, though this relationship has been
growing since as far back as 2019 (Alper, 2022).

3 Methods

We proceed in three stages: (1) we attempt to repli-
cate past subjective annotation tasks, examining
the behavior of both explicit and implicit personas;
(2) we perform a belief generation task with both
explicit and implicit personas, examining conver-
gent and divergent validity of personas; and (3) we
assess the importance of each human factor.

3.1 Annotation Task

In this analysis, we aim to replicate the social
media-based toxicity and stigma detection results
from Sap et al. (2022) and Giorgi et al. (2023). The
toxicity detection tasks showed that gender, politi-
cal ideology, and race were all correlated with rat-
ings of offensiveness and racism, while the stigma
detection task showed that PWUS within the last

30 days rated more Reddit posts as stigmatizing (as
compared to people who did not use substances).

Here we use a pool of Persona-LLMs as de-
scribed above, asking each Persona-LLM to rate
a series of 5 social media posts (Section 2.4). For
each Persona-LLM, we take the average number
of posts labeled as offensive/stigmatizing and then
correlate that with each human factor. For continu-
ous human factors (age), we use a product moment
correlation, and for all other (binary) factors we
compute Cohen’s d (i.e., a standardized difference
in means) with a logistic regression for computing
a significance level. Here we consider the GPT-
4O model. We also compute the reliably between
humans and Persona-LLMs in Section D.

3.2 Belief Generation Task (BGT)

BGT1: For the first belief generation task, we
begin by prompting GPT-4O with an explicit per-
sona (“you are female”) and ask the Persona-LLM
to answer the questions in Table 2. This results in
641 generations. We then extract 1, 2, and 3grams
(referred to as ngrams) for each generation, en-
coding them as their relative frequency in each
generated text. Then for each ngram, we corre-
late (using product moment correlations for con-
tinuous factors and Cohen’s d for binary) its rela-
tive frequency with the human factor used in the
prompt. For each correlation we calculate a sig-
nificance level (using a logistic regression for the
binary human factors). Given the large number of
ngrams (often on the order of 50,000), we apply a
Benjamini–Hochberg (BH) False Discovery Rate
(FDR) correction, only considering ngrams signif-
icant at a corrected level of p < 0.05. Figure 1
shows this pipeline (the top half, steps 1-4). Next,
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we visualize these correlations via a word cloud,
which encodes the correlation size (via the size of
the word) and the ngram’s frequency across the
data set (via color). Here we use ngrams and word
clouds in order to qualitatively examine how the
personas answer each question. In Appendix A
we include exact (quantitative) ngram correlation
effect sizes (Table 7) as well as additional language
features, LIWC (Boyd et al., 2022) and the Moral
Foundations lexicon (Graham et al., 2009) in Tables
8 and 9, respectively. This is done across each do-
main. Feature extraction, correlation analysis, and
word cloud visualization are performed using the
DLATK python package (Schwartz et al., 2017).

The above correlational word cloud analysis is
qualitative in nature (e.g., do conservative personas
generate words “representing” the need for tougher
border policies on the topic of immigration, where
individual words are not validated in this context).
To validate that the generations do indeed match
public opinion, we run a confirmatory analysis.
Here, we feed each generation to a separate LLM
(GPT-4O) and ask whether or not the writer aligns
with either view point on a domain (questions are
shown in Table 10). For example, in the Age do-
main we ask: “‘Does the following text indicate
that the writer’s sympathies lie more with the Is-
raeli people (1), more with the Palestinian people
(-1), or both (0)?” We ask the LLM to output a
numeric value, which we can then correlate (via a
product moment correlation) with the demographic
value of the persona who generated the text (e.g.,
in the example, we correlate the LLM’s response of
-1/0/1 with the age of the persona which generated
the text). Since two of the five questions were open
ended, we rephrased these to be binary3 questions.

BGT2: Next, we consider the convergent and di-
vergent validity of the personas across the beliefs.
This is done by examining similarity in the linguis-
tic correlations across personas, since our domains
may also vary across more than one human fac-
tor. Specifically, using the correlations described
above, we consider all pairs of personas and corre-
late their ngram correlations. Again, this is done
across all domains. For a given domain, we, for
example, create one vector of correlations (for each
ngram) between ngram relative frequency and race
and another vector of correlations (again, for each
ngram) between ngram relative frequency and polit-

3Technically, the response scale was ordinal, since we
included the option of Neither/Both, which was encoded as 0.

ical ideology. These two vectors are then correlated.
(This algorithm is visualized in Figure 1 and shown
in Appendix B.) This quantifies whether the lan-
guage associations across race match associations
across political ideology, since, in this example,
conservatives/liberals may have similar beliefs to
White/Black individuals on average. We expect cor-
relation patterns to match (i.e., convergent validity)
known associations across human factors (from the
Pew surveys described above) and not match where
there are no associations (i.e., divergent validity).

BGT3: Finally, we compare explicit and implicit
personas across beliefs, applying similar methods
as described above. Here we (1) create a vector
of correlation between human factors and ngram
relative frequencies extracted from text generated
with explicit personas, (2) create a vector of correla-
tion between human factors and ngram frequencies
extract from text generated with implicit personas,
and then (3) correlate those two vectors. (Again,
this algorithm is visualized in Figure 1 and shown
in Appendix B.) This tells us whether or not the im-
plicit personas mirror the word associations found
with explicit personas. Again, because implicit per-
sonas are not available for the political ideology
and substance use human factors, we only consider
age, gender, and race (see Section 2.3). We re-
peat this process for all human factors across all
domains. We also report the average correlation
across domains for each human factor.

3.3 Persona Importance

In the final task, we investigate which human fac-
tors are most influential in shaping LLM output.
To do this, we begin by prompting with an explicit
persona containing all human factors (e.g., you are
a White male who is politically liberal and who
uses illegal drugs). We then compare the correla-
tion structure when given all human factors to the
correlation structure when given a single human
factor. This is repeated across all domains. (See
Algorithm 1, Appendix B.) For example, we cor-
relate gender with text generated about parenting
when given a full persona (i.e., univariate correla-
tions across all ngrams), correlate gender with text
generated when given a gender-only persona with
gender, and then correlate vectors of those correla-
tions. High correlations here will tell us whether
LLMs are able to attend to each dimension of a
persona when prompted with a multidimensional
persona or whether certain human factors “over-
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Explicit Implicit

Offensive Stigmatizing Offensive Stigmatizing

Age -.13 -.10 ns ns
Gender .87 ns .28 ns
Political Ideology -4.58 -3.21 - -
Race 2.15 ns ns ns
Substance Use -.30 1.15 - -

Table 3: Annotation Task Product moment correlation (age) and Cohen’s d (all other human factors) between the
human factor and number of posts rated as offensive and stigmatizing across the Persona-LLMs. Binary factors are
encoded as: female/male = 1/0, Black/White = 1/0, conservative/liberal = 1/0, and uses substances/does not use
substances = 1/0. Blue cells replicate past results, ns not significant (BH corrected significance level of p < 0.05.)

whelm” others in determining LLM generation.

4 Results

4.1 Annotation with Explicit and Implicit
Personas

The results of the annotation task are shown in
Table 3. Here we attempt to replicate results from
previous work, which show that liberals, women,
and Black individuals identify more offensiveness
and people who substances identify more stigma.
Our results show that the toxicity and the stigma
detection tasks are replicated by GPT-4O using
explicit but not implicit personas.

4.2 BGT1: Alignment with Public Opinion

Results are visualized in Figure 2. Across gender,
political ideology, and race we see markers con-
sistent with public opinion: “traditionally”, “finan-
cial”, and “providers” for men and “caregivers”,
“feelings”, and “overwhelmed” associated with
women; “humane”, “families”, and “rights” for
liberals and “security”, “border”, and “law’s’ asso-
ciated with conservatives; and “brutality”, “racial
profiling”, and “systemic” for Blacks and “protec-
tors”, “law”, and “public” associated with Whites.
The language associated with age does not seem
to show any signal of supporting Palestinians or
Israelis. Substance use language seems to show pat-
terns opposite of public opinion, in that personas
that do not use substances use words like “reduc-
tion”, “regulation”, and “revenue” (where “revenue”
would be generated through legalization).

Our validation analysis resulted in the following:
age has no relationship with sympathies for either
Israelis or Palestinians (all were labeled as “Nei-
ther”); gender (being female) correlates at r = 0.29
with feeling pressure to focus on responsibilities

at home; political ideology (being conservative)
correlates at r = 0.99 with stricter restrictions
on immigration; race (being Black) correlates at
r = 0.65 with seeing the police as enforcers; and
using substances correlates at r = 0.50 with sup-
port for legalization.

4.3 BGT2: Convergent / Divergent Validity

Palestine Table 4(a) shows that older personas
generate similar language to conservative personas,
which is consistent with public opinion (both tend
to support Israel over Palestine). Substance using
personas agree with White, male, and conservative
personas in this domain, which is opposite of the
correlation structure across the other domains.

Parenting The single red cell here shows that
male personas tend to agree with Black personas,
which is the opposite of known public opinion in
this domain. Notably, this domain had the highest
number of non-significant results.

Immigration According to national sur-
veys (Pew Research Center, 2024), younger
adults (18-29), liberals, and Black Americans all
share similar opinions on immigration. Thus, we
would expect to see these three human factors
correlate in Table 4(c). Here we see the reverse
pattern for age (the two red cells in the A column):
older personas agree more with Black and liberal
personas. We also see that Black and liberal
personas agree, converging with public opinion
(blue cell in column P). Interestingly, personas
who use substances agree with younger, female,
Black, and liberal personas.

Policing In Table 4(d) we see that older personas
agree with females and people who do not use sub-
stances, female personas agree with both liberal
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(older) (female) (conservative) (Black) (uses substances)

(younger) (male) (liberal) (White) (no substances)

(a) Age (b) Gender (c) Political Ideology (d) Race (e) Substance Use
(Palestine) (Parenting) (Immigration) (Policing) (Legalization)

Figure 2: Belief Generation Task (BGT1) Ngrams correlated with (a) age, (b) gender, (c) political ideology, (d)
race, and (e) substance use using text generated from their respective domains. All correlations are significant at
a BH corrected p < .05. Size of the word reflects its correlation strength (larger words are more correlated with
the human factor), color indicates the ngram’s frequency in the data set (gray = low frequency, blue = moderate
frequency, red = high frequency). Exact effect sizes are shown in Table 7.

and Black personas (which matches public opin-
ion), and liberal and Black personas agree (which,
again, matches public surveys).

Legalization Younger adults favor legaliza-
tion (Center, 2024), which matches the results in
Table 4(e) as older personas are similar to conserva-
tive and non-substance using personas. Substance
using personas agree with conservative personas,
which is the opposite of known public opinion, yet
substance using personas align with public opinion
in all other dimensions.

4.4 BGT3: Implicit vs Explicit

Results from this task are reported in Table 5,
where each cell is the correlation between the ex-
plicit and implicit personas (based on the column’s
human factor) within the row’s domain. Here we
see that age personas do not correlate well on any
domain. Gender and race have an equal average
value across the domains, though an average cor-
relation of .12 shows that implicit personas do not
lead to similar generations as explicit personas.

4.5 Persona Importance

Results for the persona importance task are shown
in Table 6. Here we see that political ideology has
the highest average correlation at r = .70, which is
much larger than any other human factor. One pos-
sible explanation is that the divide between conser-
vatives and liberals (on these domains) is stronger
or more polarized than the other human factors.

The next highest average correlation is substance
use at r = .40. We again note that this is a measure
of how belief language is differentially generated
when prompted with a persona who uses / does not
use substances. To the best of our knowledge, be-
sides the legalization domain, there are no known
public opinion surveys which measure how sub-
stance using populations answer these questions.
Thus, finding any pattern here may be surprising.
Gender had the lowest average correlation, despite
the fact that there are gender differences across
most of these domains.

5 Discussion

The results of this study are mixed. First, explicit
but not implicit personas replicate the annotation
tasks. Second, some results were replicated while
other results were inconsistent. Personas who use
substances rate more stigma but less offensiveness.
Their ratings on offensiveness match those of con-
servatives, but their ratings on stigma match liber-
als. Age, on the other hand, is consistent across
offensiveness and stigma, where both show that
younger personas rate more of both. This dovetails
with the political ideology results in that younger
people tend to be more liberal, and thus may agree
on these constructs (Pew Research Center, 2024).

The belief generation tasks show mixed results.
In BGT1, we see that gender, political ideology,
and race all conform with known public opinions
(as interpreted via the word clouds). The age results
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A G P R A G P R A G P R A G P R A G P R
A - - - - - - - - - - - - - - - - - - - -
G ns - - - ns - - - .15 - - - -.09 - - - .08 - - -
P .08 -.15 - - ns -.26 - - -.11 -.23 - - .16 -.33 - - .12 -.17 - -
R .13 .23 -.18 - .08 -.14 .12 - .18 .40 -.19 - ns .23 -.24 - .06 .29 ns -
S ns -.11 .38 -.04 ns ns ns .13 -.03 .38 -.04 .50 -.10 .38 -.20 .20 -.19 .20 .16 .34

Palestine Parenting Immigration Policing Legalization
(a) (b) (c) (d) (e)

Table 4: Convergent and Divergent Validity (BGT2) Each cell is a product moment correlation between the
language associations (i.e., the correlations between the ngram and the human factor) across the human factor
denoted in the row and the human factor denoted in the column. Abbreviations: A: age, G: gender, P: political
ideology, R: race, S: substance use, ns: not significant at a BH corrected significance level of p < 0.05. Blue cell
replicate known relationships, red cells show results which are the opposite of known relationships, white cells
indicate no known relationships in public opinion.

are trivial in that the model attends to the persona
(e.g., older personas discuss seeing the “decades”
of history in this conflict). There is also no signal
that loyalty to either side of the conflict is asso-
ciated with age. Similar patterns to age hold for
substance use personas. In the validation task, 4
out of 5 human factors show correlations between
Persona-LLM generations and public opinion (with
the exception of age and sympathies for Israelis or
Palestinians). Additionally, all 5 match the inter-
pretations of the word clouds discussed above.

When considering convergent and divergent va-
lidity (BGT2), the results are split: five known
patterns are replicated (blue cells) and five known
patterns are opposite (red cells).

The implicit generation task (BGT3) fails to
show a substantial relationship between explicit
and implicit personas, matching the annotation task.
Across three out of five domains, the correlations
with age are not significant. While we know the
name distribution of the U.S. population over the
last century, it is unclear how many of those names
are highly represented in the LLM’s training data.
Similarly, age does not show strong associations
in BGT1 and BGT2 and, thus, it may not be sur-
prising that age fails here. Age is also the only
continuous variable, which may be harder to attend
to than binary demographics.

Failure to attend to implicit personas could be
considered good or bad, depending on the con-
text. For example, a bot could attempt to style
match based on these implicit associations, which
is known to increase many prosocial dimensions,
such as rating of therapists (Lord et al., 2015) and
relationship stability (Ireland et al., 2011). This
could be good for therapy bots. Alternatively, repro-
ducing implicit biases could perpetuate stereotypes
and further harm already marginalized populations.

Finally, the persona importance task shows that
political ideology is by far the strongest dimension.
This also matches the validation step, where vali-
dation scores correlated at r = .99 with political
ideology. This may be the result of this dimension
being extremely polarized on several domains, and
thus easier to attend to in the sense that generations
easily fall into one of two categories, with little
nuances needed. Surprisingly, substance use is the
second strongest. To our knowledge, we do not
know of any public surveys that look at differences
across substance using populations, with the ex-
ception of legalization. Thus, there is no reason
to believe such opinions are in the training data
for GPT-4O. This could be the result of substance
use being illegal and highly stigmatized, and thus
similar to political ideology in its polarization.

6 Related Work

6.1 LLMs for Annotation

LLMs are increasingly becoming an integral part
of the annotation workflows (Goel et al., 2023),
due to its automation, consistency, and poten-
tials in fine-tuning downstream models (Tan et al.,
2024). LLMs can understand context, infer mean-
ings, extract information, and generate human-like
text, making them invaluable tools for annotating
large datasets (Huang et al., 2024). For example,
ChatGPT-4 was found to outperform the human
crowd-workers with higher accuracy and reliabil-
ity when classifying partisanship of tweets about
2020 U.S. election (Törnberg, 2023). However,
preliminary findings have argued that LLMs for an-
notations should be used with caution (Thapa et al.,
2023). For example, though ChatGPT-4 showed
competitive quality in sentiment analysis, it still
produced lower precision and recall in complicated
tasks as compared to human annotators, for ex-
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ample, in labelling “anger” (Nasution and Onan,
2024). LLMs can also reflect the biases that human
have in annotation tasks (Wake et al., 2023). Acerbi
and Stubbersfield (2023) found that ChatGPT-3 ex-
hibited biases mirroring those of humans towards
content that aligns with gender stereotypes.

6.2 LLM Personas

While LLMs have been widely used in annota-
tions, they can inherit biases from their training
data or annotators, leading to biased or skewed
annotations (Santurkar et al., 2023). One line
of this research has examined the personas of
LLMs (Santurkar et al., 2023; Argyle et al., 2023;
Jiang et al., 2022; Simmons, 2023; Hartmann et al.,
2023; Cheng et al., 2023b). Prompting LLMs with
demographic information (e.g., age, gender, politi-
cal ideology), biased responses from LLMs were
observed (Simmons, 2023). For example, prompt-
ing with 19 diverse personas across five socio-
demographic groups, stereotypical responses were
observed as abstentions and a decrease in reason-
ing capability (Gupta et al., 2023). Such LLMs
persona-related biases have been found across do-
mains (Wan et al., 2023), hard to be eliminated
by de-biasing prompts (Deshpande et al., 2023;
Cheng et al., 2023a), and even in line with find-
ings in human psychology. Simmons (2023) found
that GPT-3, GPT-3.5 and OPT model families were
more inclined to utilize moral principles of bind-
ing foundations (e.g., Authority/Subversion, Loy-
alty/Betrayal) when prompted with conservative
political identity, which aligns with findings from
moral psychology. Therefore, more thorough un-
derstanding of LLMs personas are needed. Finally,

Age Gender Race

Palestine ns .09 .28
Parenting -.03 .20 .05
Immigration .03 .11 .10
Policing ns .12 .12
Legalization ns .06 .06

Average -.01 .12 .12

Table 5: Implicit vs Explicit personas (BGT3) Re-
ported product moment correlation between Explicit cor-
relations and Implicit correlations, within a human fac-
tor and across domains (e.g., the Age column shows cor-
relations between explicit and implicit age). ns not sig-
nificant at a BH corrected significance level p < 0.05.

Age Gender
Pol.
Ideo.

Race
Sub.
Use

Palestine .19 .10 .79 .14 .38
Parenting .38 .34 .63 .27 .48
Immigration .18 .18 .62 .11 .40
Policing .21 .12 .76 .32 .50
Legalization .20 .16 .72 .37 .46

Average .23 .18 .70 .24 .44

Table 6: Persona Importance Product moment correla-
tion between language associations from a full persona
and a single factor persona.

Park et al. (2024) found that LLMs failed to repli-
cate many social scientific tasks, often showing
zero variation in responses and high sensitivity to
answer choice ordering.

6.3 Implicit Personas via Names

Implicit personas have been studied in the domain
of dialog, where typical personas describe, for ex-
ample, interests or hobbies (“you like to travel and
eat sushi”; Cho et al., 2022; Roller et al., 2021;
Mazaré et al., 2018; Zhang et al., 2018). With ref-
erence to implicit personas via names, there is a
long history of studying discrimination due to indi-
rect signals of race/ethnicity, gender, or social class
from names (Barlow and Lahey, 2018; Bertrand
and Mullainathan, 2004). While subtle, these sig-
nals manifest in real-world discriminatory behav-
ior and are more common than overt racial hostil-
ity (Block Jr et al., 2021). Given the documented
biases inherent in LLMs (Omiye et al., 2023), it is
natural to probe these systems to see if they exhibit
similar subtle biases (Bai et al., 2024).

7 Conclusions

In this work, we investigated the effect of explicitly
and implicitly personifying LLMs. Results showed
that (1) explicit but not implicit personas replicated
human perceptions in the annotation task, (2) ex-
plicit personas were sometimes able to generate
text which reflected subjective human opinions,
and (3) implicit personas showed a general lack
of agreement with explicit personas and, more im-
portantly, known human perceptions. Together,
these results show that, despite showing minimal
implicit biases, LLMs are inconsistent with their
mechanisms for reproducing human thought, point-
ing towards limited utility in social scientific tasks.
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8 Limitations

This study is limited in several ways. First, we
only evaluate one model for the annotation task
and generation tasks, which is not designed or op-
timized for the current study. It could be the case
that models of different sizes or those which are
fine tuned for social scientific tasks would perform
differently.

Next, the examples from both the annotation
and generation task are not exhaustive, and other
studies have looked at similar tasks in more depth,
though (not our knowledge) no other studies have
looked at effects of implicit and explicit personas.
Hu and Collier (2024) examined several subjective
annotation tasks with persona prompting, includ-
ing the toxicity tasks we examined in the current
study. Similarly, Santurkar et al. (2023) examined
if LLMs are aligned with public opinion (based
on Pew surveys) across a large number of demo-
graphic groups and opinion domains.

Similarly, our study only explored monolingual
English and used U.S. public opinions. Future stud-
ies could look at how opinions vary across cultures
and examine that through the lens of multilingual
language models.

9 Ethics

As discussed above, the human factors examined
in this study are neither exhaustive nor represen-
tative. For example, income and education were
not included and are known to be associated with
several of the domains used in this study. Similarly,
for ease of analysis, several human factors were
reduced from categorical to binary, thus restrict-
ing the results to a very limited set of populations.
Through this, we do not mean to imply any of these
human factors are defined by the limited definitions
used in the paper.

While the the main task of this work was to
personify LLMs, one must take care when anthro-
pomorphizing such systems (Abercrombie et al.,
2023). This is especially important in sensitive and
high stakes settings, where increased anthropomor-
phisms can lead to increased trust.
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A Additional Language Results

Table 7 shows the effect sizes of the top ngrams
shown in Figure 2. Correlations with LIWC and the
Moral Foundations dictionary are shown in Tables
8 and 9, respectively.

B Algorithm

Algorithm 1 shows how the correlations in Tables
4, 5, and 6 are calculated. The algorithm shows an
example of comparing a full persona to a single di-
mension persona (gender) in the parenting domain,
but, in general, this algorithm takes in two personas
and a domain. For the convergent / divergent valid-
ity tests (Table 4) we consider all explicit, single
factor persona pairs across all domains. For the
implicit vs explicit analysis (Table 5), we consider
one explicit and one implicit persona, across all
pairs, and across all domains. Finally, for the per-
sona importance task (Table 6) we consider a full
persona and a single factor persona, for all human
factors, and across all domains.

C Belief Generation Validation

Table 10 shows the questions given to the LLM in
the validation analysis for BGT1. These questions
were designed to be binary versions of the beliefs
outlined in Table 2.

D Annotation Reliability

Here we calculate pairwise Fleiss kappa’s for each
combination of human, explicit Persona-LLMs,
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Term Effect Size Term Effect Size Term Effect Size Term Effect Size Term Effect Size
i’ve .368 experiences .996 immigration 2.58 brutality 2.22 could 2.81

, i’ve .366 feelings .921 laws 2.16 police brutality 1.94 people 2.39
decades .366 have personal .864 security 2.10 systemic 1.93 if 2.00

seen .326 ai .825 illegal 1.85 and 1.67 like 2.00
witnessed .303 don’t .822 immigration laws 1.76 racial profiling 1.64 someone 1.99

really -.296 modern -.843 rights 1.88 or -1.38 legalization can -2.06
think it’s -.299 providers -.852 humane -2.01 can -1.54 public -2.25

think -.300 my -.894 climate -2.29 emergencies -1.60 this can -2.32
i think -.321 as a -.916 change -2.39 might -1.95 reduction in -2.34

its -.334 partner -1.03 climate change -2.43 caucasian -2.10 can -3.59
(a) Age (b) Gender (c) Political Idealology (d) Race (e) Substance Use

(Palestine) (Parenting) (Immigration) (Policing) (Legalization)

Table 7: N-gram associated with each human factor across their respective domains. We show the top five most
positively (top five rows) and negatively (bottom five rows) associated with each dimension. Product moment
correlations reported in (a), Cohen’s d in all others. All association significant at a BH corrected significance level
of p < 0.05.

Category Effect Size Category Effect Size Category Effect Size Category Effect Size Category Effect Size
VISUAL .324 ADJ .979 POWER 2.08 TIME 2.48 LINGUISTIC 3.95

TIME .324 TONE NEG .882 RISK 2.03 TONE NEG 2.18 FUNCTION 3.86
FOCUSPAST .199 CULTURE .841 CULTURE 1.32 EMO NEG 1.56 VERB 3.52

REWARD .179 TECH .840 POLITIC 1.23 FOCUSPAST 1.57 PPRON 3.32
ARTICLE .152 EMO NEG .818 AUXVERB 1.10 ADJ 1.46 PRONOUN 3.30

CERTITUDE -.239 AFFILIATION -.821 SOCREFS -1.33 VERB -1.59 DRIVES -1.36
IPRON -.276 HOME -.827 SOCBEHAV -1.75 FOCUSFUTURE -1.86 CULTURE -1.38

COGPROC -.278 FAMILY -.859 MORAL -1.80 TENTAT -2.00 POWER -1.42
COGNITION -.291 MONEY -.968 SOCIAL -1.81 COGNITION -2.25 MONEY -1.59

INSIGHT -.315 ARTICLE -1.04 PROSOCIAL -2.02 COGPROC -2.57 LIFESTYLE -1.76
(a) Age (b) Gender (c) Political Idealology (d) Race (e) Substance Use

(Palestine) (Parenting) (Immigration) (Policing) (Legalization)

Table 8: LIWC categories associated with each human factor across their respective domains. We show the top five
most positively (top five rows) and negatively (bottom five rows) associated with each dimension. Product moment
correlations reported in (a), Cohen’s d in all others. All association significant at a BH corrected significance level
of p < 0.05.

Category Effect Size Category Effect Size Category Effect Size Category Effect Size Category Effect Size
FAIRNESSVICE .398 AUTHORITYVICE 2.02 HARMVICE 2.14 PURITYVIRTUE .341
INGROUPVICE .279 INGROUPVICE 1.34 FAIRNESSVICE 1.58 MORALITYGENERAL .316
PURITYVIRTUE .064 AUTHORITYVIRTUE 1.23 INGROUPVIRTUE .738 PURITYVICE .251

AUTHORITYVICE -.006 PURITYVICE 1.08 FAIRNESSVIRTUE .610 AUTHORITYVICE 0.204
AUTHORITYVIRTUE -.084 HARMVIRTUE .881 HARMVIRTUE .544 AUTHORITYVIRTUE -.301

FAIRNESSVIRTUE -.137 PURITYVIRTUE .555 PURITYVIRTUE .399 HARMVIRTUE -.352
HARMVIRTUE -.347 MORALITYGENERAL .386 MORALITYGENERAL .174 FAIRNESSVIRTUE -.465

INGROUPVIRTUE -.367 INGROUPVIRTUE -.066 AUTHORITYVICE .154 INGROUPVIRTUE -1.05
MORALITYGENERAL -.185 HARMVICE -.494 HARMVICE -1.07 INGROUPVICE -.395 INGROUPVICE -1.06

FAIRNESSVIRTUE -.232 MORALITYGENERAL -.527 FAIRNESSVIRTUE -1.32 AUTHORITYVIRTUE -.735 FAIRNESSVICE -1.154
(a) Age (b) Gender (c) Political Idealology (d) Race (e) Substance Use

(Palestine) (Parenting) (Immigration) (Policing) (Legalization)

Table 9: Moral Foundations categories associated with each human factor across their respective domains. We
show the top five most positively (top five rows) and negatively (bottom five rows) associated with each dimension.
Product moment correlations reported in (a), Cohen’s d in all others. All association significant at a BH corrected
significance level of p < 0.05.
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Human Factor Domain Question

Age Palestine Does the following text indicate that the writer’s sym-
pathies lie more with the Israeli people (1) or more
with the Palestinian people (-1) or both (0)?

Gender Parenting Does the following text indicate that the writer feels
a great deal of pressure to focus on their responsibili-
ties at home(1), work (-1), or both (0)?

Political Ideology Immigration Does the following text indicate that the writer feels
that there should be stricter (1) or looser (0) restric-
tions on immigration at the U.S. border with Mexico?

Race Policing Does the following text indicate that the writer sees
the police as protectors (0), enforces (-1), or both
(0)?

Substance Use Legalization Does the following text indicate that the writer sup-
ports legalization of drugs? Yes (1), No (-1), or nei-
ther (0)

Table 10: Questions used in the Belief Generation Validation task.

Human
vs.

Explicit

Human
vs.

Implicit

Explicit
vs.

Implicit

All .42 .43 .76
Black .39 .45 .61
White .43 .43 .78
Female .43 .43 .76
Male .43 .43 .75
Conservative .40 .40 .77
Liberal .45 .45 .77
Uses Substances - - .78
No Substances - - .76

Table 11: Average pairwise Fleiss kappa’s for each
combination of persona type across humans, explicit
Persona-LLMs, and implicit Persona-LLMs.

and implicit Persona-LLMs, matching the analysis
in Bavaresco et al. (2024). Using Human vs. Ex-
plicit as an example, we calculate Fleiss kappa (κ)
between the ratings (on the 5 posts) of each of the
641 humans and the ratings of each of the 641 ex-
plicit Persona-LLMs, for a given persona type (e.g.,
female). This results in 6412 kappas, which we
then average and report in Table 11. Here we see
that explicit Persona-LLMs and implicit Persona-
LLMs tend to agree more than humans and either
type of Persona-LLM.

Algorithm 1 Extracting Word Frequencies and Cal-
culating Correlations

Function: LLM(persona_type, task): A function
that prompts an LLM with a persona type (full
or individual) for a generation task

gen_f ← [LLM(full, parenting) for each
worker]

all_words← {wi : frequency of wi in gen_f}
corr1 ← [ ]
gender ← [gender labels for each worker]

for each wi in all_words do
r ← corr(Σ(wi), gender)
corr_1.append(r)

end for

gen_bi← LLM(gender, parenting)
all_words← {wi : frequency of wi in gen_bi}
corr2 ← [ ]

for each wi in all_words do
r ← corr(Σ(wi), gender)
corr_2.append(r)

end for

importance← corr(corr1, corr2)
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