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Abstract

Answer Sentence Selection (AS2) is a criti-
cal task for designing effective retrieval-based
Question Answering (QA) systems. Most ad-
vancements in AS2 focus on English due to
the scarcity of annotated datasets for other
languages. This lack of resources prevents
the training of effective AS2 models in dif-
ferent languages, creating a performance gap
between QA systems in English and other lo-
cales. In this paper, we introduce new high-
quality datasets for AS2 in five European lan-
guages (French, German, Italian, Portuguese,
and Spanish), obtained through supervised Au-
tomatic Machine Translation (AMT) of ex-
isting English AS2 datasets such as ASNQ,
WikiQA, and TREC-QA using a Large Lan-
guage Model (LLM). We evaluated our ap-
proach and the quality of the translated datasets
through multiple experiments with different
Transformer architectures. The results indicate
that our datasets are pivotal in producing robust
and powerful multilingual AS2 models, signifi-
cantly contributing to closing the performance
gap between English and other languages.

1 Introduction

Answer Sentence Selection (AS2) represents a cru-
cial component in many QA systems in both aca-
demic and industrial settings. The role of this
component is to select the correct answer for a
given question among a pool of candidate sen-
tences. While in recent years significant progress
has been made in developing models and datasets
for AS2 (Wang et al., 2007; Yang et al., 2015; Garg
et al., 2020; Di Liello et al., 2022; Gupta et al.,
2023), most of these are designed and evaluated
in English. By contrast, less attention has been
paid to other medium resource languages, such as
French, German, Italian, Portuguese, and Spanish,
for which researchers struggle to obtain sufficient
amounts of quality data to train their models. Re-
cently, Machine Translation (MT) proved to be an

effective approach to address the challenges of low-
resource language QA systems (Kumar et al., 2021;
Ranathunga et al., 2023; Gupta et al., 2023).

For the AS2 task, researchers have released a
plethora of AS2 datasets in English, such as ASNQ
(Garg et al., 2020), WikiQA (Yang et al., 2015), and
TREC-QA (Wang et al., 2007), but there remains a
gap for lower-resource languages that still needs to
be filled.

In this work, we contribute to this research area
by introducing three new large multilingual AS2
corpora named mASNQ, mWikiQA, and mTREC-
QA for the most common European languages,
comprising over 100 million question-answer pairs.
We prepared these datasets by translating existing
datasets (ASNQ, WikiQA, and TREC-QA) into five
European languages (French, German, Italian, Por-
tuguese, and Spanish) using a recent state-of-the-
art translation model (Team et al., 2022). To vali-
date the effectiveness of our approach, we trained
several models using the mASNQ1, mWikiQA2,
and mTREC-QA3 datasets and evaluated their per-
formance. Our results demonstrate that these new
datasets can be reliably used to train robust rankers
for lower resource languages, yielding higher per-
formance levels than the ones achieved by other
competitors. This contribution helps to reduce the
language barrier and provides valuable assets for
researchers working in low and medium resource
languages.

2 Related Work

Multilingual Models: The development of mul-
tilingual models has seen significant progress due
to the necessity of solving multilingual NLP tasks

1https://huggingface.co/datasets/
matteogabburo/mASNQ

2https://huggingface.co/datasets/
matteogabburo/mWikiQA

3https://huggingface.co/datasets/
matteogabburo/mTRECQA
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and cross-lingual applications. mBERT (Devlin
et al., 2019), an extension of the original BERT
model, can handle tasks across multiple languages.
XLM-RoBERTa (Conneau et al., 2020), trained on
100 languages, and mDeBERTa (He et al., 2021b),
a variant of DebertaV3, have shown significant
improvements in cross-lingual tasks. Similarly,
mT5 (Xue et al., 2021), a multilingual encoder-
decoder model based on T5 (Raffel et al., 2020),
and BLOOM (Scao et al., 2023), exemplify ad-
vancements in multilingual models. However, de-
spite these efforts, multilingual models often under-
perform when compared to their English counter-
parts due to the lower availability of training data
(Gupta et al., 2023).

Translation Models: State-of-the-art Machine
Translation (MT) models demonstrated excellent
capabilities. OPUS-MT (Tiedemann and Thottin-
gal, 2020), provides a broad set of tools supporting
bilingual and multilingual translations. The T5
and mT5 models (Raffel et al., 2020; Xue et al.,
2021), initially designed for various generative
NLP tasks, are widely used for MT. Another exam-
ple is the NLLB model (Team et al., 2022), which
is trained on professionally translated datasets to
support translations between over 200 languages,
facilitating broader support for low-resource lan-
guages.

Machine-Translated Datasets: Machine Trans-
lation (MT) has been widely used to address the
lack of resources for multilingual AS2, showing
promising results in the QA domain (Vu and Mos-
chitti, 2021a; Kumar et al., 2021; Ranathunga et al.,
2023). The itSQuAD dataset (Croce et al., 2018),
the Spanish SQuAD (Carrino et al., 2019), and
XQuAD (Dumitrescu et al., 2021) are examples of
datasets translated via MT used to build QA sys-
tems in different languages. The MLQA dataset
(Lewis et al., 2020), mMARCO (Bonifacio et al.,
2021), and Mintaka QA dataset (Sen et al., 2022)
further highlight the success of machine-translated
datasets in QA. Xtr-WikiQA and TyDi-AS2 (Gupta
et al., 2023) are recent additions that extend AS2
datasets to multiple languages.

2.1 Answer Sentence Selection (AS2)
The AS2 task involves selecting the correct sen-
tence from a pool of candidates to answer a given
question. Early models like Severyn and Mos-
chitti (2016) used separate embeddings for ques-
tions and answers, followed by convolutional lay-

ers. Garg et al. (2020) implemented Transformer-
based models with an intermediate fine-tuning step,
creating the ASNQ corpus from the Natural Ques-
tions dataset (Kwiatkowski et al., 2019). Contex-
tual information has been shown to enhance AS2
models (Tan et al., 2018; Lauriola and Moschitti,
2021a; Campese et al., 2023). The translation of
English AS2 data into target languages has been
explored, demonstrating the potential for reducing
the complexity of creating multilingual QA sys-
tems (Vu and Moschitti, 2021b). Recently, Cross-
Lingual Knowledge Distillation (CLKD) (Gupta
et al., 2023) has shown impressive results for low-
resource languages, although the quality of ma-
chine translations remains a critical factor.

3 AS2 Translated Datasets

For dataset translation, we use the largest version of
the NLLB (Team et al., 2022) model 4, which has
3.3 billion parameters. We consider three datasets:
TREC-QA (Wang et al., 2007), WikiQA (Yang
et al., 2015), and ASNQ (Garg et al., 2020). For
each of them, we translate both the questions and
the answers. Our translation process can be de-
scribed as a two-step procedure. In the first step,
we leverage the NLLB model to translate the source
datasets into five languages: French, German, Ital-
ian, Portuguese, and Spanish. In the second step,
we employ two techniques to evaluate the quality
of the translations by identifying poor translations
and then correcting any misleading sentences.

Firstly, we use a cross-language semantic sim-
ilarity model released by Reimers and Gurevych
(2020)5 to assess the quality of the translated sen-
tences. This model compares the semantic sim-
ilarity between the original sentences in English
and their translated versions in the target language.
By measuring the similarity, we can identify bad
translations that deviate significantly from the orig-
inal sentences in English, due to translation errors
and artifacts. Secondly, we target these errors by
applying a set of heuristics to correct misleading
sentences. These heuristics are designed to correct
errors, improve clarity, remove non-original text,
and enhance the overall quality of the translated
datasets.

4NLLB-200-3.3B
5https://huggingface.co/sentence-transformers/

paraphrase-multilingual-mpnet-base-v2
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3.1 Datasets
In this work, we propose three new datasets for
answer sentence selection (AS2) translated in 5
different locales which are French, German, Italian,
Portuguese and Spanish:

mTREC-QA , originates from TREC-QA (Wang
et al., 2007), which is created from the TREC 8 to
TREC 13 QA tracks. TREC 8-12 constitutes the
training set, while TREC 13 questions are set aside
for development and testing.

mWikiQA is the translated version of WikiQA
(Yang et al., 2015). It contains 3047 questions
sampled from Bing query logs; candidate answer
sentences are extracted from Wikipedia and then
manually labelled to assess whether it is a correct
answer. Some sentences do not have a correct an-
swer or have only correct answers. For our exper-
iments, we train the models considering only the
questions with at least a correct answer and we test
them considering the clean test set (only questions
with a least a correct and a wrong answer).

mASNQ comes from ASNQ (Garg et al., 2020)
which is an AS2 dataset created by adapting the
Natural Question (Kwiatkowski et al., 2019) corpus
from Machine Reading (MR) to the AS2 task. We
replicated this passage using the scripts provided
by Lauriola and Moschitti (2021b).

We summarize the statistics of these datasets in
Appendix A.

3.2 Removing Translation Artifacts
Despite the good quality of the translation, the
dataset still presents some inconsistencies and arti-
facts. We identified four major classes of transla-
tion artifacts: (i) Meaning mismatch between the
original and the translated sentences, (ii) The ad-
dition of not necessary suffixes and prefixes, (iii)
The difficulty in interpreting and translating numer-
ical strings, (iv) Out-of-topic translations of partial
contexts. We provide some examples of these trans-
lation artifacts in Table 1.

To tackle these issues, we apply some heuristics
to improve the dataset quality by designing a simple
human-centered pipeline to mitigate these artifacts.

In our approach, we first compute the similar-
ity score between every translated example in the
dataset and the corresponding original text. Then
we filter out translated examples below a similarity
threshold of 0.8 and, on the remaining set, we com-
pute the most common 1k n-grams with n rang-

Language Split Examples

ITA Original ISSN 0362 - 4331
Translated ISSN 0362 - 4331 - Non lo so.

DEU Original Kusumanjali Prakashan .
Translated Ich bin ein guter Mensch.

FRA Original Jump up to : “ Safe Haven ( 2013 )
Translated Sauter sur refuge

Table 1: Examples of translation artifacts. The artifacts
are highlighted in red. Notice that (i) "Non lo so" is an
Italian sentence which translated in English means "I
don’t know", (ii) "Ich bin ein guter Mensch" means "I
am a good person" in German, and (iii) the meaning of
the "Sauter sur refuge" in French is "Jump on refuge".

ing from 4 to 9. Second, we manually inspect
these extracted n-grams, identifying and removing
artifact patterns that could distort the data. Sub-
sequently, we systematically remove occurrences
of those problematic artifacts from the translated
dataset. To further improve this operation, we also
identify the examples where the original sentence
and the 75% of the not-blank characters are num-
bers, and if the similarity score is low (under 0.8)
we replace the translated sentences with the orig-
inal one (e.g., strings similar to "$100.53" do not
need to be translated).

3.3 Semantic Similarities
To assess the quality of the translations and to quan-
tify the benefit given by our heuristics, we evalu-
ate the semantic similarity between the original
sentences and their translated versions. For each
question-answer pair of each dataset, we compare
the original sentences in English with their trans-
lated version in the target language. The overall
similarity measure between the originals and the
translated sentences in each dataset is computed
considering the average semantic similarity score
across all the question-answer pairs. This score
indicates how closely the translated sentences align
with their original counterparts in terms of semantic
meaning. In Appendix A, we compare the similar-
ity scores between the translated and the original
datasets.

4 Experiments
In this section, we measure the benefits of our
datasets applied to existing multilingual models.
With these experiments, we aim to verify and prove
the effectiveness of our contributions. Specifically,
we want to show that the translated data could be
used to train state-of-the-art AS2 models in multi-
ple languages. For each considered language, we
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Language Transfer Adapt mWikiQA mTrecQA Xtr-WikiQA
MAP P@1 MAP P@1 MAP P@1

ENG ✓ 0.796 (± 0.011) 0.691 (± 0.015) 0.866 (± 0.015) 0.853 (± 0.031) 0.796 (± 0.011) 0.691 (± 0.015)

✓ ✓ 0.874 (± 0.007) 0.813 (± 0.017) 0.892 (± 0.007) 0.871 (± 0.019) 0.874 (± 0.007) 0.813 (± 0.017)

DEU ✓ 0.770 (± 0.024) 0.657 (± 0.031) 0.870 (± 0.011) 0.871 (± 0.016) 0.779 (± 0.012) 0.669 (± 0.015)

✓ ✓ 0.853 (± 0.005) 0.767 (± 0.006) 0.904 (± 0.006) 0.903 (± 0.017) 0.868 (± 0.005) 0.800 (± 0.011)

FRA ✓ 0.769 (± 0.012) 0.662 (± 0.018) 0.872 (± 0.007) 0.859 (± 0.013) 0.760 (± 0.009) 0.646 (± 0.012)

✓ ✓ 0.836 (± 0.006) 0.752 (± 0.012) 0.891 (± 0.010) 0.874 (± 0.029) 0.844 (± 0.005) 0.778 (± 0.014)

ITA ✓ 0.768 (± 0.019) 0.660 (± 0.026) 0.855 (± 0.024) 0.844 (± 0.049) 0.761 (± 0.021) 0.657 (± 0.027)

✓ ✓ 0.828 (± 0.004) 0.749 (± 0.008) 0.870 (± 0.006) 0.871 (± 0.016) 0.820 (± 0.012) 0.742 (± 0.027)

POR ✓ 0.798 (± 0.011) 0.704 (± 0.019) 0.855 (± 0.021) 0.704 (± 0.019) 0.780 (± 0.011) 0.684 (± 0.020)

✓ ✓ 0.853 (± 0.018) 0.781 (± 0.029) 0.874 (± 0.009) 0.781 (± 0.029) 0.849 (± 0.023) 0.775 (± 0.042)

SPA ✓ 0.795 (± 0.009) 0.691 (± 0.016) 0.882 (± 0.013) 0.900 (± 0.016) 0.786 (± 0.015) 0.691 (± 0.024)

✓ ✓ 0.847 (± 0.013) 0.768 (± 0.020) 0.898 (± 0.004) 0.929 (± 0.019) 0.859 (± 0.010) 0.790 (± 0.020)

Table 2: Performance comparison of XLM-RoBERTa on mTREC-QA, mWikiQA, and Xtr-WikiQA (zero-shot from
the model trained on mWikiQA). The transfer step is done on mASNQ, while the Adaptation is on mTREC-QA and
mWikiQA. Results in terms of MAP and P@1, for various language and model configurations. The experiments on
the English split represent the models trained and tested on the original, not translated versions of ASNQ, WikiQA
and TREC-QA.

finetune existing multilingual transformer models
on both the original and our translated datasets.
We measure the performance by using informa-
tion retrieval metrics like Mean Average Precision
(MAP) and the Precision at 1 (P@1). These metrics
allow us to compare the results with the English
baselines trained on the original datasets and to
measure the performance improvement given by
the ASNQ transfer step on different languages.

To verify these hypotheses, we consider an exist-
ing multilanguage pre-trained cross-encoder trans-
former model, which is XLM-RoBERTa base6, and
BERT-multilingual7. Following the TANDA ap-
proach (Garg et al., 2020), we perform a two-stage
training for each model. This technique consists
of a two-stage training paradigm, where the first
training stage, named transfer step, involves train-
ing the models on ASNQ to teach them to recog-
nize and solve the AS2 tasks. In the second step,
named adaptation step, the transferred models are
fine-tuned on the final target AS2 datasets. In our
setting, we apply this paradigm by first training
and doing a separate transfer step on each language
of mASNQ. Secondly, we finetune the obtained
models on mWikiQA and mTREC-QA.

To have a comprehensive perspective of how our
approach behaves, we measure the performance on
three test sets from (i) mWikiQA, (ii) mTREC-QA,
and (iii) Xtr-WikiQA8.

6https://huggingface.co/xlm-roberta-base
7https://huggingface.co/

bert-base-multilingual-cased
8https://huggingface.co/datasets/

AmazonScience/xtr-wiki_qa

With the first two datasets, we aim to show the
performance of our models in a controlled environ-
ment where the translation pipeline and the heuris-
tics are the same as those used on mASNQ. The
third dataset, instead, allows us to prove that (i)
our approach is robust in a zero-shot setting and
(ii) can be extended to datasets translated using dif-
ferent pipelines. To conduct our experiments, we
considered the hyperparameters and the settings
described in Appendix B.

In addition, we propose additional extensive ex-
periments performing the tanda transfer step on the
original ASNQ in Appendix C and using different
multilingual models in Appendix D and several
ablations described in Section 5.

4.1 Results

In this section, we present the experimental re-
sults of our approaches on three different AS2
datasets: mWikiQA, mTREC-QA, and the existing
Xtr-WikiQA dataset (Gupta et al., 2023). Table 2
provides an overview of the performance achieved
by our models. First, we observe that our models
achieve performance levels comparable to those
of English models. This finding is particularly
noticeable when considering the Portuguese lan-
guage across all datasets. When evaluating the
models on Xtr-WikiQA, which can be considered
as a zero-shot scenario, as the models are trained
on mWikiQA and tested on Xtr-WikiQA, we find
that our approaches demonstrate robustness even
when dealing with datasets translated using a differ-
ent translation pipeline (Xtr-WikiQA is translated
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Language Model MAP P@1

ENG

✱ mmarco-mMiniLMv2 0.812 0.722
✱ bert-multilingual-msmarco 0.798 0.714
xlm-roberta-base 0.855 0.794
bert-multilingual 0.814 0.724

DEU

✱ mmarco-mMiniLMv2 0.797 0.700
✱ bert-multilingual-msmarco 0.759 0.663
xlm-roberta-base 0.844 0.770
bert-multilingual 0.834 0.753

FRA

✱ mmarco-mMiniLMv2 0.782 0.675
✱ bert-multilingual-msmarco 0.734 0.621
xlm-roberta-base 0.813 0.720
bert-multilingual 0.863 0.807

ITA

✱ mmarco-mMiniLMv2 0.778 0.671
✱ bert-multilingual-msmarco 0.735 0.634
xlm-roberta-base 0.830 0.741
bert-multilingual 0.846 0.765

POR

✱ mmarco-mMiniLMv2 0.809 0.724
✱ bert-multilingual-msmarco 0.755 0.646
xlm-roberta-base 0.840 0.761
bert-multilingual 0.841 0.761

SPA

✱ mmarco-mMiniLMv2 0.791 0.691
✱ bert-multilingual-msmarco 0.753 0.650
xlm-roberta-base 0.832 0.737
bert-multilingual 0.853 0.774

Table 3: Performance comparison of XLM-RoBERTa
base model in a zero-shot setting on the Xtr-WikiQA
task. Models trained on mASNQ dataset, denoted
by ✱, outperform those trained on other datasets
like mMARCO and MSMARCO. Moreover, BERT-
multilingual consistently performs better than XLM-
RoBERTa in various languages (Italian, Portuguese,
Spanish), indicating the robustness and competitiveness
of the approach on AS2 datasets.

using Amazon Translate). The results obtained
on Xtr-WikiQA validate the effectiveness of our
procedures in handling such translation variations.

However, we also noticed some negative results.
Specifically, our experiments highlight challenges
with the French language, where XLM-RoBERTa
performance is subpar.

In addition, we present a comparison of various
models on Xtr-WikiQA in a zero-shot setting in Ta-
ble 3. These models have been trained on mASNQ
and are evaluated against existing models trained
on well-known and extensive passage reranking
datasets. We find that models trained on mASNQ
for the Xtr-WikiQA task outperform models trained
on other datasets such as mMARCO and MS-
MARCO. This observation suggests that mASNQ
is a more suitable dataset for AS2 compared to
mMARCO and MSMARCO. Moreover, when com-
paring the performance of BERT-multilingual and
XLM-RoBERTa, we find that, on average, BERT-
multilingual performs better. This finding is evi-
dent when analyzing the results across different lan-

guages, including Italian, Portuguese, and Spanish.
Overall, our results demonstrate the effectiveness
and robustness achieved by the models trained on
our datasets and showcase their competitive perfor-
mance over existing baselines and competitors.

5 Ablation Studies

We conducted several experiments to estimate the
benefits provided by our multilingual datasets, as-
sessing their impact on different aspects of model
performance.

Cross-Lingual: Models trained on the mASNQ
dataset consistently outperformed those trained
on ASNQ, demonstrating higher MAP and P@1
scores across all languages. This confirms the ef-
fectiveness of mASNQ in enhancing cross-lingual
model performance (Appendix E).

Ranks Correlation: Models trained on mASNQ
and mWikiQA showed strong positive correlations
in their ranking outputs compared to those trained
on ASNQ and WikiQA. This indicates consistent
translation quality and robust model performance
(Appendix F).

Passage Ranking: Models trained on mMARCO
outperformed those trained on MSMARCO, em-
phasizing the significant advantages provided
by adapting models trained on our multilingual
datasets for various tasks (Appendix G).

6 Conclusion
Our study tackles the language barrier in QA sys-
tems by focusing on European languages such as
Italian, German, Portuguese, Spanish, and French.
We introduced new large multilingual AS2 datasets
(mASNQ, mWikiQA, and mTREC-QA) by trans-
lating existing English AS2 datasets using a state-
of-the-art translation model. This approach pro-
vides valuable resources for lower-resource lan-
guages. Our extensive experiments demonstrated
the effectiveness of these datasets in training robust
AS2 rankers across various languages, achieving
performance comparable to English datasets. This
contributes significantly to reducing the language
barrier, making AS2 more accessible and effective
across different linguistic contexts. To support fur-
ther research, we released our new multilingual
AS2 datasets to the research community. We hope
our work inspires future studies to address language
diversity challenges in QA, leading to more inclu-
sive and effective solutions for global users.
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Limitations

This paper focuses on five European languages
(Italian, German, Portuguese, Spanish, and French).
This could represent a limitation since we limit the
applicability of the findings to other languages. An-
other possible limitation is that the accuracy and
quality of machine translation can affect the perfor-
mance of trained models by introducing errors and
inconsistencies, compromising dataset reliability.
Moreover, biases present in the original English
data might be transferred to the translated datasets,
potentially resulting in skewed or unrepresentative
training examples for specific languages. Finally,
we reserve for future analysis on larger and more
powerful pre-trained multilingual language models
(e.g., XLM-RoBERTa large, and mDeBERTa).
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In Table 4, we provide the datasets we described in
Section 3.

In addition, in Table 5, we report the semantic
similarity between ASNQ and mASNQ to support
the translation quality further.

B Training Details

To perform our experiments, we test XLM-
RoBERTa on ASNQ and mASNQ datasets with
specific parameters: batch size of 1024, Adam op-
timizer with a learning rate of 5e− 6, precision set
to 32, and 10 training epochs. For mWikiQA and
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Dataset Split #Question #QA Pairs

mASNQ Train 57240 20377168
Validation 2672 930062

mWikiQA

Train 2118 20356
Validation 296 2731
Validation (++) 126 1130
Validation (clean) 122 1126
Test 633 6160
Test (++) 243 2350
Test (clean) 237 2340

mTREC-QA
Train 1227 53282
Validation 65 1117
Test 68 1441

Table 4: Dataset statistics for mASNQ, mWikiQA, and
mTREC-QA for each language. The datasets have the
same statistics in their original version, and considering
all the languages, the corpora comprehend more than
100M examples. Notice that for mWikiQA we report
also the statistics of the clean and the no-all-negatives
(++) splits.

Language Similarity

D
ev

DEU 0.869± 0.178 → 0.991± 0.003
FRA 0.838± 0.223 → 0.990± 0.003
ITA 0.913± 0.115 → 0.990± 0.001
POR 0.915± 0.117 → 0.992± 0.003
SPA 0.857± 0.211 → 0.990± 0.001

Tr
ai

n

DEU 0.871± 0.175 → 0.923± 0.110
FRA 0.841± 0.218 → 0.923± 0.101
ITA 0.915± 0.112 → 0.940± 0.081
POR 0.915± 0.115 → 0.941± 0.082
SPA 0.860± 0.206 → 0.932± 0.090

Table 5: Similarities between ASNQ and mASNQ. On
the left of the arrow (→) the similarity reached after the
initial translation is reported; on the right side, there is
the similarity score after the application of the heuristics.

mTREC-QA datasets, the batch size was 32, Adam
optimizer with a learning rate of 5e− 6, precision
set to 16-mixed, and 40 training epochs with early
stopping. We select the best model maximizing the
mean average precision (MAP) on the development
set. The same parameters were used for training the
Multilingual BERT architecture. All experiments
utilized 8 NVIDIA V100 32 GB GPUs.

C ASNQ additional results

Table 6 presents the performance of the XLM-
RoBERTa model trained on the development set of
the multilingual ASNQ dataset. The performance
of XLM-RoBERTa on the original ASNQ devel-
opment set is also reported. The results indicate
that the English baseline outperforms the models
trained in other languages, as expected, while the
performance of the models trained in different lan-
guages is consistent and relatively close. These re-
sults highlight that the use of our translated datasets
can improve the performance in terms of MAP,
P@1, MRR, and NDCG metrics across multiple
languages.

D Results using better multilingual
models

In this section, we present the results of our experi-
ments using the newly created multilingual Answer
Sentence Selection (AS2) datasets. The goal is to
evaluate the performance of our approach using
mDeBERTa across different languages and settings.
We consider three main tables that provide a com-
prehensive overview of the results.

Table 7 presents the performance of mDeBERTa
on the mASNQ dataset, covering multiple lan-
guages (DEU, FRA, ITA, SPA, POR). The metrics
reported include Mean Average Precision (MAP),
Mean Reciprocal Rank (MRR), Normalized Dis-
counted Cumulative Gain (NDCG), and Precision
at 1 (P@1). These results highlight the effective-
ness of our multilingual datasets, showcasing the
robustness and consistency of the model across
different languages.

Table 8 compares the performance of
mDeBERTa-v3-base when transferred on mASNQ
and ASNQ, and subsequently tested on mWikiQA.
The results are presented in terms of MAP and
P@1 for each language considered (ITA, DEU,
SPA, POR, FRA). This table demonstrates the
improvements achieved by utilizing the mASNQ
dataset, with notable gains in performance across

8955



Language With Translated Data Without Translated Data
MAP P@1 MRR NDCG MAP P@1 MRR NDCG

ENG 0.870 (± 0.007) 0.812 (± 0.017) 0.745 (± 0.011) 0.831 (± 0.015) 0.870 (± 0.007) 0.812 (± 0.017) 0.745 (± 0.011) 0.831 (± 0.015)

DEU 0.850 (± 0.005) 0.768 (± 0.006) 0.710 (± 0.008) 0.811 (± 0.009) 0.845 (± 0.005) 0.762 (± 0.010) 0.705 (± 0.010) 0.806 (± 0.012)

FRA 0.835 (± 0.006) 0.750 (± 0.012) 0.692 (± 0.009) 0.798 (± 0.011) 0.830 (± 0.010) 0.743 (± 0.017) 0.689 (± 0.014) 0.793 (± 0.017)

ITA 0.842 (± 0.004) 0.755 (± 0.008) 0.699 (± 0.009) 0.804 (± 0.010) 0.835 (± 0.003) 0.748 (± 0.011) 0.692 (± 0.011) 0.798 (± 0.012)

POR 0.853 (± 0.018) 0.781 (± 0.029) 0.715 (± 0.021) 0.822 (± 0.023) 0.848 (± 0.011) 0.777 (± 0.020) 0.712 (± 0.015) 0.818 (± 0.017)

SPA 0.847 (± 0.013) 0.768 (± 0.020) 0.705 (± 0.016) 0.812 (± 0.018) 0.840 (± 0.012) 0.760 (± 0.024) 0.700 (± 0.018) 0.805 (± 0.019)

Table 6: Performance comparison of XLM-RoBERTa on the multilingual ASNQ dataset with and without translated
data. Results are reported in terms of MAP, P@1, MRR, and NDCG metrics.

all languages.

Approach MAP MRR NDCG P1

ASNQ 0.677 0.743 0.707 0.638

mASNQDEU 0.633 0.702 0.662 0.590
mASNQFRA 0.629 0.700 0.657 0.591
mASNQITA 0.639 0.708 0.670 0.597
mASNQSPA 0.632 0.703 0.663 0.589
mASNQPOR 0.635 0.706 0.664 0.595

Table 7: Results of mDeberta on mASNQ

ASNQ mASNQ
MAP P@1 MAP P@1

ITA 0.868 0.801 0.884 0.821
DEU 0.882 0.827 0.885 0.821
SPA 0.875 0.811 0.886 0.829
POR 0.882 0.825 0.883 0.830
FRA 0.851 0.766 0.884 0.819

Table 8: Results of mDeBERTa-v3-base transferred on
mASNQ and ASNQ and tested on mWikiQA.

Table 9 presents a detailed performance compar-
ison of mDeBERTa on three datasets: mWikiQA,
mTREC-QA, and Xtr-WikiQA (zero-shot from the
model trained on mWikiQA). The results are re-
ported in terms of MAP and P@1 for various lan-
guage and model configurations. This table illus-
trates the benefits of the transfer step on mASNQ
and the adaptation step on mTREC-QA and mWik-
iQA, with the mDeBERTa models consistently
achieving high performance across all tasks and
languages.

The results in these tables provide comprehen-
sive insights into the effectiveness of our multi-
lingual datasets and the benefits of the proposed
transfer and adaptation steps. These findings un-
derline the importance of high-quality multilingual
datasets in improving the performance of AS2 mod-
els across diverse languages, demonstrating the ro-
bustness and generalizability of our approach.

E Ablation: Cross-Lingual

This ablation aims to determine the advantages of
using the mASNQ dataset to train state-of-the-art
answer ranking models on languages different from
English. To achieve this, we compare the perfor-
mance of cross-lingual models trained on ASNQ
and WikiQA with models that were first trained
on mASNQ and mWikiQA, across the different
languages that compose mWikiQA.

Table 10 compares the performance of models
trained only on the original versions of ASNQ and
WikiQA with the performance of the same archi-
tecture (XLM-RoBERTa base) but trained on our
multilingual datasets. To achieve this goal, we mea-
sure the performance of each model across all the
different test sets of mWikiQA and across their
languages. For the evaluation, we considered two
proxy measures to understand the quality of the
models: Mean Average Precision (MAP) and Preci-
sion at 1 (P@1). The results show that the models
achieve higher MAP and P@1 scores when trained
on mASNQ compared to ASNQ, indicating that
training on the mASNQ dataset improves the per-
formance of multilingual models in cross-lingual
tasks. Across all languages, the models trained
on mASNQ consistently outperform the models
trained on ASNQ. This suggests that the mASNQ
dataset can guarantee a performance boost for non-
English target datasets, confirming our hypotheses.

F Ablation: Ranks Correlation

In this ablation, we compare the ranking outputs of
two sets of models, and we analyze the correlation
between their rankings. The first set comprises
models trained on mASNQ and mWikiQA and then
tested on mWikiQA. At the same time, the second
set contains models trained on ASNQ and WikiQA
and evaluated on the original English WikiQA test
set.

We design this experiment in order to compare
the rank provided for each question qiEng of the
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Language Transfer Adapt mWikiQA mTREC-QA Xtr-WikiQA
MAP P@1 MAP P@1 MAP P@1

ENG ✓ 0.872 (± 0.008) 0.801 (± 0.013) 0.905 (± 0.004) 0.909 (± 0.022) 0.872 (± 0.008) 0.801 (± 0.013)

✓ ✓ 0.901 (± 0.006) 0.854 (± 0.008) 0.921 (± 0.003) 0.950 (± 0.008) 0.901 (± 0.006) 0.854 (± 0.008)

DEU ✓ 0.847 (± 0.006) 0.765 (± 0.006) 0.898 (± 0.011) 0.912 (± 0.023) 0.847 (± 0.006) 0.765 (± 0.006)

✓ ✓ 0.888 (± 0.007) 0.837 (± 0.013) 0.925 (± 0.008) 0.944 (± 0.016) 0.888 (± 0.007) 0.837 (± 0.013)

FRA ✓ 0.848 (± 0.010) 0.778 (± 0.018) 0.900 (± 0.008) 0.924 (± 0.016) 0.848 (± 0.010) 0.778 (± 0.018)

✓ ✓ 0.894 (± 0.003) 0.848 (± 0.003) 0.918 (± 0.004) 0.932 (± 0.008) 0.894 (± 0.003) 0.848 (± 0.003)

ITA ✓ 0.851 (± 0.010) 0.774 (± 0.011) 0.890 (± 0.009) 0.900 (± 0.016) 0.851 (± 0.010) 0.774 (± 0.011)

✓ ✓ 0.885 (± 0.006) 0.822 (± 0.010) 0.919 (± 0.005) 0.938 (± 0.012) 0.885 (± 0.006) 0.822 (± 0.010)

POR ✓ 0.846 (± 0.015) 0.765 (± 0.023) 0.896 (± 0.013) 0.900 (± 0.019) 0.846 (± 0.015) 0.765 (± 0.023)

✓ ✓ 0.889 (± 0.005) 0.842 (± 0.007) 0.925 (± 0.004) 0.953 (± 0.012) 0.889 (± 0.005) 0.842 (± 0.007

SPA ✓ 0.857 (± 0.010) 0.781 (± 0.016) 0.902 (± 0.012) 0.921 (± 0.022) 0.857 (± 0.010) 0.781 (± 0.016)

✓ ✓ 0.879 (± 0.007) 0.819 (± 0.011) 0.915 (± 0.007) 0.924 (± 0.019) 0.879 (± 0.007) 0.819 (± 0.011)

Table 9: Performance comparison of mDeBERTa on mWikiQA, mTREC-QA, and Xtr-WikiQA (zero-shot from the
model trained on mWikiQA). The transfer step is done on mASNQ, while the adaptation is on mTREC-QA and
mWikiQA. Results in terms of MAP and P@1, for various language and model configurations.

Language ASNQ mASNQ
MAP P@1 MAP P@1

DEU 0.814 0.705 0.839 0.755
FRA 0.819 0.717 0.793 0.671
ITA 0.819 0.715 0.839 0.726
POR 0.822 0.722 0.842 0.755
SPA 0.830 0.738 0.835 0.751

Table 10: Comparison of XLM-RoBERTa base trans-
ferred on mASNQ and ASNQ and tested on mWikiQA
in a cross-lingual setting.

original English dataset (WikiQA), with the seman-
tically equivalent question qiT and its rank for each
language T in mWikiQA. To measure the perfor-
mance, we compute three correlation metrics to
properly evaluate the correlation between the rank-
ings of each pair of questions {qiEng, q

i
T }; in this

way, we allow determining the level of agreement
between the two models’ ranking outputs, provid-
ing insights into the potential differences between
them. Specifically, we consider XLM-RoBERTa
base and compute the Kendall, Spearman, and Pear-
son correlation metrics on mWikiQA and mTREC-
QA.

The results in Table 11 show a strong positive
correlation between the performance of models
trained in English and tested in English, and the
models trained in other languages (using mASNQ,
mWikiQA, and mTREC-QA). This correlation is
evident across all evaluation metrics, with Kendall
correlations ranging from 0.694 to 0.720, Spear-
man correlations ranging from 0.802 to 0.824, and
Pearson correlations ranging from 0.872 to 0.908

for the mASNQ→mWikiQA task. The high corre-
lation values, ranging from 0.547 to 0.733, across
all languages for the mASNQ→mTREC-QA task
further support this notion. The Kendall, Spear-
man, and Pearson correlations show consistently
high values, indicating that the translation qual-
ity and model performance are consistently strong.
The results of the analysis demonstrate (i) the ef-
fectiveness of the translation process for mASNQ
and (ii) the strong performance of the models.

mASNQ→mWikiQA

Language Kendall Spearman Pearson

DEU 0.720 0.820 0.908
FRA 0.694 0.802 0.872
ITA 0.713 0.817 0.903
POR 0.710 0.824 0.908
SPA 0.698 0.807 0.902

mASNQ→mTREC-QA

Language Kendall Spearman Pearson

DEU 0.547 0.666 0.713
FRA 0.566 0.663 0.709
ITA 0.513 0.629 0.695
POR 0.567 0.669 0.733
SPA 0.587 0.688 0.728

Table 11: Kendall, Spearman and Pearson correlation
computed between the ranks originated from model
trained the original ASNQ and mASNQ. The reported
values are computed using XLM-RoBERTa base models
transferred on ASNQ and mASNQ and then finetuned
on mWikiQA and mTREC-QA.
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G Ablation: Passage Ranking

To further evaluate the robustness of our datasets,
we also perform several experiments on a different
task: Passage Reranking (PR). Passage Rerank-
ing is an Information Retrieval (IR) task that con-
sists of reordering a set of retrieved passages for a
given query. For this reason, we consider a well-
known dataset named mMARCO (Bonifacio et al.,
2021), well known in the multilingual IR commu-
nity. Specifically, we select a random language
among the ones considered in the previous experi-
ments, and we train several multi-language models.
In detail, we split the original Italian dataset into
train, validation, and test splits (Tab. 4).

We compare the results obtained by our ap-
proaches with two models: the first is a multilingual
BERT trained on the English MSMARCO, while
the second model is trained on our train split. In
Table 12, we present the results of this comparison.
They clearly show that our models trained on the
mMARCO dataset outperform the model trained
on MSMARCO (e.g., 0.687 vs 0.682 in terms of
MAP).

Although the improvement is modest, it becomes
significant due to the large size of the mMARCO
test set. These findings highlight the advantages
our datasets offer for tasks beyond AS2. Even with
a marginal improvement, it is evident that adapting
a model trained on our multilingual datasets can
yield further performance enhancements.

Dataset Transfer Adapt mMARCO
MAP P@1

MSMARCO ✓ 0.631 0.502
mMARCO ✓ 0.682 0.553

mASNQ−→mMARCO ✓ ✓ 0.687 0.559

Table 12: Comparison of BERT-multilingual perfor-
mance on mMARCOITA test set. We train the two base-
lines respectively on the English MSMARCO and the
mMARCO Italian split. The models trained on mASNQ
and adapted to mMARCO consistently improve the two
presented baselines, showing that the transfer step on
mASNQ is helpful in this domain.
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