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Abstract

Knowledge graph question answering (KGQA)
involves answering natural language questions
by leveraging structured information stored
in a knowledge graph. Typically, KGQA
initially retrieve a targeted subgraph from a
large-scale knowledge graph, which serves
as the basis for reasoning models to address
queries. However, the retrieved subgraph
inevitably brings distraction information for
knowledge utilization, impeding the model’s
ability to perform accurate reasoning. To
address this issue, we propose a Question-
guided Knowledge Graph Re-scoring method
(Q-KGR) to eliminate noisy pathways for the
input question, thereby focusing specifically
on pertinent factual knowledge. Moreover, we
introduce Knowformer, a parameter-efficient
method for injecting the re-scored knowledge
graph into large language models to enhance
their ability to perform factual reasoning.
Extensive experiments on multiple KGQA
benchmarks demonstrate the superiority of our
method over existing systems. 1

1 Introduction

Knowledge graph question answering (KGQA)
aims to provide factual answers to natural
language questions by leveraging information from
knowledge graphs (Cheng et al., 2024; Jiang et al.,
2023; Zhu et al., 2024b). Sitting at the intersection
between graphs and texts, this task can further
facilitate the applicability of knowledge graphs in
more downstream tasks, such as recommendation
systems (Damianou et al., 2024; Yao et al., 2024),
information extraction (Zhang and Kang, 2024;
Zhu et al., 2024a), time series forecasting (Yu et al.,
2024; Gao et al., 2024; Gui et al., 2024).

Recent work on KGQA attempts to synergize
large language models (LLMs) with knowledge

*Corresponding Author
1The code and data are released on https://github.com/

EchoDreamer/Q-KGR.
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Figure 1: Given the QA context (question and answers),
we retrieve a subgraph including question entities (red),
answer entities (blue) and other neighbor entities (grey).
The correct answer is piggybank.

graphs (KGs) by utilizing retrieved knowledge
from KGs to assist LLMs in conducting factual
reasoning (Luo et al., 2023; Zhang et al., 2023;
Sun et al., 2023). A prevailing approach is to
heuristically retrieve a subgraph from a large-scale
KG using topic entities (KG entities mentioned
in the given question and candidate answers) and
their few-hop neighbors, and then use this subgraph
as the foundation for LLMs to perform reasoning.
Despite the promising performance, this approach
heavily rely on the retrieved graph which inevitably
includes distracting information. This might leads
the LLM to focus on irrelevant knowledge, thereby
hindering its ability to conduct accurate reasoning.
Figure 1 depicts an example from the RiddleSence
dataset (Lin et al., 2021). In the retrieved subgraph,
the question entity bank connects a distracting
answer entity repository with two noisy pathways:
(I) bank→river bank→human→repository and (II)
bank→robber→repository. Directly incorporating
knowledge from these paths into the LLM would
significantly distort its reasoning and judgment.
However, these noisy paths can be easily identified
and excluded by considering and analysing the
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input question. For example, we can exclude the
noisy path (I) by considering that the question
is irrelevant to "river". In addition, the noisy
path (II) can be excluded by taking into account
the semantic meaning more deeply such as a
specific restriction phrase, "where children keep
their assets".

Building on the insights from above analyses,
this paper introduces a question-guided knowledge
graph re-scoring method (Q-KGR) to eliminate
the negative effect of noisy pathways for specific
questions, thereby focusing attention on precise
factual knowledge. Specifically, we develop an
edge re-scorer to assign a relevance score to each
edge by computing the semantic similarity between
the specific question and each edge triplet to obtain
a re-scored knowledge graph. And then we extend
the graph attention network to incorporate edge
scores during feature aggregation. In addition, we
design Knowformer, a customized transformer
where a knowledge projector is utilized to align
and inject the information of knowledge graphs
into the standard transformer architecture, thereby
enhancing its reasoning capabilities.

Furthermore, Knowformer can naturally adapt to
LoRA (Hu et al., 2021), and the combined use can
effectively achieve task adaptation and knowledge
injection. We conduct extensive experiments on
four KGQA benchmarks, and the experimental
results demonstrate that our method successfully
eliminate noisy pathways and inject knowledge
into LLM to perform better factual reasoning. Our
main contributions are summarized as follows:

• We propose Q-KGR to re-score the edges of
knowledge graph and introduce Knowformer
to align and inject structured knowledge
into LLM, thereby assisting it in conducting
accurate factual reasoning.

• Extensive experiments on multiple KGQA
benchmarks demonstrate the superiority of
our method across different LLM architec-
tures, sizes and setups.

• Further experimental analysis indicates that
our approach effectively guides the LLM to
concentrate on accurate factual knowledge
and achieves parameterized knowledge align-
ment and injection.

2 Related Work

Knowledge Graph Question Answering
Knowledge Graph Question Answering (KGQA)
focuses on enabling machines to retrieve and
utilize relevant knowledge from a KG (Speer et al.,
2017; Bollacker et al., 2008). This task requires
models to excel in capturing accurate factual
knowledge and complex reasoning abilities.

Capturing accurate factual knowledge requires
maximizing recall during retrieval, followed
by meticulous screening to filter out irrelevant
information. Many methods have embarked on
this journey (Oguz et al., 2022; Jiang et al., 2022b;
Li et al., 2023). Lin et al. 2019 and Zhang et al.
2022b propose to heuristically retrieve a subgraph
from the KG for reasoning over KG. Similar to
our method, Yasunaga et al. 2021 introduces node
relevance scores to filter irrelevant nodes. However,
edges including subject, relation and object in
KG capture richer information about interactions
between entities. By comparision, using edge
scores can provide more comprehensive views
which in turn enhances the model’s ability to
accurately capture and utilize relevant pathways
for more precise and meaningful answers. Besides,
Jiang et al. 2022a and Wang et al. 2021 indicate
that node relevance scores brings weak or even
redundant effects in model optimization and
our subsequent experiments also validate prior
conclusions. On the other hand, because LLMs
have demonstrated remarkable reasoning abilities
on various tasks (Lu et al., 2022; Chen et al.,
2024a; Huang and Chang, 2023; Chen et al., 2024b;
Zhang et al., 2024), many methods apply them to
conduct reasoning tasks on KG (Luo et al., 2023;
Zhang et al., 2023; Tian et al., 2024). Our method
simultaneously achieves capturing accurate factual
knowledge and evoking complex reasoning skills.

Knowledge Editing and Injecting for Large
Language Model In the field of knowledge
editing, many works have explored how factual
knowledge is stored in LLM (Meng et al., 2022a,b;
Yao et al., 2023). Through causal analysis and
quantitative experiments, Geva et al., 2021 and
Dai et al., 2022 demonstrates that parameterized
knowledge in LLM is stored as key-value memory
pairs in the feed forward Neural Network (FFN) of
the transformer. Building on this, Yao et al., 2022
is the first to attempt injecting text knowledge into
parameter space of language models (LM). Dong
et al., 2022 constructed an external knowledge
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vector database to calibrate factual knowledge in
LLM. By comparison, we utilize GNNs to model
and inject structured knowledge into LLMs in a
layer-wised manner.

3 Preliminary

Knowledge Graph We define knowledge graph
(KG) as a multi-relation graph G = (V, E) where V
is the set of entity nodes in the KG, E ⊆ V×R×V
is the set of edges that connect nodes in V and R
represents the set of relaton types in the KG.

Knowledge Retrieval Given a question q and all
candidate answers Aq, we follow the previous work
(Lin et al., 2019) to associate the entities mentioned
in the question and all candidate answers from G.
We use Vqa := Vq ∪ Va to represent all the entities
that appear in the question and answers, named
topic entities. Then, we retrieve inner node entities
Vin and corresponding edges Ein from KG on the
k-hop paths among all topic entities.

Knowledge Graph Question Answering
(KGQA) is a typical reasoning task based KG.
The task aims to design a function f to predict
correct answer a ∈ Aq based knowledge from G
i.e., a = f(q,G).

4 Methodology

The overall framework of the proposed method
is illustrated in Figure 2. Firstly, we employ an
edge re-scorer to assign a relevance score to each
edge based on its relevance to the question (§4.1).
Additionally, we modify GAT to encode the re-
scored subgraph, obtaining structured knowledge
representations at each layer (§4.2). Furthermore,
we develop a layer-wised knowledge injection
method to inject knowledge from last M layers
in GNNs into corresponding Knowformer layers
(§4.3). Finally, we process the question text
sequentially through N layers of the transformer
and M layers of Knowformer to predict the
probability distribution of the candidate answers.

4.1 Question-guided Knowledge Graph
Re-scoring

For eliminating the noisy pathways, we introduce
a question-guided edge re-scorer to assign each
triplet a relevance score by computing the semantic
similarity between the specific question and each
edge. Specifically, we sample each node pair
(subject and object) from the subgraph and feed

them into a pre-trained language model (PLM) to
gain the embeddings as es and eo:

es, eo = PLM(subject, object). (1)

To leverage the core semantic information in
question q, we extract entity representations from
encoded question by the same PLM and aggregate
them through an average pooling layer as eq. Given
the computational constraints posed by the large
number of edges in the original graph, we keep the
parameters of the PLM frozen to ensure efficient
processing. Finally, we utilize a bilinear layer to
estimate the relevance score for each edge as:

η = Normalize(Bilinear([es, eo], eq)), (2)

Regarding normalization, we investigate two
strategies: (1) Gumbel-max (Jang et al., 2016):
modeling predicted score for an edge as a hard
(one-hot) label, η ∈ R2×1 indicating whether the
edge exits. (2) Gumbel-softmax (Jang et al., 2016):
modeling the score as a soft label, representing the
score of relevance and irrelevance. Since there
is no gold graph structure as supervised signal
to train the proposed edge re-scorer individually,
we incorporate the predicted score as a latent
variable to train an end-to-end model. Moreover,
to address the issue of gradient propagation when
using hard labels, we further refine the one-hot
label as follows:

η = η + one_hot(η)− sg(η) (3)

where sg stands for the "stop gradient" operator
(also called .detach() in PyTorch) which does not
affect the forward pass, but in the backward pass
it does not back-propagate the gradient to its input,
meaning it is treated as a constant. We find
that both strategies are effective, but in the main
experiments, we use the soft label.

4.2 Re-scored Knowledge Graph Modeling

In order to better aggregate and extract extensive
knowledge from knowledge graph, we first
expand the subgraph by adding a global node
as Vg connecting to all topic nodes. Based
on this, we extend the graph attention network
(GAT) (Veličković et al., 2017) to encode the
re-scored knowledge graph, which induces node
representations via iterative message passing
between neighbors on the graph.
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Figure 2: The overall framework of our method. Given a retrieved subgraph from origin KG, we revise it through
question-guided knowledge graph re-scoring (Q-KGR, I). Then we utilize question text and revised subgraph to
conduct knowledge modeling, injection and reasoning (II). Knowformer (III) consists of self-attention layers and a
customized feed-forward network (FFN) layer. In the FFN layer, key and value represent original weight matrices,
LoRAk and LoRAv correspond to LoRA weight parameters, and ϕk and ϕv are the knowledge vectors mapped
from graph latent space to the parameter space of FFN. Gray denotes frozen model parameters, while green indicates
updated model parameters.

In the l + 1 layer, we update the representation
hl+1
t ∈ RD of each node Vt by

h
(l+1)
t = fm


 ∑

s∈Nt∪{t}
αstmst


+ h

(l)
t (4)

where fm : RD → RD is a two-layer MLP, Nt

denotes the neighbors of node Vt, mst ∈ RD and
αst represent the information and weight from each
neighbor node Vs to node Vt. And αst is calculated
as:

αst =
η · exp(γst)∑

s′∈Nt∪{t} exp(γs′t)
, γst =

qTs kt√
D

(5)

where qs and kt correspond to the query and key
in the GAT, obtained from node and relation type
embeddings through multiple MLPs 2 and we use
edge relevance score η from Section 4.1 to scale
the original attention weights. For each node, we
use the same PLM as section 4.1 to initialize the
representation, and we initialize the global node as
0.

2The calculation method for mst,qs and kt is based on
Yasunaga et al. 2021.

Finally we obtain the embeddings of all nodes
in each layer and for last M layers, we use the
representation of the global node, hl as external
graph knowledge. We will align and inject them
into LLMs in section 4.3.

4.3 Knowformer

In a LLM, we use M Knowformer layers to replace
the original Transformer layers that are closest to
the LLM’s final output for structured knowledge
injection into LLM to assist in conducting factual
reasoning. For a single Knowformer layer, it
inherits the parameters of the original Transformer
layer at the corresponding position. A standard
transformer consists of a multi-head self-attention
layer and a feed-forward network (FFN) layer,
typically comprising two or three linear layers with
an activation function. Supposing that the input of
FFN is x and the output of FFN is computed as:

FFN(x) = (x · key) · value (6)

where key, value ∈ Rdm×d are parameter
matrices of the first and the second layer of
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LLM Method OBQA Riddle ARC PIQA Average

FLAN-T5-XL

LLM-only 69.20 53.73 68.24 58.43 62.24
REL 61.80 43.33 64.12 57.56 57.71
KAPING TH 58.80 40.78 63.52 52.34 53.86
KAPING OH 60.00 41.37 63.09 51.69 54.04
Prompt Tuning 72.20 53.33 70.64 60.83 64.25
Full Fine-tuning 82.8 74.12 73.30 63.55 73.44
LoRA 80.40 72.94 71.33 63.76 72.11
LoRA+GNP 83.40 75.49 72.45 64.31 73.91
LoRA+Ours 85.00 78.43 73.38 87.03 80.96

FLAN-T5-XXL

LLM-only 76.8 61.37 68.93 56.58 65.92
REL 72.80 53.53 66.78 56.80 62.48
KAPING TH 60.60 48.43 57.25 53.21 54.87
KAPING OH 60.00 47.65 56.65 51.69 54.00
Prompt Tuning 78.80 61.37 74.85 61.26 69.07
Full Fine-tuning 89.40 80.78 76.82 65.61 78.15
LoRA 88.60 74.90 78.54 65.61 76.91
LoRA+GNP 89.60 76.67 78.71 65.94 77.73
LoRA+Ours 90.00 80.98 79.78 90.08 85.21

Table 1: Overall experimental results on commonsense reasoning tasks. The best results across different LLM sizes
and setups are highlighted in bold. Accuracy is used as the evaluation metric.

FFN, respectively.3 As shown in Figure 2,
the Knowformer modifies the FFN by coupling
key, value with aligned structured knowledge,
ϕk, ϕv. The computation within the modified FFN
can be described as follows:

FFN(x) = (x · [key : ϕk]) · [value : ϕv]. (7)

To inject the structured knowledge, we first
obtain the structured knowledge representation
h ∈ R1×D for a certain layer from section
4.2. Subsequently, we align it with parameterized
knowledge in FFN using two linear projectors:

ϕk = Prkh, ϕv = Prvh, (8)

where Prk, P rv : RD → Rd are two parameter
matrices and d is the input dimension of FFN.
Inspired by Hu et al. 2021, we use random
Gassian distribution and zero to initialize Prk
and Prv respectively. It should be noted that our
method is highly flexible, seamlessly integrating
with LoRA, and its combined use effectively
facilitates task adaptation, knowledge alignment,
and injection. Finally, our method is architecture-
agnostic. As shown in the Figure 2, we
illustrate general Transformer layers and do not

3We simplify the FFN layer by omitting the activation layer
and bias and take the FFN composed of two linear layers as
an example.

distinguish architecture of LLM e.g., encoder-
decoder or decoder-only. Our knowledge injection
is performed in the several layers that are nearest
to the LLM’s final output.

5 Experiments

In this section, we conduct extensive experi-
ments on four KGQA benchmarks including
OpenBookQA (OBQA) (Mihaylov et al., 2018),
AI2 Reasoning Challenge (ARC) (Clark et al.,
2018), RiddleSense (Riddle) (Lin et al., 2021)
and Physical Interaction Question Answering
(PIQA) (Bisk et al., 2020) to compare the
performances of different methods. We use
ConceptNet (Speer et al., 2017), a general-domain
knowledge graph as our structured knowledge
source G. A detailed explanation of the datasets and
the knowledge graph is provided in the appendix
A.

5.1 Baselines

We use encoder-decoder architecture LLM, FLAN-
T5-XL (3B) and FLAN-T5-XXL (11B) (Chung
et al., 2024) as the backbone to conduct exper-
iments. We compare eight baselines including
LLM-only, KG Flattening that flattens the nodes
in the graph into a sequence via relevance score
(REL) ranking (Yasunaga et al., 2022), KAPING
(Baek et al., 2023) that injects the important KG
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LM Method OBQA

RoBERTa-Large

Full fine-tuning 64.80
QAGNN 67.80
GreaseLM 66.90
DRLK 70.20
GSC 70.33
Rumination 70.30
Ours 71.00

LLaMA2-7B

LLM-only 31.80
Full Fine-tuning 74.00
LoRA 71.80
LoRA-Ours 75.40
Full Fine-tuning-Ours 77.00

Table 2: Results on OBQA dataset using Encoder-
only (RoBERTa-Large) and Decoder-only (LLaMA2-
7B) architectures.

triples within one-hop (OH) and two-hop (TH)
neighborhoods, Prompt Tuning (Lester et al.,
2021) that regards embedding knowledge (soft
prompts) as prefix of the text question after
embedding layer in LLM, LoRA (Hu et al.,
2021) that updates partial LLM parameters, Full
Fine-Tuning and GNP (Tian et al., 2024) which
uses GNN to model retrieved subgraph as soft
prompts to argument LLM. Besides, we also
compare other baselines using encoder-only model
(RoBERTa-Large) (Zhuang et al., 2021) and
decoder-only model (LLaMA2-7B) Touvron et al.
2023. Appendix A provides more details on these
baselines and experimental setups.

5.2 Main Results

Table 1 compares the results of the proposed
method with previous systems on four widely-used
benchmark datasets. It can be firstly observed
that our method with LoRA achieves the best
results compared to other systems. In particular,
our approach achieves a substantial breakthrough
on the PIQA dataset, surpassing all baselines by
a significant margin of absolute 20 percentage
points. Additionally, compared to the state-of-the-
art system GNP, which uses a GNN to directly
encode the retrieved subgraph as soft prompts
and inject them into an LLM, our method obtains
consistently better results. This achievement
underscores the effectiveness of our approach in
reconstructing the knowledge graph and injecting
knowledge.

We further verify the generalization ability
of the proposed method across both encoder-
only and decoder-only architectures. Table 2
presents the performance of various systems using

Model Variant
Riddle ARC

dev test dev test

FLAN-T5-XL

w/o Q-KGR 72.99 73.73 77.26 72.61
NRS 72.73 74.31 77.26 72.55
HL 73.91 71.57 76.59 73.81

w/o PKI 73.02 72.94 74.21 71.33
SP 72.45 76.30 73.12 72.56

w/o global 74.95 74.31 75.25 72.53
Ours 74.67 78.43 77.59 73.38

FLAN-T5-XXL

w/o Q-KGR 78.82 79.61 79.60 78.50
NRS 78.72 79.31 80.27 78.10
HL 80.82 82.16 79.60 78.75

w/o PKI 74.02 74.90 77.45 78.54
SP 74.65 76.42 76.53 78.69

w/o global 80.63 79.61 76.60 76.35
Ours 79.84 80.98 80.27 79.78

Table 3: Results of ablation study.

Method OBQA CSQA MedQA

QAGNN 67.80 73.41 38.0
QAGNN-ours 68.56 75.02 38.49

Table 4: Performances using node relevance scoring
from Yasunaga et al., 2021 and edge relevance
re-scoring on the OBQA (Mihaylov et al., 2018),
CSQA (Talmor et al., 2019) and MedQA (Jin et al.,
2021) dataset.

RoBERTa-Large and LLaMA2-7B as the underly-
ing architectures. It is evident that our approach
surpasses a series of strong baselines within the
RoBERTa-Large model architecture. With the
LLaMA2-7B model, our method, particularly
when integrated with LoRA, exceeds full fine-
tuning by 1.4 percentage points. When combined
with full fine-tuning, our approach significantly
outperforms other methods. Overall, our method
has demonstrated exceptional performance across
various model architectures, sizes, and training
setups, confirming its effectiveness.

5.3 Ablation Study

We conduct extensive ablation experiments on
Riddle and ARC datasets using FLAN-T5-XL and
FLAN-T5-XXL to investigate the effectiveness of
three key components in our methods: (1) question-
guided knowledge graph re-scoring (Q-KGR); (2)
Re-scored knowledge graph modeling (KM); (3)
parmeterized knowledge injection (PKI).

Targeted at Q-KGR, we design the following
variants: removing Q-KGR (w/o Q-KGR); using
node relevance scores from QAGNN (Yasunaga
et al., 2021) to replace Q-KGR (NRS); utilizing
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LLM Method 0 10% 20% 30% 40% 50%

FLAN-T5-XL w/o Q-KGR 73.73 73.30 72.86 71.53 69.25 65.45
Ours 78.43 (+4.7) 78.44 (+5.14) 78.30 (+5.44) 78.14 (+6.61) 77.54 (+8.29) 76.28 (+10.83)

FLAN-T5-XXL w/o Q-KGR 79.61 79.53 78.70 76.01 74.31 72.27
Ours 80.98(+1.37) 80.93(+1.40) 80.56(+1.86) 79.63 (+3.62) 78.52 (+4.21) 77.89 (+5.62)

Table 5: Performances by adjusting the number of distractor nodes on the OBQA datasets.

Figure 3: Performance of different methods across
divisions varying number of prepositional phrases.

hard labels from Section 4.1 for edge re-scoring
(HL). Targeted at KM, we compare our method
with removing the global node and using the
mean over all nodes representations as the graph
representation (w/o global). Targeted at PKI,
we design the following variants: removing PKI
(w/o PKI); representating the graph knowledge as
soft prompt (Tian et al., 2024) and inject it into
embedding layer of LLM (SP).

As illustrated in Table 3, removing Q-KGR
or replacing it with node scoring causes notable
declines in the overall performance of the model,
particularly on the Riddle dataset, highlighting the
indispensable role played by Q-KGR. In addition,
we compare the effects of using hard labels versus
soft labels (notably, our method ultimately employs
soft labels) as discussed in § 4.1 across various
setups. It can be observed that soft labels generally
leads to superior performance in the majority of
cases. Furthermore, when we remove the global
node, there is a significant performance drop in
the majority of experiments which indicates the
crucial role of the global node in knowledge graph
modeling at a global level. Lastly, when we remove
PKI or instead use SP to inject graph knowledge
as soft prompts into the embedding layers of LLM
(Tian et al., 2024), the overall results significantly
declined compared to our method in all setups.

To further compare Q-KGR with the node
relevance scores (NRS) in QAGNN (Yasunaga
et al., 2021), we reproduce the method of QAGNN

and replace NRS in QAGNN with our proposed
edge relevance scoring to conducte experiments on
the OBQA, CSQA (Lin et al., 2019), and MedQA
(Jin et al., 2021) dataset in Table 4. The results
demonstrate that proposed method has obvious
improvements compared to node relevance scoring
in QAGNN and can better filter out retrieved
irrelevant information.

6 Analyses and Discussions

We conduct comprehensive quantitative and
qualitative analysis from various perspectives to
validate the effectiveness of knowledge graph re-
scoring and parameterized knowledge injection.

6.1 Knowledge Graph Re-scoring
Quantitative Analysis To show the denoising
effectiveness of proposed method, we build a
controllable setting where we gradually add the
irrelevant nodes to the extracted subgraph and
observe whether the performance is degrading.
Specifically, we limit the number of retrieved nodes
to 200 and then collecte distractor nodes that are not
in the 1-hop path among topic entities. We replace
k% of the nodes in the subgraph with distractor
nodes, and then manually connect these distractor
nodes to the topic nodes as a way to increase noise
pathways. We test the performance of the proposed
method and w/o Q-KGR on the Riddle dataset,
varying k at 0, 10, 20, 30, 40, and 50, respectively.
In Figure 5, we observe that as k increases, the
proposed method shows a greater improvements
relative to w/o Q-KGR. From the experimental
results, we conclude that our method effectively
reduces the noise in retrieving external knowledge,
enabling more truthful factual reasoning.

To further validate whether the observed
improvements indeed originates from filtering out
irrelevant paths using edge re-scoring, we conduct
another quantitative analysis. Since there is no
gold standard graph clue to measure the number of
noisy pathways in the retrieved subgraph, we use
the number of prepositional phrases as a proxy.
For example, the question "What is that which
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Question:
There is an ancient invention still used in some parts of the world
today that allows people to see through walls. Fans is it.

Options:
(A) Fans     (B) window    (C) electric socket  
(D) talk      (E) kaleidoscope
Model Prediction: 
w/o QG-KGR:  (E) kaleidoscope           Ours:  (B) window

Figure 4: Qualitative analysis results.

follows you and be with you in the dark, but
dies in the morning ?" contains three prepositional
phrases: with you, in the dark and in the morning.
Each of these phrases provides additional search
constraints and can introduce more pathways
during knowledge retrieval. Based on this, we
divide the Riddle test dataset into five categories
and use FLAN-T5-XL as the backbone to evaluate
the performances of different methods. As shown
Figure 3, when the number of prepositional
phrases is 0 or 1, our method leads w/o QG-
GKR by only a small margin. However, when
the number of prepositional phrases exceeds 1, our
method outperforms w/o QG-GKR obviously. This
indicates that our method is an effective solution for
addressing the challenges posed by noisy pathways.

Qualitative Analysis To intuitively understand
the effectiveness of the proposed method, we
present a case and visualize the relevance scores
in Figure 4, where the thickness of each edge
represents the magnitude of the relevance score.
It can be observed that our method correctly
predicts the answer window, with magnitude of
the relevance scores between it and relevant nodes
such as see, transparent, glasses being significantly
higher than the distractor option, kaleidoscope.
In addition, the thickness of the edge is strongly
correlated with the semantic similarity of the edges
to the question, thanks to the proposed edge re-
scorer. The above results demonstrate that our
method indeed controls the flow of information
on the graph based on the question, thereby
eliminating noisy pathways and enabling the model
to perform accurate factual reasoning. We provide
more case analysis results in the Appendix B.

6.2 Parametered Knowledge Injection

Knowledge Alignment To better understand
the effectiveness of our method on knowledge
alignment, we visualize the weight representation
of the FFN and the inject knowledge (projected

graph representation) using the t-SNE algorithm.
We train FLAN-T5-XL on the Riddle dataset for
5 epochs and select the models trained at epochs
1, 3, and 5 for analysis. Specifically, we extract
the knowledge vectors injected into the FFN and
the corresponding FFN parameters and visualize
them using the t-SNE algorithm (Linderman et al.,
2019). Figure 5 displays the visualization results
of the last layer (Layer 23) of different training
steps. With the increase in training steps, it
becomes apparent that the injected knowledge
gradually integrates into the distribution of the
FFN parameters, indicating the effectiveness of our
training strategy for knowledge alignment. Figure
6 shows the visualization results of different layers
after the last epoch of training. As the depth
of the layer increases, the injected knowledge
gradually integrates into the distribution of the FFN
parameters, achieving the alignment of external
knowledge. This may be because the LLM explores
knowledge in its shallow layers and exploits this
knowledge in its deeper layers by integrating more
semantic information, similar to the conclusion in
(Meng et al., 2022a).

Knowledge Injection We study the model per-
formance when adjusting the layers of knowledge
injection, as well as the number of layers in
the GAT encoder. As depicted in Figure 7,
as the number of injecting layers M increases,
our method generally shows an initial increase
followed by a decrease in accuracy. Besides, it
is observed that the total number of GNN layers
L should not be too large due to the limitation
from graph smoothing (Keriven, 2024), ideally
maintaining a balance around five layers.

7 Conclusion

In this paper, we propose a question-guided
knowledge graph re-scoring method to eliminate
noisy pathways for specific problem, directing
attention towards precise factual knowledge.
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Epoch 1 Epoch 3 Epoch 5

Figure 5: With the increase in training steps, it becomes apparent that the injected knowledge gradually integrates
into the distribution of the FFN parameters.

Layer 21 Layer 22 Layer 23

Figure 6: As the depth of the layers increases, the injected knowledge gradually integrates into the distribution of
the FFN parameters.

OBQA Riddle

Figure 7: Performance by adjusting the layers of
knowledge injection, as well as the number of layers in
the GAT encoder on the Riddle and OBQA datasets.

Furthermore, we design Knowformer, a customized
transformer, through which we align and inject
structured knowledge into the parameter space of
LLM. Extensive experiments on multiple KGQA
datasets across different LLM architectures, sizes
and setups demonstrate the superiority of our
method. And in-depth analysis experiments
indictates that our model is particularly effective
in handling complex questions characterized with
significant noisy pathways in external knowledge.
We also illustrate that our approach achieves
effective knowledge alignment and injection for
LLM.

8 Limitation

Our method improves the model’s knowledge-
based question answering by injecting com-
monsense knowledge but symbolic reasoning in
Question Answering remains an open challenge.

From the technical perspective, we extract a
representative node from a single layer of
GNN and inject it into a Knowformer layer.
However, incorporating more nodes intuitively
might capture richer knowledge and potentially
enhance model performance. Yet, this necessitates
further validation regarding graph smoothing
issues. Therefore, additional analysis is required to
effectively address and balance this concern.

Additionally, aligning with human preferences
(Jiang et al., 2024; Liu et al., 2023) during the
implementation of Retrieval-Augmented Genera-
tion (RAG) is another area that requires further
exploration.
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A Experiments

A.1 Knowledge Graph and Datasets
Knowledge Graph We conduct experiments in
the general domain (commonsense reasoning) and
we consider ConceptNet (Speer et al., 2017) that
contains rich commonsense knowledge regarding
the daily concepts. Node embeddings are
initialized using the entity embeddings prepared by
Lin et al. 2019, which applies pre-trained LMs to
all triples in ConceptNet and then obtains a pooled
representation for each entity.

OpenBookQA is a kind of question-answering
dataset modeled after open book exams for
assessing human understanding of a subject. It
consists of 5,957 multiple-choice elementary-level
science questions, which probe the understanding
of a small “book” of 1,326 core science facts
and the application of these facts to novel
situations. Answering OpenBookQA questions
requires additional broad common knowledge, not
contained in the book. We use the original data
splits in Mihaylov and Frank 2018.

ARC consists of 7,787 science exam questions
drawn from a variety of sources, including science
questions provided under license by a research
partner affiliated with AI2. These are text-only,
English language exam questions that span several
grade levels as indicated in the files. Each question
has a multiple choice structure (typically 4 answer
options). We evaluate challenge sets in it using the
original data splits in Clark et al. 2018.

Riddle is a multiple-choice question answering
task for answering riddle-style commonsense ques-
tions. It involves a challenging cognitive process, in
which it requires complex commonsense reasoning
abilities, an understanding of figurative language,
and counterfactual reasoning skills, which are all
important abilities for advanced natural language
understanding (NLU). We split the dev set in half
to make in-house dev/test sets in (Yasunaga et al.,
2024).

PIQA is a dataset for commonsense reasoning,
and was created to investigate the physical
knowledge of existing models for naive physics

reasoning focusing on how we interact with
everyday objects in everyday situations.

A.2 Implementation & training details
For our method, we set the dimension of GNN
module is 200 and number of layers of our GNN
module from 5 to 7, with dropout rate (Srivastava
et al., 2014) 0.2 applied to each layer. We train the
model with the RAdam (Liu et al., 2019) optimizer
using A100-80G GPUs. We set the learning rate
for LLM module from 1e-4, 3e-4, learning rate
for other modules as 1e-3, batch_size from 16,
32. The above hyperparameters are tuned on
the development set. We choose FLAN-T5-XL
(3B) and XXL (11B) (Chung et al., 2024) as the
LLMs used in this paper. We adjust the maximum
sequence length of LLMs to best fit the question
length for each dataset.

A.3 Baseline
In this setting of RoBERTa-Large, we compare
with six baselines including Full fine-tuning,
QAGNN (Yasunaga et al., 2021) that proposes to
use node relevance scores to filter irrelevant nodes
and utilize joint training with GNN and pre-trained
model (PLM), GreaseLM that designs a modality
interaction unit to achieve information interaction
between PLM and GNN, drlk (Zhang et al., 2022a)
that proposes a dynamic hierarchical reasoning
method with PLM and knowledge graphs, GSC
(Wang et al., 2021) simplifies the network structure
and carries out some simple reasoning such as
counting, Rumination that prompts PLM to
generate inner knowledge and then inject it into
PLM again. In the setting of LLaMA2-7B, we
compare with LLM-only, Full fine-tuning and
LoRA.

B Case Study

In this section, we provide more results of
case analysis in Figure 8. In the fiour method
successfully predicts the correct answer rooster by
accurately predicting the relevance scores between
the question and all triplets in the knowledge
graph and eliminating noisy pathways. In the
second case, three methods failed to make the
correct prediction. This is mainly because the
question involves symbolic reasoning, and external
commonsense knowledge injection could not offer
substantial support which is a limitation of our
method.

8984



Question:
For vigilance and courage true, I've no superior, equals few: Which 
makes me by the industrious priz'd, But by the indolent despis'd; Bold
and alert I meet the foe, In all engagements without valour show; And 
if he proves too proud to yield, One falls before we quite the field.

Options:
(a) fearless (b) vain (c) egg (d) rooster (e) challenge

Model Prediction: 
w/o KGR:  (a) fearless             Ours: (d) rooster

Question:
My first is ocean but not in sea, my second in milk but not in me my 
third is in three but not in throw, my fourth in vow but not in crow my 
fifth is in eight but not in night, my last is in wrong and also right my 
whole is praise for thoughts or men; or women, too, or tongue or pen

Model Prediction: 
LLM-only: (A) incorrect w/o QG-KGR:  (A) incorrect       
Ours: (D) incorrect

Options:
(A) center (B) clever (C) incorrect  (D) belle  (E) detective

incorrect

wrong

abactinal
clever

people

throughts

abactinal

accidentally

retreat

hen

fearless

courage

wild

valor

without 

fear

courageous

alert

rooster

Figure 8: More case analysis results.
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