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Abstract

LLM-based agents have emerged as promis-
ing tools, which are crafted to fulfill complex
tasks by iterative planning and action. How-
ever, these agents are susceptible to undesired
planning hallucinations when lacking specific
knowledge for expertise-intensive tasks. To ad-
dress this, preliminary attempts are made to
enhance planning reliability by incorporating
external workflow-related knowledge. Despite
the promise, such infused knowledge is mostly
disorganized and diverse in formats, lacking
rigorous formalization and comprehensive com-
parisons. Motivated by this, we formalize
different formats of workflow knowledge and
present FlowBench, the first benchmark for
workflow-guided planning. FlowBench covers
51 different scenarios from 6 domains, with
knowledge presented in diverse formats. To
assess different LLMs on FlowBench, we de-
sign a multi-tiered evaluation framework. We
evaluate the efficacy of workflow knowledge
across multiple formats, and the results indicate
that current LLM agents need considerable im-
provements for satisfactory planning. We hope
that our challenging benchmark can pave the
way for future agent planning research. Our
benchmark is available at Github1.

1 Introduction

The impressive advances of large language mod-
els (LLMs) (Touvron et al., 2023; Zeng et al.,
2023; OpenAI, 2023a) have spurred the evolution
of LLM-driven agents (Wang et al., 2024; Hong
et al., 2023) for complex task solving across diverse
domains (Qian et al., 2023; Hong et al., 2023; Zhou
et al., 2023). While recent works have made strides
in advancing tool utilization abilities of agents
through prompt construction (Yao et al., 2023b,a)

* Equal contribution.
† Corresponding authors.
1 https://github.com/AlibabaResearch/DAMO-ConvAI,

and https://github.com/Justherozen/FlowBench

Figure 1: The procedure of workflow-guided agent plan-
ning. The agent is provided with workflow knowledge
in various formats and prompted to plan the next action.

and multi-agent collaboration (Hong et al., 2023;
Chen et al., 2023; Qian et al., 2023), the restricted
scope of LLMs’ intrinsic parametric knowledge
can lead to the undesired phenomenon of planning
hallucinations (Zhu et al., 2024) – LLMs can ex-
hibit uncontrollable actions that conflict with task
knowledge and such adverse effects obstruct their
practical application in knowledge-intensive tasks.

On the other hand, mitigating hallucinations by
leveraging external knowledge is an ongoing key
topic for LLM research (Gao et al., 2023; Baek
et al., 2024; Shi et al., 2023; Baek et al., 2024). As
for LLM-agent planning, some preliminary efforts
have been made to enhance the planning quality of
agents by incorporating workflow-related knowl-
edge (Jiang et al., 2024; Chhikara et al., 2023; Ye
et al., 2023). For example, KnowAgent (Zhu et al.,
2024) employs the explicit action knowledge sum-
marized in natural language format to regulate the
planning trajectory. ProAgent (Ye et al., 2023)
enhances the efficiency of complex tasks through
control flows described in Python code. Despite
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the promise, these nascent works commonly shape
workflow-related knowledge in miscellaneous and
unmethodical formats, lacking in-depth exploration
and rigorous benchmarking comparisons concern-
ing the role of workflows. Hence, it still remains un-
derexplored how to formalize, utilize and evaluate
such workflow-related knowledge for LLM-based
agents across different real-world scenarios.

To this end, we meticulously explore different
formats of workflow knowledge and establish a
systematic benchmark for workflow-guided agent
planning. Our study initially revisits and formal-
izes various embedding formats of workflow knowl-
edge, including natural language, symbolic code,
and flowchart schema, as depicted in Figure 1. We
dub this ‘FlowAgent’ and propose its formal no-
tations. To perform a comparative evaluation, we
present FlowBench, the first comprehensive bench-
mark for workflow-guided agent planning. Flow-
Bench covers an extensive taxonomy (6 domains,
22 roles, 51 scenarios) and different knowledge
formats (text, code, flowchart) to synchronize with
real-world applications. The benchmark data is
constructed through a three-phase pipeline of task
collection, workflow organization, and session gen-
eration. FlowBench features numerous distinct
characteristics, such as coverage, difficulty, expert-
level annotation, and support for multi-round user-
agent interaction, as summarized in Table 1 .

To conduct a reliable assessment, we design a
holistic evaluation framework that comprises two
distinct granularities: (i)-Static turn-level evalu-
ation that focuses on single-step planning. (ii)-
Dynamical session-level evaluation that simulates
sequential planning. Based on such evaluation
mechanisms, we evaluate LLMs across varying lev-
els of capability and embedded with different for-
mats of workflow knowledge. We observe that even
the best-performing LLM, GPT-4o (Hel, 2024),
struggles to deliver satisfactory performance in cer-
tain tasks (43.2% and 40.9% success rate). By
contrasting various workflow formats, we discover
that flowcharts struck the best trade-off among per-
formance, adaptability, and user-friendliness. All
these results illuminate the profound challenge that
FlowBench offers to the present LLM-agent de-
signs and steer the focus of future exploration.

Our contributions are summarized as follows,

• As far as we know, we are the first to revisit
and formalize the definition of different repre-
sented workflow knowledge systematically.

• We construct FlowBench, the first comprehen-
sive benchmark for workflow-guided agent
planning, which covers 51 scenarios across 6
domains, with different workflow formats.

• We present a holistic evaluation framework to
achieve reliable comparisons. We provide a
comparative analysis of various LLMs with
different workflow formats, indicating promis-
ing directions for agent planning.

2 Related Work

2.1 LLM-Driven Agents
The evolving abilities of LLMs have fostered explo-
rations for LLM-driven agents (Wang et al., 2024;
Hong et al., 2023; Chen et al., 2023), which are
designed for complex task solving and have shown
great potential in various fields, such as software
development (Qian et al., 2023; Hong et al., 2023;
Chen et al., 2023), web navigation (Deng et al.,
2023; Zhou et al., 2023), and healthcare support
(Yang et al., 2024b; Zhang et al., 2023). Early ap-
proaches strive to improve the consecutive reason-
ing ability of LLMs, where LLMs are prompted to
engage in progressive and comprehensive thinking,
such as Chain of Thought (CoT) (Wei et al., 2022),
ReAct (Yao et al., 2023b), and Tree of Thought
(Yao et al., 2023a). The latter strand of studies
focuses on enhancing the tool utilization (Schick
et al., 2023; Qin et al., 2023; Patil et al., 2023) and
multi-agent collaboration (Hong et al., 2023; Chen
et al., 2023; Qian et al., 2023) of LLMs.

2.2 Knowledge-Augmented Agents
Knowledge-augmented LLMs (Gao et al., 2023;
Baek et al., 2024; Shi et al., 2023; Baek et al., 2024)
have been a prevailing topic, as leveraging exter-
nal knowledge can effectively improve response
factuality (Agrawal et al., 2023; Liu et al., 2024,
2023a). As for LLM-based agents, task-related
knowledge and expertise are also important for
making correct plans and decisions. To achieve
this, nascent attempts (Jiang et al., 2024; Chhikara
et al., 2023) have been made to enhance the reliabil-
ity of planning in designated tasks by incorporating
workflow-related knowledge, such as action rules
described in natural language (Huang et al., 2022;
Zhu et al., 2024), domain knowledge represented
as knowledge graphs (Xu et al., 2024; Jiang et al.,
2024), and control flow expressed in code (Yang
et al., 2024a; Ye et al., 2023). However, these
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Benchmark Domain Purpose&Task Workflow
Knowledge

Multi-turn Interaction
Environment User

PlanBench Logistics, Blocksworld Textual Script Generation % % %

TravelAgent Traveling Travel Plan Generation % % %

KnowAgent QA, Text Games Online Task Planning Text ! %

ProAgent Robotic Process Automation Online Task Planning Code ! %

FlowBench 6 Domains, 22 Roles,
51 Scenarios Online Task Planning Text, Code,

Flowchart ! !

Table 1: Comparison of FlowBench with some related studies and benchmarks, including ProAgent (Ye et al., 2023),
PlanBench (Valmeekam et al., 2023), TravelAgent (Xie et al., 2024) and KnowAgent (Zhu et al., 2024).

works mostly craft workflow knowledge in diverse
and sloppy representation formats, and there is a
lack of formalized consensus and comprehensive
benchmarking comparisons concerning the effect
of infused workflow knowledge.

2.3 Evaluation of LLM Agents

To assess the abilities of LLMs as agents, a plethora
of benchmarks have been established (Liu et al.,
2023b; Ma et al., 2024; Wu et al., 2023). These
works are mostly tailored for evaluating generic
abilities like tool utilization (Qin et al., 2023; Chen
et al., 2024), code generation (Liu et al., 2023b; Ma
et al., 2024) and embodied interaction (Wu et al.,
2023). Regarding workflow-integrated planning, it
remains questionable how to systematically assess
the agent’s comprehension and utilization ability
of the integrated workflow knowledge.

3 Workflow Formalization

3.1 Task Formulation

In our research scope, we consider an LLM-driven
agent Mθ tackling a specific downstream task.
This agent Mθ is equipped with externel task-
specific knowledge base B = {K,P}, which con-
tains workflow-related knowledge K and toolbox
P . In most existing agent studies, agentsMθ are
initially provided with complete and detailed task
descriptions as initial input. Nevertheless, such a
non-interactive assumption is not realistic in real-
world multi-round online planning. To this end,
we generalize this to a more realistic setting of
multi-turn interactions, allowing users to incremen-
tally refine and modify their requirements through
ongoing conversations with the agent.

Formally, assuming that at the iteration step i
during task-solving, the agentMθ resides in state
si. Upon receiving feedback ei from the exter-
nal environment and conversational input ui from

the user, the agent is expected to harness both its
built-in parametric commonsense θ and external
workflow knowledge base B to map out an action
plan ai+1 and provide a conversational reply ri+1

to the user. With this action, the agent shifts to the
subsequent state si+1,

{ai+1, si+1, ri+1} ←Mθ(Hi,B) (1)

In this formula,Hi refers to the interaction history
encapsulating all the entries {ut, et, st, at, rt}it=0

from iteration 0 to i, which includes both current
input {ui, ei} from user/environment and the histor-
ical information {si, ai, ri} from all past steps, as
shown in Figure 1. After T turns of such sequential
planning, we expect the agentMθ to successfully
accomplish the user’s tasks by formulating a cor-
rect action plan trajectory {a0, a1, ..., aT } and a
satisfactory response {r0, r1, ..., rT }.

3.2 Revisiting Different Workflow Formats
Workflow-related knowledge is a set of represen-
tations of pipeline-related facts, which refers to
the understanding of how processes or tasks are
structured and executed within a specific context,
such as a business or project environment. The
content of different workflow knowledge primarily
falls into the following categories: (i)-Operation
process related, which describes the required steps
and their sequential order to complete tasks. (ii)-
Condition/rule related, which delineates the ac-
tions to be taken when certain conditions or param-
eters are met. (iii)-Tool/data related, which con-
tains the utilization techniques for different tools
and the mechanisms of data processing.

As mentioned earlier, workflow-related knowl-
edge can be embedded in a broad spectrum of for-
mats (Zhu et al., 2024; Ye et al., 2023). Thus, we
begin by revisiting different workflow manifesta-
tions. Based on the level of abstraction, we primar-
ily analyze three distinct representation forms:
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Figure 2: Overview of FlowBench. Our benchmark schema is structured in a top-down multi-level hierarchy
(domain - role - scenario - knowledge). The benchmark construction process on the left contains three phases (a,b,c).
The evaluation framework on the right encapsulates static turn-level and simulated session-level assessment.

• Text format that is conveyed through vanilla
natural language documentation.

• Code format that follows programming lan-
guage standards, e.g., Python pseudo-code.

• Flowchart format that is expressed in a low-
code visual-programming diagram syntax,
e.g., Markdown Mermaid notation.

These three forms of workflow knowledge are de-
picted in Figure 1 (see Appendix D for more ex-
amples). Their respective fortes and flaws can be
broadly outlined with the following two criteria,

• Efficacy and Precision: Considering knowl-
edge expression efficiency, text format is flexi-
ble in expressing complex concepts, but it can
lead to excessive token consumption and unde-
sired semantic ambiguity. Conversely, codes
and flowcharts leverage structured symbols to
enhance their precision and efficacy.

• User friendliness: User-friendliness is pri-
marily contingent upon how facilitative it is
for users to edit and comprehend. Although
text format allows for easy editing, it can be
cumbersome to pinpoint specific knowledge
within lengthy documents. For code, the de-
mand for programming expertise to edit it
also presents a challenge. By contrast, the
flowchart presents a more user-friendly alter-
native, allowing users with no coding experi-
ence to edit easily and providing visualization
interfaces to improve their understanding.

Overall, it can be concluded that natural lan-
guage is more expressive but less efficient and often

ambiguous, while programming code is more struc-
tured, concise, and precise, though less intuitive
for user comprehension and editing. Flowcharts
create a bridge, integrating the powerful expressive-
ness of natural language with the high efficiency of
symbolic code, and providing highly user-friendly
options for visualization and editing.

4 FlowBench

The overview of its construction process and evalu-
ation framework is displayed in Figure 2. In what
follows, we will elaborate on this in detail.

4.1 Hierarchy of Benchmark Schema
FlowBench consists of a collection of downstream
domains (distribution shown in Section 4.2). Each
domain incorporates a range of agent roles. Each
of these roles is further delineated by a suite of
specific scenarios (i.e., fundamental task). Each
scenario is related to the corresponding task-related
knowledge base, which encompasses task back-
ground, workflow-related knowledge, and a collec-
tion of tools to be employed.

A comprehensive top-down example is depicted
in the left part of Figure 2. In the domain of cus-
tomer services, several agent roles are configured,
including restaurant waiter, hotel reception, and
apartment manager. The role of apartment man-
ager is then in charge of two scenarios: apartment
search and bill inquiry. Each of these scenarios is
then related to its task-related knowledge base.

4.2 Benchmark Construction
The construction pipeline of FlowBench is struc-
tured into three phases: scenario collection, work-
flow organization, and session generation.
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Domain Role Scenario Session Turn

Customer service 4 12 114 1167
Personal assistant 3 7 92 821
E-tailing Recommandation 2 5 32 330
Travel&Transportation 4 9 135 1421
Logistics solutions 3 6 61 521
Robotic process automation 6 12 102 1053

Overall 22 51 536 5313

Table 2: Domain statistics of FlowBench.

Task Collection For a benchmark to effectively
assess workflow-guided planning ability, its diver-
sity and wide coverage are essential. To achieve
this, we initially draw inspiration from the collected
tasks in existing works (Mosig et al., 2020) and
further conduct extensive extensions. Our task col-
lection is targeted towards both personal customers
and business enterprises. Consequently, the roles
and scenarios of FlowBench are meticulously col-
lected from the following 6 domains:

• Customer Service provides advice, reception,
reservation, and after-sales support.

• Personal Assistant is to provide personal
management and solution services.

• E-tailing Recommendation aids in product
discovery and purchase during shopping.

• Travel&Transportation offers support for
travel and transportation arrangements.

• Logistics Solutions assist in the management
of express delivery and logistics services.

• Robotic Process Automation (RPA) focuses
on automating and streamlining complex work
processes, especially in business contexts.

As mentioned in benchmark schema (Sec-
tion 4.1), each of these domains contains several
agent roles (22 in total), and each role in these do-
mains further includes several task scenarios (51 in
total). The complete scenarios and roles for each
domain can be found in the Appendix and the six
domains are also drawn in Figure 2.

Workflow Organization After collecting task
scenarios, next we describe the extraction and struc-
turing of workflow-related knowledge for each sce-
nario. Instead of brainstorming, we consult some
existing references, such as professional knowl-
edge corpora (e.g., WiKiHow (Koupaee and Wang,
2018)), websites of workflow knowledge (e.g., Za-
pier (Zapier)), and search engine results.

Integrating information from these sources, we
initially summarize the workflow-related expertise
point by point into a natural language document.
Then different human annotators are required to
independently verify the correctness, complete-
ness, and non-redundancy of these knowledge doc-
uments. Following this, we employ GPT-4 (Ope-
nAI, 2023b) to convert such text format knowledge
into code and flowchart formats following the spec-
ified standards and incorporate manual verification
to ensure knowledge consistency. An example of
workflow knowledge embedded in different for-
mats is provided in Appendix D. After structur-
ing the workflow knowledge, we proceed to orga-
nize the tool invocation information involved in the
workflow. Adhering to the GPT-4 function calling
format, we outline the description for each tool
call, the parameters for inputs/outputs, and the cor-
responding information for each parameter.

Interactive Session Generation With the orga-
nized workflow-related knowledge at hand, our sub-
sequent endeavor is to synthesize the ground-truth
user-agent interactive sessions for every scenario.
Such generated sessions will serve as the prerequi-
site for our evaluation framework, whose details are
discussed later in Section 4.3. Our principle is to
enhance the diversity and authenticity of generated
sessions. To achieve this, we prompt GPT-4 to gen-
erate diverse user profiles under each scenario to
enhance diversity, which includes user background,
user targets, response tones (i.e., response style).
For data authenticity, we further intentionally incor-
porate some out-of-scenario items, such as casual
chit-chat and irrelevant off-scope intents, into the
user profiles, mimicking real-world scenarios.

Given generated user profiles, a collaborative
annotation strategy is employed, which assigns a
cooperative pair of a human annotator and an LLM
annotator (GPT-4) for both the user and agent side.
Specifically, for each interaction turn, on the user
side, the human annotator crafts the subsequent
user intent and dialogue draft based on task context
and interaction history, which is then verified and
rephrased by the LLM annotator to match the re-
quired response tone. As for the agent side, the hu-
man annotator leverages the workflow knowledge
to formulate the next action plan and craft an initial
response draft, which is subsequently reviewed and
embellished by the LLM annotator. This collabora-
tive generation process continues iteratively until
the entire session is fully annotated.
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Model Format
SINGLE-SCENARIO CROSS-SCENARIO

Tool Invocation Parameter
F1

Response
Score

Tool Invocation Parameter
F1

Response
ScoreP R F1 P R F1

GPT-4o

None 73.8 60.3 66.3 76.5 7.80 60.8 51.2 55.4 70.8 7.85
Text 75.9 63.6 69.1 77.2 8.22 66.0 54.9 59.9 71.0 8.34
Code 73.7 64.9 69.0 78.3 8.30 63.2 53.9 58.2 70.7 8.23

Flowchart 83.4 68.9 75.5 80.9 8.38 73.9 56.0 63.7 72.2 8.29

GPT-4-Turbo

None 68.3 52.1 59.1 71.7 7.55 53.9 45.6 49.2 63.9 7.77
Text 70.2 56.8 62.9 74.5 7.94 55.3 47.2 51.1 64.3 8.05
Code 73.7 61.4 67.0 78.8 7.98 53.7 49.4 51.4 65.1 8.03

Flowchart 78.9 69.3 73.6 79.2 8.06 67.2 58.1 62.3 71.5 8.10

GPT-3.5-Turbo

None 58.5 51.9 55.0 67.9 7.01 52.5 42.7 47.2 66.2 7.19
Text 63.4 56.8 59.8 72.5 7.28 53.5 48.9 51.0 69.0 7.39
Code 60.7 55.0 57.9 69.2 7.33 53.1 47.7 50.2 70.2 7.33

Flowchart 71.6 59.6 65.4 76.3 7.39 60.9 51.0 55.6 70.8 7.30

Table 3: Performance comparisons of different LLMs equipped with different formats of workflow knowledge under
static turn-level evaluation. Bold entries indicate superior results.

Data Verification To ensure data quality, we in-
corporate human verification at each stage during
benchmark construction. Three human annotators
participate in the quality verification process. Each
submission from an annotator will be subject to
cross-verification by the remaining two annotators.

Benchmark Statistics The statistics of Flow-
Bench are shown in Table 2, and the comparisons
with some related benchmarks are in Table 1. The
construction cost is in Appendix A.3.

4.3 Evaluation Framework

After benchmark construction, we propose a holis-
tic and multi-faceted evaluation framework in this
section. We categorize our evaluation scenarios ac-
cording to task awareness, and present two distinct
facets of static and simulated assessments.

4.3.1 Task Awareness
As previously mentioned in Section 4.1, in our
dataset schema, each agent role is paired with sev-
eral respective task scenarios. Therefore, we divide
our evaluation scenarios into single-scenario and
cross-scenario evaluations based on whether the
specified task scenario is known a priori. (i)-Single-
scenario evaluation assumes a pre-determined task
scenario. An agent role is provided with the work-
flow knowledge of that scenario and needs to nav-
igate, plan, and execute actions within this single
task scenario. (ii)-Cross-scenario evaluation as-
sumes that the specific scenario is unknown. The
agent role is equipped with a versatile set of work-
flow knowledge covering all scenarios within the
role scope. The agent needs to flexibly plan and

switch between different scenario.

4.3.2 Evaluation Protocols
As mentioned in Section 3.1, our setting of multi-
turn user-agent interactions generalizes the tradi-
tional agent paradigm. Consequently, the conven-
tional evaluation protocols are incompatible with
our benchmark. To solve this, we design a holistic
evaluation protocol at both turn and session level,
as depicted in the right of Figure 2.

Static Turn-level Evaluation. Static turn-level
evaluation operates based on the ground-truth ses-
sions generated in Section 4.2. Specifically, given
a sampled ground-truth session d, for each turn i
in d, the agent is provided with the ground-truth
interaction history of previous (i − 1) turns from
d, and then prompted to plan the current-turn ac-
tion. Next, we compare the predicted action ãi and
response r̃i with ground truth ai,ri for evaluation.

Simulated Session-level Evaluation. To more
comprehensively assess planning capabilities in
real-world scenarios where actions are sequentially
planned and carried out, a simulated session-level
evaluation framework is proposed.

Specifically, we construct a user simulator based
on GPT-4. In order to ensure that the behavior of
this simulated user aligns with humans, we also
rely on the ground-truth sessions generated in Sec-
tion 4.2. We distill a task-user summary from each
of these sessions via GPT-4, which concludes in-
formation of task background, user goals, tool in-
vocation information. Notably, this task-user sum-
mary is different from the generated user profile
in Section 4.2. The user goals summarizes all the
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Model Format
SINGLE-SCENARIO CROSS-SCENARIO

Tool Invocation Success
Rate

Task
Progress

Tool Invocation Success
Rate

Task
ProgressP R F1 P R F1

GPT-4o

None 67.8 70.5 69.0 35.1 77.5 45.1 53.9 49.0 34.2 75.7
Text 73.7 81.2 77.2 41.7 83.4 50.5 58.7 54.1 40.9 81.2
Code 70.9 79.6 75.0 43.2 83.1 47.7 56.9 51.9 38.2 77.9

Flowchart 74.3 82.6 78.3 42.7 82.2 50.2 60.4 54.7 40.1 81.3

GPT-4-Turbo

None 62.9 64.0 63.5 31.9 76.7 43.6 47.0 45.2 31.1 75.3
Text 65.9 69.9 67.8 41.5 83.8 47.6 49.3 48.4 36.8 79.6
Code 79.3 64.7 71.2 37.8 83.6 47.5 52.9 50.0 37.3 82.0

Flowchart 70.5 78.3 74.2 40.6 82.3 50.1 51.2 50.6 39.4 81.1

GPT-3.5-Turbo

None 37.6 50.5 43.1 29.8 63.7 24.7 30.7 27.4 22.4 61.1
Text 44.1 55.6 49.1 37.0 69.7 25.6 31.5 28.2 25.2 63.9
Code 44.5 52.9 48.3 31.3 66.3 24.5 31.9 27.8 24.1 62.9

Flowchart 43.6 54.3 48.4 34.9 68.6 24.9 33.0 28.5 24.7 67.0

Table 4: Performance comparisons of different LLMs equipped with different formats of workflow knowledge under
simulated session-level evaluation. Bold entries indicate superior results.

objectives of the user, while tool invocation infor-
mation outlines the expected parameters and values
for tool usage. Based on this task-user summary,
a predicted session is produced with the simulated
user and the to-be-assessed agent for metric cal-
culation. All the evaluation metrics for turn and
session-level are discussed later in Section 5.1.

5 Experiment

5.1 Models and Baselines

LLMs. Given the difficulty of solving complex
tasks in practical scenarios, we mainly focus on
examining the effectiveness of advanced LLMs.
Hence we conduct experiments on several ad-
vanced LLMs with varying degrees of capability
from OpenAI: GPT-4o (Hel, 2024), GPT-4-Turbo
(OpenAI, 2023b), GPT-3.5-Turbo (OpenAI, 2022),

Knowledge Formats. We explore performances
with different embedded formats of workflow
knowledge, including (i)-Text variant in natural lan-
guage document formats, (ii)-Code variant that ad-
heres to Python pseudo-code style, (iii)-Flowchart
variant using low-code flowcharts following the
markdown mermaid syntax. (iv)-None variant is
further included, which only offers tool informa-
tion, withholding the workflow-related knowledge.
Notably text/code/flowchart are based on a consis-
tent workflow and are merely different in formats.

Metrics. We evaluate turn and session-level per-
formance based on step-wise planning accuracy
and overall task completion. Tool invocation is
evaluated for both levels by precision (P), recall
(R), and F1-score. An invocation is considered cor-

rect only when both tool name and all required pa-
rameters are correctly identified. On session level,
we sequentially check each ground-truth invocation
to verify if it matches any simulated one. On turn
level, the F1-score of parameter collection is also
included. We further evaluate response quality by
preference scoring (full marks:10) based on cor-
rectness, helpfulness, and humanness via GPT-4.
For session level, we evaluate the success rates
and task progress via GPT-4. (i)-Success rate de-
scribes the proportion of completely successful ses-
sions. A session is deemed successful when all
the goals specified in the task-user summary are
achieved. (ii)-Task progress indicates the percent-
age of goals completed within each session. The
evaluation prompts are in Appendix C.3.

Implementation Details. During the inference,
we adopt gpt-4o-0513 version for GPT-4o,
gpt-4-0125-preview version for GPT-4-Turbo,
and gpt-3.5-turbo-16k-0613 version for GPT-
3.5-Turbo. In automatic evaluation for response
preference, success rate, and average progress, we
adopt gpt-4-turbo-0125-preview version for
fair comparisons. The inference prompts utilize
ReAct (Yao et al., 2023b) framework consisting of
thought, action, observation. More implementation
details and examples are put in Appendix C.

5.2 Main Results

Table 3 and 4 display the performance comparisons
on the turn and session level. Based on these results,
the following summarizations can be observed:

(i)-When external workflow knowledge is ab-
sent and merely tool information is provided (vari-
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Format S-SCENARIO C-SCENARIO

Tool SR TP Tool SR TP

None w/o tool 53.0 28.9 72.1 31.7 25.3 71.3

None 63.5 31.9 76.7 45.2 31.1 75.3
Text 67.8 41.5 83.8 48.4 36.8 79.6
Code 71.2 37.8 83.6 50.0 37.3 82.0
Flowchart 74.2 40.6 82.3 50.6 39.4 81.1

Ensemble 75.1 45.3 85.2 51.8 43.4 81.6

Table 5: Performance for variant None w/o tool and
Ensemble with GPT-4-Turbo under session-level evalu-
ation. ‘Tool’, ‘SR’, and ‘TP’ indicate F1 score of tool
invocation, success rate and task progress respectively.

ant None), LLMs can still rely on their intrinsic
commonsense to achieve a basic understanding of
workflow. However, in some expertise-intensive
domains, lacking workflow knowledge can result
in notable degradation, as discussed in Section 5.3.

(ii)-The incorporation of workflow knowledge in
different formats can significantly facilitate agent
planning, achieving evident improvements at both
turn level and session level. Cross-scenario tran-
sitions cause a discernible decline, yet workflow
knowledge still provides a notable improvement.

(iii)-The efficacy of different knowledge formats
varies in different settings. The code format is less
effective on weaker LLMs, potentially because the
complex symbolic expressions impede information
conveyance. The text format, on the other hand,
continues to perform well on different LLMs.

(iv)-Overall, the flowchart format generally pro-
duces the best performance. For static turn-level
evaluations, it shows a notable advantage of 6.4%,
6.5% and 5.6% for F1 score of tool invocation on
different LLMs. For session level, the flowchart
demonstrates comparable performance to other for-
mats for task completion evaluation, while it still
performs the best for tool invocation. We specu-
late that such a lead stems from its organized and
comprehensible nature, which enables LLMs to
conveniently pinpoint the current state for better
planning. More analyses are put to Appendix B.

5.3 Further Analysis

Domain-wise Performance We further investi-
gate the performance distribution across domains.
For experiments on GPT-4-Turbo, the domain-wise
tool invocation F1-score is depicted in Figure 3.
We can see that workflow knowledge plays a more
significant role in those expertise-demanding do-
mains such as RPA, E-tailing Recommendation,

(a) Single-Scenario. (b) Cross-Scenario.

Figure 3: Domain-wise comparisons under session-level
evaluation. Initials are adopted to denote domains.

and Travel, greatly compensating for the lack of
inherent task-specific expertise in LLMs.

Effect of Tool Information As mentioned in
Section 4.1, in our task-specific knowledge bases,
alongside workflow-related knowledge that delin-
eates work processes, there is also tool information
describing the usage of different tools. Here, we
further strip away the tool information from None
variant and investigate this None w/o tool variant,
from which descriptions of both tools and their pa-
rameters are completely eliminated (only tool and
parameter names remain). As shown in Table 5,
such a variant experiences further degradation, es-
pecially for cross-scenario settings.

Knowledge Formats Combination. We further
explored the impact of combining different formats
of workflow knowledge. As shown in Table 5,
such a Ensemble variant is provided with text, code
and flowchart formats simultaneously. It shows
additional performance gains, which demonstrate
that different formats of consistent knowledge can
complement each other and get combined to boost
the agent’s comprehension of workflows.

6 Conclusions

We introduce FlowBench, the first benchmark tai-
lored for evaluating workflow-guided agent plan-
ning. We first revisit and formalize different work-
flow knowledge formats. Next, through extensive
experiments on FlowBench, we find that flowchart
formats achieve the best trade-off in terms of per-
formance and user experience. The results further
indicate that even the best-performing model, GPT-
4o, fails to deliver satisfying results on challenging
FlowBench. We hope that our work can provide
meaningful insights to future research in the field
of workflow-guided agent planning.
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Limitations

We present FlowBench, a challenging benchmark
for workflow-guided agent planning. Despite its
comprehensiveness, this work has certain limita-
tions that must be acknowledged. First, our bench-
mark covers three representative knowledge for-
mats from varying abstraction levels, but may not
cover all potential formats, which we intend to
explore in future endeavors. Moreover, we adopt
GPT-4-Turbo for automatic assessment in several
metrics during evaluation, which increases the eval-
uation cost of using our FlowBench. Our extraction
process of workflow knowledge also hinges on hu-
man efforts to ensure the quality, which is quite
expensive and time-consuming. Future endeavors
could explore the automation of workflow-related
knowledge extraction.

Ethics Statement

In this paper, we introduce FlowBench, a highly
challenging multi-domain benchmark for evalua-
tion workflow-guided agent planning abilities. Dur-
ing our benchmark construction, our human annota-
tors are instructed to filter out data potentially trig-
gering ethical concerns, including offensive con-
tent or social prejudices. Even though the orga-
nized workflow knowledge and the ground-truth
sessions have undergone filtering and verification,
our simulated session-level evaluation still incor-
porates LLMs for simulating real-time interaction.
Such API-based LLM simulators may exhibit bias
and unfairness. We advise potential users to first
apply bias reduction and correction methods to
eliminate biased simulated sessions during evalu-
ation, thereby enhancing fairness and ethical stan-
dards. We will release our benchmark and evalua-
tion scripts to foster innovation and aid the devel-
opment of future research.
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A Additional Benchmark Details

A.1 Entire List of Roles and Scenarios

As mentioned in Section 4.2, we collect our tasks
from six separate domains, with each domain en-
compassing different roles and scenarios. Here we
provide the entire of roles and scenarios within
each domain, as shown in Table 6.

A.2 Entire Benchmark Statistics

Here we further provide the entire benchmark statis-
tics in Table 8, including the number of sessions
and turns under the different settings of single-
scenario and cross-scenario respectively.

(a) Single-Scenario. (b) Cross-Scenario.

Figure 4: Domain-wise success rate under session-level
evaluation. Initials are adopted to denote domains.

A.3 Benchmark Construction Cost

We further provide the rough cost of benchmark
construction. Before quality filtering, we manu-
ally constructed a total of 58 scenarios and 730
dialogues. The annotation cost is $17.23 per sce-
nario and $9.44 per dialogue, amounting to a total
annotation cost of $7,892.60. Additionally, the cost
for generating multi-turn dialogue requests using
GPT-4-Turbo is approximately $1,000, bringing
the total cost to around $8,892.60.

A.4 Formatting Standards

In the process of organizing workflow knowledge,
we need to convert the text-based natural language
documents of workflow knowledge into code and
flowchart formats. Different standard requirements
are maintained for them. (i)-For code format, we
adopt Python-style pseudo code, mandating that
various action steps be delineated within distinct
functions. The variable names and parameters must
correspond to the workflow implications from text
documents. For commands that are difficult to
express through code, minimal commenting is per-
mitted for clarification. (ii)-For flowchart format,
we utilize Markdown Mermaid syntax for its vi-
sual operation capabilities. In the flowcharts, nodes
correspond to distinct states, outlining within them
the workflow directives applicable in those states,
which entails rules of actions and responses. Edges
represent the possible movements between nodes,
with transition conditions based on user intents or
environment feedback.

A.5 Demonstration of Samples

We provide a demonstration of samples, including
different knowledge formats, tool information and
complete ground-truth sessions in Appendix D.
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Domain Roles Scenarios

Customer Service

restaurant_waiter Restaurant Search, Restaurant Booking
hotel_reception Hotel Search, Hotel Booking, Hotel Room Service
apartment_manager Apartment Search, Schedule Viewing, Bill Inquiry, Payment
gas_equipment_service Gas Repairs, Gas Bill Payment, Gas Interruption Feedback

Personal Assistant
medical_consultant Schedule a Medical Consultation, Obtain Diagnostic Results
meeting_arrangement Meeting Initiation, Meeting Reschedule
financial_assistant Currency Exchange, Withdrawal Appointments, Balance Inquiry

E-tailing Recommandation online_shopping_support Product Search, Cart Management, Order Processing
computer_store_sale Laptop Recommendations, Computer Maintenance

Travel&Transportation

ride_service Ride Booking, Ride Inquiry
driving_service Driving Consultation, Cancel Reservation, Modify Reservation
flight_inquiry Flight Information Search, Flight Booking
travel_assistant Travel Guidance, Weather Inquiry

Logistics Solutions
express_support Express Delivery, Express Tracking Inquiry
moving_service Moving Service Appointment, Insurance Claim
food_delivery_service Online Questionnaires, Get Food Voucher

Robotic Process Automation

invoice_management Invoice Administration, Invoice Reimbursement
mail_administration Mail transmission, Mail Response
printing_service Document Printing, Printing State Notification
attendance_arrangement Attendance Anomaly Detection, Shift Handover
seal_management Seal Request, Seal State Notification
workstation_applicant Workstation Replacement, Workstation Change Directive

Table 6: Detailed Scenarios of different domains and roles for FlowBench.

Scenario
Setting Format Type of Failure Reasons

1 2 3 4 5

Single

None 52.1 4.5 6.0 35.1 2.3
Text 52.2 3.3 2.2 40.2 2.1
Code 57.3 1.9 2.9 35.9 2.0
Flowchart 56.9 0.9 3.9 34.9 3.4

Cross

None 32.4 4.3 9.0 54.3 0.0
Text 45.8 1.3 4.2 46.7 2.0
Code 41.4 1.2 8.0 47.1 2.3
Flowchart 49.5 0.9 7.5 40.9 1.2

Table 7: Analysis of different failure reasons for session-
level evaluations with GPT-4-Turbo. This shows the
percentage share (%) of different failure reasons.

A.6 More Details of Session Generation.

In Section 4.2, we have introduced some details
of interactive session generation. Here we further
discuss our framework from a broad viewpoint. As
shown in Figure 5, we adopt a self-talk framework
driven by role-asymmetry, where both the user and
agent side consists of a human-LLM collaborative
pair. The user side engages in role-playing based
on their profiles to present needs, and the agent side
applies workflow expertise to handle processes and
satisfy those needs. More details are in Section 4.2.

B Additional Experimental Results

B.1 Additional Performance Distribution

We further additional performance distribution
across domains. For experiments on GPT-4-Turbo,
the domain-wise success rate is depicted in Fig-
ure 4. It can be observed that workflow knowl-
edge has a substantial impact in some expertise-
demanding domains such as RPA, E-tailing Rec-
ommendation, and Travel&Tranportation. Some
domains show a noticeable performance drop in
the cross-scenario setting compared to the single-
scenario setting. We speculate this is due to a larger
scenario gap within the domain.

B.2 Analysis of Failure Causes

We further analyze the reasons for task failure in
session-level evaluation. Based on the workflow
content and observations of the agent predictions,
we categorize the failure reasons into the following
five categories, (i)-Type 1: Missing steps, which
means the agent missed a step needed to complete
the task. (ii)-Type 2: Incorrect sequence, which
means the agent employs incorrect order of multi-
ple steps. (iii)-Type 3: Incorrect transition, which
includes incorrect recognition of user intent and
transition conditions. (iv)-Type 4: Tool usage,
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Domain Roles Scenarios Sessions Turns
Single-Scenario Cross-Scenario Single-Scenario Cross-Scenario

Customer Service 4 12 66 48 619 547
Personal Assistant 3 7 59 33 510 311
E-tailing Recommandation 2 5 21 11 199 131
Travel&Transportation 4 9 78 57 764 657
Logistics Solutions 3 6 38 23 299 222
Robotic Process Automation 6 12 73 29 703 350

Total 22 51 335 201 3094 2219

Table 8: Entire domain statistics of FlowBench.

Task GPT-4o GPT-4-Turbo GPT-3.5-Turbo

Single-Scenario 92.5 91.8 77.9
Cross-Scenario 84.0 70.7 57.3

Table 9: Comparisons of node prediction accuracy for
turn-level flowchart-guided evaluation.

which means the agent fails in calling the correct
tool name or in collecting parameters. (v)-Type 5:
Other reasons. We conduct statistics on the reasons
for failure in the samples via GPT-4-Turbo. Table 7
illustrates the proportion (%) of failure causes in
each setting for GPT-4-Turbo. It can be observed
that lacking workflow guidance often leads to an
increase in step sequencing (type 2) and transition
errors (type 3), while flowchart formats are effec-
tive in addressing sequence errors. Further, with
more tools available in cross-scenario situations,
there’s also an increase in tool invocation errors.

B.3 Average Number of Turns
We further display the average number of turns for
the simulated sessions during session-level eval-
uation in Figure 6 (each turn consisting of either
an agent-user or agent-environment interaction).
It can be observed that the lack of workflow re-
sults in slightly fewer rounds required (since the
agent is utterly clueless about what actions to per-
form), whereas various formats have a negligible
impact. For different LLMs, GPT-3.5-Turbo de-
mands a larger amount of turns, with cross-scenario
cases typically requiring more rounds than single-
scenario as well.

B.4 Results of Node Prediction
Due to the special graph-structured nature of
flowcharts, more analysis results are possible. For
flowchart-guided planning, every step involves
moving to a state node. We provide node accu-
racy metrics for turn-level flowchart-guided plan-

Figure 5: The session generation framework.

ning, illustrated in Table 9. It can be observed that
the most capable LLM GPT-4o can achieve satis-
factory performance, while there is a significant
variation among LLMs of different capabilities, in-
dicating substantial differences in their ability to
comprehend structured flowcharts.

B.5 Additional Results on Open-source LLMs

Our FlowBench is designed to provide a general
and systematic evaluation framework that does not
rely on specific LLM architectures (as it simply
collects predictions from black-box LLMs for eval-
uation ). Here we further provide the performance
comparisons under static turn-level evaluation on
the open-source LLMs Qwen2-72B-Instruct and
Qwen2-7B-Instruct with different sizes to vali-
date the extensive adaptability of our FlowBench.
The results are shown in Table 10.

B.6 Additional Alignment Verification of
Human and LLMs as Judges

We further conduct an alignment verification be-
tween the judgment of humans and LLMs. To
achieve this, two groups of experts are recruited
to separately offer a batch of human judgments
of response quality. Specifically, for both single-
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Model Format

SINGLE-SCENARIO CROSS-SCENARIO

Tool Invocation Parameter
F1

Response
Score

Tool Invocation Parameter
F1

Response
ScoreP R F1 P R F1

Qwen2-7B

None 32.5 38.0 35.0 55.4 6.35 25.8 28.0 26.9 46.7 5.99
Text 36.8 38.5 37.6 57.1 6.58 28.3 29.7 29.0 49.4 6.20
Code 36.8 37.3 37.0 56.0 6.53 28.5 29.0 28.8 48.2 6.25

Flowchart 39.1 38.5 38.8 57.2 6.56 29.5 29.7 29.6 49.7 6.22

Qwen2-72B

None 46.2 63.2 53.3 75.6 7.36 33.3 54.7 41.7 71.6 7.04
Text 47.6 65.8 55.3 78.8 7.57 34.2 55.2 42.2 72.5 7.29
Code 46.7 67.5 55.2 78.7 7.69 35.7 56.3 43.5 72.0 7.35

Flowchart 52.4 65.0 58.1 78.8 7.65 42.1 55.1 47.4 72.1 7.42

Table 10: Performance comparisons on Qwen2-7B and Qwen2-72B equipped with different formats of workflow
knowledge under static turn-level evaluation. Bold entries indicate superior results.

(a) Single-Scenario. (b) Cross-Scenario.

Figure 6: Average number of generated turns for simu-
lated sessions under session-level evaluation.

scenario and cross-scenario settings, we randomly
picked 50 samples and their turn-level responses
on GPT-4-Turbo with 4 different knowledge for-
mats. The human evaluators are given the same
instructions on scoring criteria as the LLM evalua-
tor. The two groups of human annotators provide
independent scores for the same sampled subset.
Finally, the human-model alignment verification
is achieved by comparing the Pearson correlation
coefficients (i)-between the human ratings of group
1 and human ratings of group 2 and (ii)-between
the GPT-4 ratings and human ratings. The Pearson
coefficient results are shown in Table 11. Each cell
in the table is formatted as (i) human-human / (ii)
human-LLM. It can be observed that the correlation
coefficients between humans and LLMs are just
slightly smaller than those between humans and hu-
mans (even bigger in two cases), which proves that
employing LLMs for evaluation is both effective
and well aligned with human judgment in our task.

C Additional Implementation Details

C.1 More Implementation Details

In the construction process of our benchmark, we
filtered out 12% of the scenarios and 26% of the

(i)/(ii) None Text Code Flowchart

S-Scenario 0.87 / 0.81 0.88 / 0.86 0.80 / 0.76 0.82 / 0.78
C-Scenario 0.86 / 0.87 0.83 / 0.76 0.89 / 0.82 0.83 / 0.85

Table 11: Alignment Verification of human and LLMs
as judges, where (i) is the Pearson coefficient between
human and human, (ii) is that between human and LLM.

sessions after the initial annotation. During the
ground-truth session generation, we also follow the
setting of task awareness and generate sessions of
both single-scenario and cross-scenario settings. In
turn-level assessments, all ground-truth sessions
are utilized. For simulated session-level evaluation,
however, we preserve only those portions of the
ground-truth sessions that are lengthy and more
comprehensive, and then a user-task summary is
created for simulation. For session-level assess-
ment, the maximum number of interaction turns
is restricted to 15 for single-scenario and 20 for
cross-scenario. If the task is not completed within
these limits, it is deemed a failure.

Moreover, we further provide additional evalu-
ation details. During the evaluation of tool invo-
cation, parameter matching is required. For types
like numbers and enumerations, an exact match
between predictions and ground truth is employed.
In cases of more substantial strings where similar
phrases could imply the same idea, we resort to
using GPT-4-turbo for fuzzy matching, guided by
precedent work. During our evaluations, All ex-
periments are conducted three times, and the mean
results are displayed.

C.2 Prompt Design for Inference

Below we provide the inference prompt with
the ReAct strategy. Notably, for both turn-level
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Figure 7: Visualization of flowchart format workflow
knowledge for the scenario of flight booking.

and session-level evaluations, the same inference
prompt is used. For the cross-scenario setting, all
the task-related knowledge bases from relevant sce-
narios are sequentially inserted into the prompt.
You are a helpful assistant for the task of .....

{task background}

Specific requirements:
1. You need to act as an assistant and engage in a
conversation with the user , following the business process
and API information.
2. You have been provided with the flowchart information for
different scenarios under a specific role.

3. You can only answer questions within the scope of the
given several workflow processes. If the user asks a
question beyond these scopes , please apologize and explain
to the user in the response part.
4. When asking for API input parameters , ensure that the
provided parameter values comply with the specified format
regarding both the correctness of the format and the
completeness of the content. Do not assign values
arbitrarily. In instances where the parameters do not meet
the format requirements , notify users to make the necessary
adjustments until the requirements are satisfied.
5. When the user has multiple requests at the same time ,
please select one appropriate request for processing first
and inform the user that other requests will be resolved
subsequently. If there is unfinished business in the
previous conversation , continue to provide the necessary
help and guidance to assist them in completing the business
process. When multiple APIs need to be called , do so in
separate rounds , with a maximum of one API call output per
round. When the user indicates that the business is finished
or says goodbye , respond politely and end the conversation.

6. Your output format should be chosen from one of the two
templates below (7.1 and 7.2):
7.1 If you need to interact with the user:
```
Thought: xxx (description of your thought process )
Response: xxx (the content you need to inquire or reply)
```
[Format Explanation]
(1) Thought includes 2 pieces of information: [Step: Analyze
the current intent ]: 'The current intent intent=xxx '. [Step

: Decide the follow -up actions ]: 'Next , I need to xxx.'
7.2 If you need to call an API (only one API call per time):
```
Thought: xxx (description of your thought process )
Action: xxx (the function name to be called , do not add the
prefix "functions .")
Action Input: xxx (the parameters for the function , must be
in strict JSON format)
```
[Format Explanation]
(1) 'Thought ' includes the information described in sections
(1) and (3) of 7.1, totaling seven [Step: xxx] pieces of

information.
(2) In template 7.2, do not output 'Response ', only output '
Thought ', 'Action ', and 'Action Input '.

8. When multiple possible intents exist , connect them with '
OR ' and clarify which situation is being inquired about;

when expressing multiple intents , connect them with ' AND '.

Please adhere strictly to the defined output format. Do not
output the placeholder "...." verbatim; instead , fill it
with the corresponding content.

Workflow information:
{workflow information in specified formats}

Tool information:
{toolbox information}

Current time:
{current time}

Listing 1: Prompt for inference

C.3 Prompt Design for Automated
Evaluation.

Response Scoring. Below we provide the eval-
uation prompt of response scoring for turn-level
evaluations. The full score is 10 points.
Please serve as an impartial judge to evaluate the response
quality of the assistant. Your evaluation should be based on
the following criteria:

(1) Correctness: Does the reply remain consistent with the
workflow knowledge without any contradictions?
(2) Helpfulness: Has the user 's request been reasonably
understood and addressed , fulfilling the user 's needs within
the provided workflow scope?

(3) Humanness: Is the response coherent , clear , complete ,
and does it include human acknowledgment?
Please compare the provided response with the reference
response and evaluate it based on the mentioned dimensions.
Then , aggregate these assessments to assign an overall score
. A perfect score is 10 points , with 9-10 points indicating
high quality , nearly identical to the reference answer; 7-8
points indicating quality close to the reference answer; 6-7
points being of moderate quality; 4-5 points indicating a

lower quality response; and 2-3 points for a response with
significant errors.

Here is the true value response from the reference: {
reference_input}

Here is the generated response from the assistant:
{predicted_input}

Here is the knowledge related to the workflow:
{text format workflow knowledge}

Just reply with the score , the format is as follows ,
Score: xxx

Listing 2: Prompt for response scoring

Task Completion. Below we provide the evalua-
tion prompt for evaluating task completion, includ-
ing the success rate and task progress.
You serve as an assistant responsible for assessing if a
dialogue system has achieved the user 's goals. You are given
the provided user profile , user objectives , and the

dialogue record between the system and the user , your task
is to determine if the system has met all the goals of the
user.
Below is the user profile , the user 's objectives , including
the APIs the user expects to be called with the
corresponding input parameters:

User target: {user target from the task -user summary}

Below is the workflow information (mermaid) and API
information of the task where the dialogue is located.

workflow_info: {text format workflow knowledge}

Below is the interaction content between the role of 'user '
and the 'assistant ' system. In the assistant 's 'Thought ,'
the content of 'Action ' and 'Action_input ' indicate the API
and parameters that need to be called. The content of '
function ' denotes the returned results of the API calls.

simulated_session: {the predicted session}
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Now , your task is to decide whether the dialogue has
fulfilled all the user 's goals previously mentioned. This
encompasses whether the dialogue has completed the
information inquiry and interaction needed , if the
corresponding APIs have been correctly called , and whether
the API call parameters were transmitted accurately.

You only need to check whether the target within the
provided workflow chart and API information has been
completed. If the target goes beyond the scope of the
provided workflow information , there is no need to check
this target. You don 't need to check whether the return
value of the API parameter is reasonable , you only need to
check whether the parameter collection is reasonable.

Only consider whether the system (assistant) has completed
the task. If the user does not make any requests in the goal
, or makes requests beyond the goal , the goal is considered
completed. The main criteria are the collection and
invocation of API parameters. You need to focus on examining
whether the intent parsing and responses are reasonable ,

and whether each goal is completed. If all goals are
completed , it is considered successful

You also need to output the total number of user goals (if
there are multiple goals), and the number of goals that have
been achieved , considering goals outside the business

process as completed. (The total number of goals is greater
than or equal to the number of completed goals).
Use a rigorous evaluation mode where each goal is achieved (
or out of scope) for overall success

Your reply template should follow this format:
Result: yes/no (overall success)
Total number of goals: 4
Number of accomplished goals: 3
Reason: If the goal is completed , no reason is required. If
not , please specify why you judged it to be incomplete.

Listing 3: Prompt for assessing task completion

C.4 Additional Annotator Information
Annotator Information Below we provide some
basic information about the annotators.

• Number of annotators: Overall 17 annotators
participated in the construction of our bench-
mark, where 5 of them were in charge of task
collection and workflow organization, 9 were
responsible for interactive session generation,
and 3 were involved in data verification.

• Annotation expenses: The complete data con-
struction process took the annotation groups
about 2.5 months. The annotation expenditure
is also shown in Appendix A.3.

• Demographic information: Among these 17
annotators, in terms of age, 10 are between
20-29 years old, 4 are between 30-39, and 3
are between 40-49. Regarding gender, 12 are
female and 5 are male. In terms of educational
level, 13 annotators possess a bachelor’s de-
gree, while 4 have a graduate degree. All these
annotators have been provided with exhaus-
tive annotation training.

Annotator Instruction We adopt a human-LLM
collaborative annotation strategy for interactive ses-
sion generation. In practical annotation, the human
annotators are given an instructional manual and

undergo training based on already annotated exam-
ples. Below we provide a brief instruction.
Objective:
Based on the existing conversation history , please formulate
the user intent and response draft in accordance with the

user background and targets specified in the user profile.
Annotation steps:
(a) Please carefully read the entire content of the user
profile , focusing particularly on the user 's background and
targets.
(b) Based on the existing conversation history , analyze
which targets outlined in the user profile remain incomplete
, and determine the next target to focus on.
(c) Think from the user 's perspective and identify the
following user intent , accompanied by a simple response
draft.
Requirements:
{here are the given annotation requirements .}
Annotation formats:
{here are the explained annotation formats .}
Given annotated examples:
{here are some examples of already -annotated data.}

Listing 4: Instructions for annotators

D Additional Demonstration

We further deliver a workflow knowledge showcase
for ‘flight booking’ within the role ’flight_inquiry’
in the travel&transportation domain, accompanied
by a generated cross-scenario ground-truth session.

Text Format. Below is the workflow knowledge
embedded in text format for the scenario of flight
booking under the role of flight_inquiry.
The process of booking a flight begins when the user
initiates the request. The user is then prompted to provide
the flight ID. Once the flight ID is given , the system calls
the checkAvailability function to confirm the flight status
and check for availability based on the returned is_air

status.

If the flight is available , the system informs the user
about the flight 's availability and requests their ID number
and name. The system then calls the reserveFlight function

to make the reservation and checks the success of the
reservation based on the returned is_successful status.

If the reservation is successful , the system informs the
user that the reservation succeeded and provides the booking
details , which are based on other returned values from the

reserveFlight. The user is then asked if they want to book
another flight.

If the user decides to book another flight , the process
loops back to requesting the user 's ID number and name for
the new reservation. If the user does not want to book
another flight , they are welcomed to contact the system
again for future needs.

If the flight is not available , the system informs the user
that the flight is unavailable and asks if the user wants to
book another flight. If the user decides to book another

flight , the process returns to checking the availability of
the new flight. If the user does not wish to book another
flight , they are also welcomed to contact the system for
future needs.

If the reservation fails , the system notifies the user of
the failure and asks if they want to try booking another
flight. If the user agrees , the process loops back to
attempting the reservation again. If the user chooses not to
rebook , they are informed that they are welcome to contact

the system again in the future.

Listing 5: Text-Format workflow for flight booking

Code Format. Below is the workflow knowledge
embedded in code format with python style for the
scenario of flight booking.
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def book_flight ():
request_initiated = True

while request_initiated:
# Prompt for flight ID
flight_id = request_flight_id ()

# Check availability
if check_availability(flight_id):

# Inform availability and request user info
inform_user_available ()
user_id = request_user_id ()
user_name = request_user_name ()

# Attempt reservation
reservation_result = reserve_flight(flight_id ,
user_id , user_name)
if reservation_result['is_successful ']:

# Inform success and provide details
inform_reservation_success(
reservation_result)

# Ask if user wants another booking
if user_wants_to_book_another ():

continue
else:

request_initiated = False
inform_user_contact_again ()

else:
# Inform failure and ask if user wants to
try again
inform_reservation_failure ()
if user_wants_to_try_again ():

continue
else:

request_initiated = False
inform_user_contact_again ()

else:
# Inform unavailability and ask if user wants to
book another flight

inform_user_unavailable ()
if user_wants_to_book_another ():

continue
else:

request_initiated = False
inform_user_contact_again ()

def request_flight_id ():
return input("Please␣provide␣the␣flight␣ID:␣")

def check_availability(flight_id):
# Simulate check availability (always returns True for
this example)
return True

def inform_user_available ():
print("The␣flight␣is␣available.")

def request_user_id ():
return input("Please␣provide␣your␣ID␣number:␣")

def request_user_name ():
return input("Please␣provide␣your␣full␣name:␣")

def reserve_flight(flight_id , user_id , user_name):
# Simulate reservation (always succeeds for this example
)
return {'is_successful ': True , 'flight_details ': 'Flight
␣AA123␣at␣7:00␣AM␣on␣April␣5'}

def inform_reservation_success(reservation_result):
print("Reservation␣succeeded.")
print(f"Booking␣details:␣{reservation_result}")

def user_wants_to_book_another ():
response = input("Do␣you␣want␣to␣book␣another␣flight?␣(
yes/no):␣").strip().lower()
return response == "yes"

def inform_user_contact_again ():
print("Thank␣you!␣Please␣contact␣us␣again␣for␣future␣
needs.")

def inform_reservation_failure ():
print("Reservation␣failed.")

def user_wants_to_try_again ():
response = input("Do␣you␣want␣to␣try␣again?␣(yes/no):␣")
.strip().lower()
return response == "yes"

def inform_user_unavailable ():
print("The␣flight␣is␣unavailable.")

# Start booking process
book_flight ()

Listing 6: Code-Format workflow for flight booking

Flowchart Format. Below is the workflow
knowledge embedded in flowchart format for the
scenario of flight booking. Its visualization is also
shown in Figure 7.
flowchart TD
SK000(Start)--Book a flight -->SK001 >Inquire the user for the
Flight ID,

call checkAvailability to confirm flight status ,
and check flight availability based on the returned is_air]
SK001 --Flight is available --> SK002 >Tell the user that the
flight is available.
Ask the user for ID number and name , call reserveFlight , and
check if the reservation is successful based on the

returned is_successful ]
SK002 --Reservation succeeded -->SK003[Inform the user that
the reservation succeeded , and notify the user of booking
details based on other returned values of reserveFlight.
Ask if the user wants to book again]
SK002 --Reservation failed -->SK004[Notify the user that the
reservation failed and ask if the user wants to book again]
SK004 & SK003 --User books again -->SK002
SK004 & SK003 --User does not rebook -->SK006[The user is
welcome to contact again for future needs]
SK001 --Flight is unavailable -->SK005[Inform the user that
the flight is unavailable , and confirm if the user wants to
book another flight]
SK005 --User books another flight -->SK001

Listing 7: Flowchart-Format workflow.

Toolbox Information. Below we provide the tool
information within the knowledge base of the flight
booking scenario. There are two available tools of
checkAvailability and reserveFlight.
API: checkAvailability
API Desciption: Check the ticket availability for a flight
given by the user
Input parameters: {" plan_code ": {"type": "string", "
description ": "Flight ID, such as \"CA1234 , CZ5678 , MU9101 ,
3U4567 , FM8901 , HU7890 \"", "required ": true}, "
estimated_time ": {"type": "string", "description ": "
Estimated time , in the format: year + month + day + hour.
For example , \"12 o'clock on January 7, 2199\". If not
filled in, the default is now.", "required ": false}}
Output parameters: {" is_air ": {"type": "string", "
description ": "Whether the airplane can be ticketed.
Enumerated type , [true , false ]"}}

API: reserveFlight
API Desciption: Reserve the user 's flight number and return
the reservation information
Input parameters: {" plan_code ": {"type": "string", "
description ": "Flight ID, such as \"CA1234 , CZ5678 , MU9101 ,
3U4567 , FM8901 , HU7890 \"", "required ": true}, "cabin_type ":
{"type": "string", "description ": "Cabin type. Enumerated
type , [Economy Class , Business Class , First Class]. If not
filled in, these types will be selected from front to back",
"required ": false}, "estimated_time ": {"type": "string", "

description ": "Estimated time , in the format: year + month +
day + hour. For example , \"12 o'clock on January 7, 2199\".
If not filled in, the default is now", "required ": false}}

Output parameters: {" is_successful ": {"type": "string", "
description ": "Whether the reservation is successful.
Enumerated type , [true , false]"}, "boarding_number ": {"type
": "string", "description ": "Boarding number , such as \"C1 ,
D3, E7, F2, G4, H6\"."}, "seat_number ": {"type": "string", "
description ": "Seat number , such as \"12A, 15C, 21F, 28D, 34
B, 42E\""}, "airport_name ": {"type": "string", "description
": "Airport name , such as \" Beijing Capital International
Airport , Shanghai Pudong International Airport \""}, "
actual_time ": {"type": "string", "description ": "Actual time
, in the format: year + month + day + hour. For example ,
\"12 o'clock on January 7, 2199\". If not filled in, the
default is now ."}}

Listing 8: Toolbox information example

Session Example Below we further provide a
demonstration example of a cross-scenario ground-
truth session for the role of flight_inquiry, which
includes the scenarios of flight booking and flight
information search. As shown below, different in-
teraction sources (user, agent, environment) are
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indicated upfront. The agent may choose to reply
with a ‘Response’ (interact with the user) or uti-
lize a tool with ‘Action’ along with ‘Action Input’
(interact with the environment).
User:
Hello! I need to book a flight from New York to London for a
business meeting. Can you provide options for flight times ,
duration , and pricing? Thank you!

Agent:
Response: Could you please provide me with the departure
date and time for your flight from New York to London?
Additionally , if you have any preferred airlines , please let
me know.

User:
Hi again! I'm looking to depart on April 5th, anytime in the
morning. No specific airline preferences; I'm just looking

for the best combination of price and travel time. Thanks!

Agent:
Response: Could you specify an approximate time in the
morning on April 5th for your departure? For example , would
around 7 AM work for you?

User:
Absolutely , around 7 AM would be perfect. Could you also
check if there are any flights available a bit later in the
morning , just in case? Thanks!

Agent:
Action: planeSearch
Action Input: {" starting_point ": "New York", "end_point ": "
London", "estimated_time ": "7 o'clock on April 5, 2039"}

Environment:
{" plan_dict ": [" plan_code ": "AA123", "plan_type ": " Boeing
737", "departure_time ": April 5th, 2039, 7:00 AM", "
plan_price ": "$500"], [" plan_code ": "BA456", "plan_type ": "
Boeing 777", "departure_time ": April 5th, 2039, 8:00 AM", "
plan_price ": "$550"], [" plan_code ": "DL789", "plan_type ": "
Boeing 787 ", "departure_time ": April 5th, 2039, 9:00 AM", "
plan_price ": "$530 "]}

Agent:
Response: I found some flights for you from New York to
London on the morning of April 5th. Here are the options:
1. Flight AA123: Departs at 7:00 AM, arrives at 7:00 PM,
Duration: 12 hours , Price: $500
2. Flight BA456: Departs at 8:00 AM, arrives at 8:00 PM,
Duration: 12 hours , Price: $550
3. Flight DL789: Departs at 9:00 AM, arrives at 9:00 PM,
Duration: 12 hours , Price: $530
Please let me know which flight you would prefer or if you
need more information on any of these options.

User:
Oh, thanks for the options! Could you tell me if any of
these flights offer Wi-Fi service or extra legroom? I need
to work during the flight.

Agent:
Response: I apologize , but I don 't have information
regarding specific amenities like Wi-Fi service or extra
legroom on flights. You might want to check directly with
the airlines for detailed service offerings. Can I assist
you with anything else related to your flight booking?

User:
That 's understandable , thanks! Could you please help me book
Flight AA123 then? I'll contact the airline directly for

the extra details.

Agent:
Action: checkAvailability
Action Input: {" plan_code ": "AA123", "estimated_time ": "7 o'
clock on April 5, 2039"}

Environment:
{" is_air ":" true"}

Agent:
Response: The flight AA123 on April 5th at 7:00 AM is
available. To book this flight , could you please provide
your ID number and full name as it appears on your
identification?

User:
Sure! My full name is Johnathan L. Smith and my ID number is
987654321. Please proceed with the booking. Thanks for your
help!

Agent:
Action: reserveFlight
Action Input: {" plan_code ": "AA123", "estimated_time ": "7 o'
clock on April 5, 2039"}

Environment:
{" is_successful ": "true", "boarding_number ": "C1", "
seat_number ": "12A", "airport_name ": "John F. Kennedy
International Airport", "actual_time ": "7 o'clock on April
5, 2039"}

Agent:
Response: Your reservation for Flight AA123 on April 5th at
7:00 AM from John F. Kennedy International Airport has been
successfully booked. Here are your booking details:

- Boarding number: C1
- Seat number: 12A
- Airport: John F. Kennedy International Airport
- Departure Time: 7 o'clock on April 5, 2039
Would you like to book another flight or is there anything
else I can assist you with?

User:
No, that 's all for now. Thanks for all your help!

Agent:
Response: You 're welcome , Johnathan! If you need any more
assistance in the future , feel free to reach out. Have a
great trip and a successful business meeting in London! Safe
travels!

Listing 9: Ground-truth cross-scenario session example
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