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Abstract

Although human evaluation remains the gold
standard for open-domain dialogue evaluation,
the growing popularity of automated evaluation
using Large Language Models (LLMs) has also
extended to dialogue. However, most frame-
works leverage benchmarks that assess older
chatbots on aspects such as fluency and rele-
vance, which are not reflective of the challenges
associated with contemporary models. In fact,
a qualitative analysis on SODA (Kim et al.,
2023), a GPT-3.5 generated dialogue dataset,
suggests that current chatbots may exhibit sev-
eral recurring issues related to coherence and
commonsense knowledge, but generally pro-
duce highly fluent and relevant responses.

Noting the aforementioned limitations, this
paper introduces SODA-EVAL1, an annotated
dataset based on SODA that covers over 120K
turn-level assessments across 10K dialogues,
where the annotations were generated by GPT-
4. Using SODA-EVAL as a benchmark, we then
study the performance of several open-access
instruction-tuned LLMs, finding that dialogue
evaluation remains challenging. Fine-tuning
these models improves performance over few-
shot inferences, both in terms of correlation
and explanation.

1 Introduction

Current evaluation practices of dialogue systems
are still highly dependent on human evaluation.
Whilst evaluation using strong LLMs has increased
in popularity, human evaluation remains the gold
standard since it offers a direct view towards hu-
man preferences and satisfaction in the interac-
tion, which is the major goal of open domain di-
alogue. Leaderboard platforms such as ChatBot
Arena (Chiang et al., 2024) rank models by calcu-
lating an Elo rating obtained from pairwise compar-
isons of chatbot responses. However, DA (direct

1github.com/johndmendonca/soda_eval.

Yasmine: I’ve been feeling really anxious lately about my
job. I’m not sure if I can find a new job that pays as much
as my current job.

Wife: Why are you feeling anxious about your job?

Yasmine: I’m just not sure if I have the skillset to find a
new job that pays as much as my current one. My current
job is pretty secure, but it doesn’t pay that well. And with
the economy the way it is, I’m just not sure if I can find a
new job that pays as much as my current one.

Issues:

• Coherence: Yasmine contradicts herself by first say-
ing she’s not sure she can find a job that pays as
much, then saying her current job doesn’t pay well.

• Repetition: The response includes unnecessary repe-
tition about finding a new job that pays as much as
the current one.

Overall Assessment: 2. The response contains contradic-
tions and repetition, affecting coherence.

Table 1: Example dialogue extracted from the LLM-
generated SODA dataset, with corresponding issue de-
tection using our taxonomy and quality annotation pro-
vided by GPT-4 (§4). This annotated dataset is used to
train our dialogue response evaluators (§5).

assessments) of responses provide a more granular
evaluation of response quality that pairwise com-
parisons lack, especially when comparing models
that differ only slightly in quality but are otherwise
similar (Smith et al., 2022).

Despite the potential benefits of direct assess-
ments for open-domain dialogues, the evaluation
community is constrained to using a limited num-
ber of benchmark datasets, many of which have
become outdated (Mendonça et al., 2024). For
instance, FED (Mehri and Eskenazi, 2020a), a typ-
ically used benchmark in dialogue evaluation, an-
notates responses generated by arguably obsolete
chatbots, and targets quality aspects such as fluency
or relevance. While the annotation of these quality
aspects may have been of interest at the time, it is
not clear if contemporary chatbots still suffer from
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these issues.
In this work we conduct a qualitative analysis

of the dialogues that constitute the SODA dataset
(Kim et al., 2023). SODA contains dialogues dis-
tilled from GPT-3.5 (Ouyang et al., 2022), which
allows us to better understand the limitations of
dialogue generation for this model. Our findings
suggest that most issues pertain to a lack of co-
herence, commonsense knowledge, and repetitions.
In contrast, generation is almost always fluent and
relevant to the prior context, thus confirming newer
models have mostly achieved human level fluency
and relevance.

Several authors have proposed automated evalu-
ation frameworks to scale such an analysis and/or
complement human evaluation. With the introduc-
tion of LLMs for this task, many studies have sur-
faced, ranging from direct assessment of responses
and dialogues (Liu et al., 2023; Lin and Chen,
2023) to a more comprehensive analysis (Finch
et al., 2023b). However, we point out two limita-
tions within current work: firstly, given the com-
plexity of the task, most studies leverage GPT-4
(OpenAI, 2024), which is known to perform as
well as human annotators in many tasks (He et al.,
2024). However, such models have downsides with
respect to accessibility. Secondly, since the devel-
opment of frameworks that use these models are
mostly informed by quality aspects used in older
benchmarks, their performance when evaluating
contemporary chatbots remains an open question.

Given these limitations, we conduct a large scale
dialogue quality annotation based on the SODA

dataset. Our annotations, which we call SODA-
EVAL, include over 120 thousand turn level as-
sessments covering 10 thousand dialogues. These
annotations are conducted by GPT-4, and target a
diverse range of quality aspects, as illustrated in
Table 1. Human validation and annotation tasks
confirm the quality of our automated annotation,
both in terms of issue detection and overall assess-
ment. Additionally, we confirm many of the trends
found in our qualitative analysis, namely that the
majority of responses are fluent, but some contain
coherence and commonsense issues that degrade
the quality of the interaction.

With SODA-EVAL as a benchmark, we conduct
a study on the performance of several open-access
instruction-tuned LLMs as dialogue evaluators, and
show that the evaluation of stronger chatbots is
a challenging task. Utilizing SODA-EVAL, we
also experiment with finetuning these models, and

demonstrate an improvement in performance, both
in terms of their correlation with GPT-4 assess-
ments and of the validity of their explanations. Fur-
thermore, we also assess the impact of finetuning
the models by evaluating the resulting models on
out-of-domain datasets, where we also observe im-
proved correlation performance. This indicates the
models’ adaptability to different evaluation guide-
lines and a diverse set of dialogue responses.

Overall, our contributions are as follows:

• We conduct a qualitative analysis of responses
in SODA which highlights consistent issues
w.r.t coherence and commonsense knowledge,
but are generally fluent and relevant.

• We curate a novel dialogue evaluation bench-
mark called SODA-EVAL, containing over
120k turn-level assessments obtained by GPT-
4, targeting various quality aspects and vali-
dated by human annotators.

• We evaluate the performance of several open-
access instruction-tuned LLMs as dialogue
evaluators using SODA-EVAL, demonstrating
that finetuning these models improves their
performance.

2 Related Work

Evaluation Taxonomies Higashinaka et al.
(2021) developed an integrated taxonomy of er-
rors (combining both theory- and data-driven tax-
onomies). These 17 errors cover surface level,
contextual level, and society level errors with re-
sponses. Finch et al. (2023a) identified a set of 16
binary behaviour labels, which were refined down
to 10 labels after conducting an evaluation study
of four (at the time state-of-the-art) chatbots. Our
work takes inspiration from these studies and, in-
formed by our own qualitative analysis and pilot
studies with GPT-4, proposes a refined set of these
labels tailored specifically for SODA.

Automatic Dataset Generation and Annotation
There are several studies that propose augmenta-
tion and synthetic data generation approaches to
scale dataset sizes that target commonsense reason-
ing (Ye et al., 2022; Bhagavatula et al., 2023; Wang
et al., 2023), summarisation (Jung et al., 2024), di-
alogues (Chen et al., 2023; Kim et al., 2023), and
evaluation (Perez et al., 2022; Hartvigsen et al.,
2022; Sorensen et al., 2024). The majority of these
studies take inspiration from Symbolic Knowledge
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Distillation (West et al., 2022), which shows that
it is possible to distil knowledge from the textual
outputs of large models. With the introduction of
LLMs and their reported performance parity with
crowdsourcing in many NLP tasks (Veselovsky
et al., 2023; Jiao et al., 2023; Cegin et al., 2023),
this paradigm has only increased in popularity.

Automatic Dialogue Evaluation Metrics such as
BLEU (Papineni et al., 2002) or METEOR (Baner-
jee and Lavie, 2005) remain a popular choice for
dialogue evaluation, even though their correlation
with human judgements is very low (Liu et al.,
2016). Their popularity can be attributed to their
ease of use, especially when compared to learned
metrics (Mehri and Eskenazi, 2020b; Phy et al.,
2020; Sai et al., 2020; Mendonca et al., 2022),
which require substantial effort to employ.

With the widespread introduction of LLMs, this
limitation has been mostly circumvented. Most
recent contributions typically leverage GPT-3.5-
Turbo or GPT-4 for dialogue quality assessments
(Liu et al., 2023; Lin and Chen, 2023; Mendonça
et al., 2023). Of note, Finch et al. (2023b) inves-
tigated the ability of GPT-3.5-Turbo to perform
evaluation of real human-bot dialogues using the
ABC evaluation framework (Finch et al., 2023a).
There have also been some efforts to divest from
closed-source LLMs, with XDIAL-EVAL (Zhang
et al., 2023) probing the evaluation capabilities of
several open source LLMs against GPT-3.5-Turbo
(Ouyang et al., 2022) and Mendonca et al. (2024)
proposing an explainable evaluator of coherence
by synthetically generating positive and adversarial
negative responses using a closed-source LLM to
finetune a smaller, open-source one. However, to
the best of our knowledge, our work is the first that
conducts direct knowledge distillation of multiple
dialogue quality aspects.

3 Qualitative Analysis

3.1 Dialogue Dataset
For the qualitative evaluation of LLM-based gen-
eration in the context of dialogues, we focused on
two key aspects: firstly, we wanted annotations that
were conducted on dialogues where responses are
generated by contemporary chatbots. This would
allow us to better understand current limitations in
chatbots, and, at the same time, ensure our dataset
is relevant and not limited to annotating depre-
cated models. Secondly, the dialogues under study
should target open domain scenarios, and not other

Issue SODA Finch et al.

None 71% 47%
Coherence 14% 15%
Commonsense 12% 28%
Repetition 8% 7%
Relevance 0% 48%
Fluency 0% 1%
Other 6% 13%

Table 2: Proportion of identified issues resulting from
our analysis of SODA vs Finch et al. (2023a). "Other"
denotes subjective aspects like engagement and empathy.
Additional details on this analysis are given in Appendix
A, and a formal definition is given in Table 3.

kinds of interactions conversational agents are typ-
ically recruited for, such as conversational QA or
task oriented dialogue (Zheng et al., 2024; Zhao
et al., 2024).

With these aspects in mind, we opted with select-
ing SODA (Kim et al., 2023), a large scale dataset
with over 1.5 million dialogues distilled from GPT-
3.5 (Ouyang et al., 2022). Commonsense knowl-
edge is obtained from triplets (head, tail, relation)
from Atomic10x (West et al., 2022), which are used
to generate a narrative with GPT-3.5 that informs
the final dialogue generation. Human evaluation
conducted on SODA shows that its dialogues are
more consistent, specific, and natural than DailyDi-
alog (Li et al., 2017), a popular dialog dataset used
for the development of evaluation metrics (Yeh
et al., 2021).

3.2 Findings

We restrict our analysis to 100 dialogues from the
test set of SODA, an effort per annotator in line
with other works (Higashinaka et al., 2021; Finch
et al., 2023a). We summarise these findings below.

Responses are fluent and take into account prior
context. Extensive anecdotal and experimental
accounts support the notion that current LLM-
based generation is highly fluent. We also identify
a similar behaviour in SODA, since we were able to
fully understand the vast majority of the responses.
In fact, we only found a minor typo in all of the di-
alogues studied. Equally infrequent were instances
where the response under evaluation lacked rele-
vance – the only example of this in our analysis
pertained to a hallucination.
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Issue Definition Higashinaka et al.

Coherence Contradicts or ignores prior information in the dialogue. I5-7, I11-14
Commonsense Lacks common knowledge and logic. I4, I9, I17
Assumption Infers information not available in the dialogue context. -
Repetition Repeats prior information in the dialogue. I15

Engagement Lacks a behaviour or emotion expected from the situation. I8, I10
Antisocial Contains unsafe or inappropriate behaviour. I16

Fluency Contains typos or other grammatical errors. I1-3
Gender Pronoun Goes against normative pronoun. -
Non-textual Includes narrative elements or references unexpected inside a turn of a dyadic

interaction.
-

Other Any other issue that affects the quality of the response. -

Table 3: Proposed taxonomy for SODA-EVAL. Bold correspond to the initial set of issues post analysis (§3). We
include the error types from Higashinaka et al. (2021) that our taxonomy covers.

Contradictions and lack of commonsense are
frequent. Interestingly, the majority of identi-
fied errors consist of responses that contradict prior
contextual information. In particular, we found
an equal amount of self-contradictions and partner-
contradictions2 (e.g., moving out of the country and
then saying they would still be close together; ex-
ample in Table 1). Additionally, we found instances
where the model showcases a lack of commonsense
knowledge (e.g., spoiling a surprise party).

Comparison with older chatbots. Overall, and
as demonstrated in Table 2, the majority of the re-
sponses within our analysis (71%) are of good qual-
ity when compared to Finch et al. (2023a) (47%),
which analysed chatbots dating prior to 2022. Ad-
ditionally, we find most errors in our analysis relate
to contradictions and lack of commonsense knowl-
edge (19%, of which 6% have both issues), whereas
Finch et al. (2023a) reports the most frequent issue
being relevance (48%). All in all, while the under-
lying taxonomy may be still applicable to current
generation capabilities, the amount and types of
errors we encounter are vastly different.

4 SODA-EVAL

Having identified typically found issues in dialogue
generation, we move to the curation of a large scale
evaluation benchmark dataset based on SODA (CC-
BY 4.0). This dataset, which we call SODA-EVAL,
contains annotations by GPT-4 (§4.1) and covers
over 120 thousand responses of diverse quality
(§4.3). Human annotations confirm the validity
of this annotation (§4.2). Additional details regard-
ing the development of SODA-EVAL, including

2Response contradicts or misremembers something the
other participant said earlier in the dialogue.

preprocessing, data selection and an in-depth sta-
tistical analysis of the annotations are available in
Appendix C.

4.1 Generation of Evaluations

For the response assessment, we ask GPT-4 to iden-
tify any issues in the response, and then provide an
overall assessment of the response. This chain of
thought reasoning (explain then rate) allows for a
better evaluation of the response, as confirmed by
initial experiments on a held-out subset. Our ini-
tial set of issues were selected taking into account
the analysis in Section 3, together with prior tax-
onomies. The full prompt used for the generation
of evaluations is presented in Table 11.

Non-conforming issues During preliminary ex-
periments, we found that the model included other
types of detected "issues" non confirming to our
initial taxonomy. One frequent "issue" pertains to a
reported mismatch between the name of the partic-
ipant and the pronoun used during the interaction.
This stems from a bias reduction step in the origi-
nal dataset, which randomly replaced names (likely
frequent names with established pronouns) with
alternatives from a diverse name set, to increase
diversity. Since the pronouns remained unchanged,
the model flags them as an issue. However, we note
that the preferred pronouns are part of someone’s
gender expression, and people can have multiple
sets of pronouns for themselves.

Another frequently detected "issue" includes
what GPT-4 considers to be an unsupported as-
sumption (e.g., the response assumes a romantic
relationship not identified before in the dialogue)
and non-textual references in the conversation (e.g.,
the response contains the narration of actions). In
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order to ensure our original set of issues are cor-
rectly identified, we include additional categories
to our taxonomy (as seen in Table 3) which can be
then filtered out if deemed necessary.

Post-processing After our large scale generation,
we still detected some instances where the iden-
tified issues were non-conforming and which we
mapped to our taxonomy (Table 3). Additionally,
we conducted a check on the issues identified as
"Other" and found a large portion of them to be
related to antisocial behaviour (e.g., offensive or
inappropriate). We initially did not include this
issue in our taxonomy since SODA conducted a
comprehensive safety filtering and we did not find
such cases in our qualitative analysis (§3)3. Con-
sequently, we automate the mapping from Other
to a new taxonomy class we call "Antisocial" by
prompting GPT-4 to classify the explanation as per-
taining to antisocial behaviour. With respect to the
remaining issues identified as "Other", given the
low numbers (142) we manually checked all of
them, and mapped them back to our taxonomy if
possible. We removed 35% of the issues since they
did not, in fact, present any issue, and kept 38%
of identified issues in the "Other" category, since
they referred to malformed dialogues (e.g., single
or 3-speaker dialogues, or role reversal).

Cost The average cost to generate annotations
was around $0.13 USD per dialogue or ¢0.94 per
response, an amount substantially lower than a hu-
man annotator at $0.30 per response, assuming a
minimum wage of $154.

4.2 Human Validation

In order to confirm the quality of the generations
provided by GPT-4, we conducted two human an-
notation tasks to determine whether the issues de-
tected are correct, and if the overall assessment
is in line with human judgements. Additional in-
formation regarding these annotations, including
guidelines, is available in Appendix D.

4.2.1 Issue Detection
We sampled 200 examples5 from the test set (each
annotator validated 100 examples, and we recruited
3 annotators per example) for validation. To reduce

3Finch et al. (2023a) also removed "Antisocial" from their
final taxonomy.

4Estimated workload at 2h per 100 responses evaluated.
5This validation sample size is in line with other works

(Zeng et al., 2024; Wang et al., 2024).

Aspect Initial Revised

IAA 0.7455 0.8601
GPT-4 0.7303 0.8248

Table 4: Inter annotator agreement and correlation re-
sults between annotator aggregate score and GPT-4 as-
sessment, before and after GPT-4 assisted revision. All
correlations p < 0.01.

annotator confusion, we ensured that the examples
that contain issues belong to the first flagged re-
sponses of the dialogue. This is because we found
human annotators had difficulties annotating a re-
sponse when earlier responses had issues.

We calculate Cohen Kappa scores between an-
notators and report and average score of (Cohen,
1960) of 0.359, which is a fair to moderate agree-
ment. On average, annotators consider 86% of
GPT-4 issue detection as correct, with individual
annotators’ reported validity ranging between 77%
and 91% of responses.

4.2.2 Overall Assessment
For overall assessment, we again sampled 100 ex-
amples from the test set and ask annotators to rate
the response in a 1-5 Likert scale. We recruited 5
annotators for this task. However, we conducted
a two-stage annotation in order to determine the
usefulness of having automated assistance during
the annotation. In a first step, we ask the annotators
to rate the response given only the prior context,
which is the same setup as most turn level assess-
ments. In the second step, we provide the same
example and the list of GPT-4 detected issues as
guidance for annotation. Note that the overall as-
sessment score provided by GPT-4 remains hidden.
With this information, annotators are able to revise
their rating, or keep it unchanged.

Following Mehri and Eskenazi (2020a,b), we re-
port IAA (Inter Annotator Agreement) results in Ta-
ble 4, corresponding to the average Spearman Cor-
relation between each individual annotation and the
mean of the annotations and the GPT-4 assessment,
before and after GPT-4 assisted revision. Here, we
note an agreement between annotators in line with
other works (within the 0.6 - 0.8 range). Addi-
tionally, the agreement between the annotators is
similar to the agreement with GPT-4, even before
the revised annotation with assistance.

With respect to aided revision, we note a large
increase in agreement, which suggests that our au-
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Figure 1: Number (and percentage) of issues resulting
from the annotation for SODA-EVAL.

tomatic annotation framework could assist in im-
proving issue recall in a crowdsourcing environ-
ment. In particular, we found that the majority of
revisions were in the direction of a lower score, as
all revisions occurred when GPT-4 detected issues.
Overall, this resulted in the reduction of distance
between the annotation and the GPT-4 assessment.

4.3 Statistics
In total, 10,000 dialogues were automatically an-
notated, 2/3 of which contain more than 6 turns
(with the remainder being 6-turn dialogues). This
resulted in 122,648 turn level annotations, which is
significantly larger than other evaluation datasets
(as reported in Table 5). Furthermore, all previous
datasets employ models that no longer accurately
reflect current generation capabilities. Addition-
ally, SODA-EVAL is the only dataset that includes
natural language explanations for issue detection
and the overall assessment of the response.

Dataset # Examples Level Explanation

FED (2020a) 500 Both %

USR (2020b) 540 Turn %

DSTC10 (2021) 13,944 Both %

DSTC11 (2023) 5,116 Both %

SODA-EVAL 132,648 Turn "

Table 5: Comparison between SODA-EVAL and other
typically used evaluation datasets. A detailed descrip-
tion of each dataset is given in Appendix B.

We present the distribution of identified issues
in Figure 1. As expected, the majority (74.60%)
of responses do not contain any issues. The most
frequently identified issues are Coherence (6.93%)
and Engagement (6.50%), whereas the least ob-
served ones were Antisocial, Other and Non-textual
(<0.5%). For Engagement in particular, the vast
majority of reported issues pertained to unhelpful
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Figure 2: Turn level score distribution for SODA-EVAL.

and/or non-specific responses (e.g. "ok", or "sure").
Additionally, the turn level score distribution is
shown in Figure 2. Similar to the number of is-
sues, the vast majority of responses were rated as
high quality (80.69%). The second most frequent
score was 2 (8.35%), with scores 3 and 4 having
roughly the same amount of responses (around 5%).
Overall, our statistical observations share many
similarities with the analysis conducted in Section
3, namely in terms of proportion of issue-free re-
sponses, and the low amounts of fluency error when
compared to coherence and commonsense.

5 Training and Benchmarking of
Evaluation Models

As identified in prior sections, the typically em-
ployed benchmark datasets focus on the evaluation
of responses that do not accurately reflect current
generation capabilities. As a result, most evaluator
development has been focused on maximising pre-
dictive performance of no longer relevant quality
aspects, instead of focusing on more complex is-
sues. SODA-EVAL positions itself as both a more
realistic training dataset and as an improved evalu-
ation benchmark for open-domain dialogue evalua-
tion. In this section, we examine the performance
of several open-access LLMs for the task of overall
assessment of responses with explanations.

5.1 Preliminaries

Our reference-free evaluation setup consists of the
assessment of a response hypothesis r given a di-
alogue history (frequently denoted as context) c
of varying amount of turns. The goal is to learn a
scoring function that assigns a score f(c, r) → s ∈
[1, 5], where 1 indicates minimum quality and 5
maximum quality, and an explanation for the score,
which identifies, in natural language, the issues (or
lack thereof) in the response.
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5.2 Experimental Setup

Training We split SODA-EVAL by dialogues
with approximate proportions of 70/20/10 for train,
validation and test splits, respectively. The split-
ting process was conducted such that there is a
similar distribution of scores and issues in all
subsets. In the end, the dataset split resulted in
85,876/24,535/12,237 responses, per set.

We experimented with several small open-access
LLMs since, ideally, we want an evaluator that
is lightweight in order to maximise accessibility.
As such, we opted with using Flan-T5 (Chung
et al., 2022), Qwen1.5-Chat (Bai et al., 2023); Phi-
3 instruct (Abdin et al., 2024); LLama-3 instruct
(AI@Meta, 2024), the latter two of which were
reported to achieve similar performance to that of
large LLMs in several benchmarks. Additional
training details are given in Appendix E.

Baselines We compare our approach against sev-
eral models. Firstly, we compare against UNIEVAL

(Zhong et al., 2022), a multi-dimensional evalua-
tor that uses T5 as base model and supports ref-
erence free evaluation. Additionally, we conduct
zero and few shot inference using the respective
instruction tuned models we used for training, and
GPT-3.5-Turbo (Ouyang et al., 2022), which is also
a typically used LLM for evaluation.

Evaluation We split the evaluation suit into two
distinct objectives. Firstly, we follow the evalua-
tion literature and evaluate the performance of the
models when predicting the judgement for overall
quality. For this, we employ Pearson and Spear-
man correlations. With respect to the quality of the
explanations, we calculate the BLEU-4 score of the
response compared against the GPT-4-generated
explanation, used as a reference.

Additionally, we complement this evaluation
with a manual validation of the explanations, where
we manually check if the explanation is fluent and
acknowledges all the issues in the response. Since
this is a human effort, we restrict this assessment
to the subset of validated GPT-4 issue detection
(§4.2), and report the proportion of correct explana-
tions when taking into account (1) all issues of the
taxonomy; and (2) excluding Engagement (which
is mostly subjective), both on the full subset or the
smaller one with only detected issues. Additional
details regarding this annotation are available in
Appendix D.

Model ρ r BLEU-4

UNIEVAL (2022) .1295 .1448 -

Instruction-tuned

Flan-T5-xl .0932 .1118 0.00 a

Qwen1.5-0.5B .1002 .1074 7.05
Qwen1.5-1.8B .1194 .1332 2.91
Qwen1.5-4.B .2278 .2376 6.30
Phi-3-mini-4k .2965 .3344 21.56
LLama-3-8B .3046 .3335 9.79
GPT-3.5-Turbo .2978 .3418 2.13

SODA-EVAL finetuned

Flan-T5-xl .2800 .2800 27.42
Qwen1.5-0.5B .3636 .3870 29.31
Qwen1.5-1.8B .4131 .4359 29.90
Qwen1.5-4.B .4867 .5150 31.10
Phi-3-mini-4k .5938 .6289 36.14
LLama-3-8B .5240 .5628 40.41
a This model consistently failed to produce explanations.

Table 6: Reported results on SODA-EVAL-TEST. ρ
denotes Spearman, r Pearson. All correlation results
are p < 0.01. Bold denotes best overall model. For the
instruction-tuned models, we report the best few-shot (0
up to 5) performance.

5.3 In-domain Results
Correlation We report correlation performance
on SODA-EVAL in Table 6. When looking at the
performance of UNIEVAL and the instruction-tuned
models, we see that their assessment is weakly cor-
related with GPT-4 judgements. This underlines
the challenge of evaluating responses from LLM-
based chatbots, since most of their issues require
some level of reasoning in order to be correctly
identified. We also note that Phi-3 and LLama-3
perform about the same as GPT-3.5-Turbo, which
is evidence of these model’s capabilities despite
their smaller size. When finetuning the models
on dialogue evaluation data from SODA-EVAL, we
note a large increase in correlation, with the best
instruction-tuned model, i.e. Phi-3-mini, increasing
Pearson correlation from .2844 to .5938. Further-
more, we observe a significant gap in performance
in both the instruction tuned and finetuned mod-
els when comparing this model to Qwen-4B or
Flan-T5-xl, which have about the same number of
parameters. This indicates Phi-3 is better equipped
to evaluate conversational dynamics, likely due to
higher quality instruction data.

Explanation Validity As expected, finetuning
yields higher BLEU scores when compared to few-
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Model Full w/o Engagement

Instruction-tuned

Phi-3-mini-4k 27% / 49% 62% / 73%
Qwen1.5-4B 28% / 42% 62% / 66%
LLama-3-8B 29% / 51% 64% / 75%
GPT-3.5-Turbo 36% / 49% 68% / 73%

SODA-EVAL finetuned

Phi-3-mini-4k 49% / 64% 77% / 84%
Qwen1.5-4B 41% / 59% 68% / 77%
LLama-3-8B 40% / 57% 69% / 78%

Table 7: Explanation validation results for the full taxon-
omy (Full) and without Engagement. For each entry, we
present results considering only responses with issues,
or all responses (with issues/all).

shot prompting, with the weakest model achieving
much better scores than all of the instruction tuned
models. However, a high BLEU score does not en-
sure the validity of the explanation. Consequently,
we present explanation validation results in Table
7. If we exclude from analysis Engagement as an
issue we see that all models produce valid explana-
tions over 60% of the times, even when excluding
issue-free responses from consideration. Addition-
ally, we observe that the finetuned models produce
more valid explanations than their corresponding
instruction-tuned models, across all scenarios. For
instance, finetuning Phi-3-mini yields a 15% abso-
lute improvement in the detection of major issues.

When including Engagement in the analysis, we
note that the models struggle with identifying en-
gagement issues (as reported by GPT-4), with all
open-access models achieving under 30% validity.
The exception to this trend is GPT-3.5-Turbo – this
can be explained by the fact it belongs to the same
family as GPT-4, and as such is likely to be trained
using similar data. When finetuning the models,
we observe an even higher improvement when com-
pared to the response set without engagement is-
sues (e.g., we report an absolute improvement of
22% validity with Phi-3-mini), which indicates the
finetuning step has led the models to better align
themselves with the subjective assessments of the
teacher model.

In general, all tested models are able to correctly
rate good responses (i.e, high recall – which is also
evidenced by the increase in performance when
including these in the evaluation). Additionally,
they are mostly able to correctly identify fluency
and non-textual related issues. With respect to the

Model FED-Turn DSTC10-TC
ρ r ρ r

UNIEVAL .3229 .2521 .3302 .3249

Instruction-tuned

Phi-3-mini-4k .4489 .5276 .3306 .3513
Qwen1.5-4.B .3189 .3697 .2081 .2242
Llama-3-8B .5042 .5438 .3077 .3279
GPT-3.5-Turbo .5599 .5842 .3320 .3481
GPT-4-Turbo .5861 .6408 .4058 .4145

Finetuned

Phi-3-mini-4k .4913 .5135 .3550 .3630
Qwen1.5-4.B .3762 .3874 .2731 .2906
Llama-3-8B .4496 .4598 .3480 .3597

Table 8: Turn-level correlations of different metrics on
Topical-Chat and FED for Overall Quality. ρ denotes
Spearman, r Pearson. All correlation results are p <
0.01. Bold denotes best overall model.

other issues, however, all models struggle with re-
call, despite being precise in their identifications.
In particular, all models struggled with correctly
identifying engagement, coherence and common-
sense issues, which highlights the challenge of their
identification in open-domain dialogues.

5.4 Out-of-domain Results

To better understand if finetuning on SODA-EVAL

data helps improve correlation on out of domain
datasets and guidelines, we evaluate our best fine-
tuned models and their corresponding instruction
tuned models (0-shot) on FED (Mehri and Eske-
nazi, 2020a) and DSTC10-TC (Zhang et al., 2021),
two typically employed benchmarks for dialogue
evaluation. As shown in Table 8, the best per-
forming models are GPT-4 and GPT-3.5-Turbo, fol-
lowed by Phi-3-mini (finetuned on SODA-EVAL).
For our finetuned models in particular, we report
consistent increases in correlation when compared
to their base models (the exception being LLama-
3 on FED). However, the performance gap be-
tween all evaluated models is much lower than
for SODA-EVAL. We believe this is partially due
to the differences between these benchmarks and
SODA-EVAL, both in terms of the responses be-
ing evaluated (these datasets leverage old dialogue
response generators), and the guidelines for eval-
uation themselves (which paired with guidelines
targeting fluency and surface level relevance, may
overestimate the quality of the responses).
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6 Conclusions

This paper presents SODA-EVAL, a large-scale
open-domain dialogue quality annotation dataset
targeting the responses provided by a LLM, en-
compassing over 120 thousand turn-level assess-
ments. This curation was motivated by the pit-
falls of current dialogue evaluation, which is lim-
ited to assessing responses generated by outdated
chatbots and quality aspects. As highlighted in
our qualitative analysis of SODA, newer models
achieve human-level fluency and relevance, but fall
short in areas like coherence and commonsense
reasoning. With SODA-EVAL, we conducted a
comprehensive study on the performance of open-
access instruction-tuned LLMs when evaluating
dialogue responses. Our findings show that finetun-
ing these models on SODA-EVAL improves their
performance, both in terms of correlation and ex-
planation quality.

7 Limitations

Dialogue Dataset We acknowledge that the se-
lection of SODA as our base dialogue dataset for
analysis and annotation comes with some down-
sides. Firstly, given the dataset is generated from a
single source (social commonsense distilled with
GPT-3.5), its dialogues may not fully capture the
diversity of human-chatbot interactions. Secondly,
since the whole interaction is synthetically gener-
ated in a single forward pass, it may not accurately
represent dyadic conversational dynamics. For in-
stance, we expect a human would point out a major
issue in the response directly, instead of continuing
the conversation unimpeded (Petrak et al., 2023).
However, since we conduct a turn level assessment,
this issue is mostly circumvented, at least for the
initial turn the issue is presented.

Taxonomy Our developed taxonomy was tai-
lored for SODA. This may limit its extensibil-
ity to other dialogue generators, or even dialogue
datasets. For instance, one particularity of SODA

is that some dialogues simulate physical conver-
sations, which introduces new dimensions to the
conversation, such as breaks in time between turns,
or the narration of actions required to contextu-
alise the dialogue. For the former, most instances
are mostly picked up by GPT-4 with the "non-
textual" class, and can therefore be removed from
the dataset. Additionally, the dataset is generated
by a single LLM, i.e. GPT-3.5. As chatbots im-

prove, some of these issues’ representations may
be reduced, or even eliminated. Nevertheless, we
took steps to mitigate this bias by including other
taxonomies in the decision making process. How-
ever, we acknowledge some issues may no longer
be relevant in the future (a good example would
be fluency, which already has only a minor contri-
bution in evaluating quality in dialogues) or new
ones may surface. An important future direction
would be to develop a framework that is agnostic
to model capabilities at the time of development,
thus remaining useful.

LLM as Annotator Similar to other identified
limitations, the use of a single LLM, i.e. GPT-4, as
a replacement for humans, opens up the possibility
for several limitations. For starters, we selected this
closed-source model based on its state-of-the-art
capability. However, we acknowledge, and em-
pirically observed that this model does not garner
unanimous agreement with human annotators in
terms of the validity of its annotations. We expect
newer models to improve in this direction, and re-
main confident our framework could be adapted to
newer, better models. Secondly, these models typi-
cally exhibit several evaluation biases, and mostly
prefer responses that are helpful and verbose (Wu
and Aji, 2023). We mostly observe this behaviour
in the engagement detection, where some of the
issues could be considered acceptable by humans.

Cultural Diversity Dialogue quality is a diverse,
culturally informed concept. For instance, high
context cultures (Hall, 1959) privilege non-verbal
methods of communication, which is typically not
transcribed into text (Nishimura et al., 2008). How-
ever, SODA-EVAL is constituted by only English
dialogues. As such, it is not clear if the conclusions
regarding issue prevalence in contemporary chat-
bots, nor the evaluators obtained from it, can be
extended to other languages and cultures. For low-
resource languages, we also expect that chatbots
have more frequent issues. We leave this analysis
for future work.

8 Ethical Considerations

Safety Safety and harmfulness assessment in di-
alogue evaluation has mostly been considered a
separate topic (in its own right) from other quality
aspects (Sun et al., 2022; Hartvigsen et al., 2022).
Nevertheless, our taxonomy includes antisocial be-
haviour as one of its issues, since GPT-4 correctly
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identifies it as a critical issue in dialogues. How-
ever, we acknowledge that we did not conduct
a comprehensive assessment of safety detection
– users of our framework are encouraged to com-
plement their response assessment with dedicated
safety evaluators.

Annotations Our annotation effort was sup-
ported by volunteers from our research lab. All
annotators are graduate students or professionals in
the field of Linguistics or Language Technologies,
most of which non-native but fluent speakers of En-
glish. We acknowledge there is possible bias in the
assessment of response quality, since all annotators
share (to some extent) similar cultural and educa-
tional backgrounds. Furthermore, their exposure to
generative models is much higher than other focus
groups, which may induce confirmation bias.
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A Dialogue analysis

Finch et al. (2023a) conducted a comprehensive
evaluation of four open-domain chatbots using the
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ABC-Eval 16 behavior labels. These chatbots are
as follows: (1) BlenderBot-DECODE (Nie et al.,
2021); (2) BlenderBot2 6; (3) BART-FiD-RAG
(Shuster et al., 2021); and (4) Emora (Finch et al.,
2020).

For the comparison with our analysis on SODA,
we map the 16 behavioural labels as follows:

• Coherence: Partner Contradiction , Self Con-
tradiction

• Commonsense: Incorrect Fact, Common-
sense

• Repetition: Redundant

• Relevance: Topic Switch, Ignore, Irrelevant

• Fluency: Uninterpretable

• Other: Empathy, Antisocial

B Benchmark Datasets

This section presents a brief survey of datasets that
have been used as a benchmark for LLM-based
open-domain dialogue evaluation metrics.

The FED dataset (Mehri and Eskenazi, 2020a)
consists of turn level and dialogue level annota-
tions of conversations conducted between a Human
(40 dialogues) and two chatbot engines (40 dia-
logues from Meena (Adiwardana et al., 2020) and
44 from Mitsuku7), targeting eighteen quality as-
pects. Each conversation received one annotation
at the dialog level and three annotations at the turn
level, randomly selected from the conversation. In
total, the FED dataset comprises 3,348 turn-level
and 1,364 dialog-level data points, amounting to
4,712 annotations.

In the case of the USR dataset (Mehri and Eske-
nazi, 2020b), annotations were collected for models
trained on the TopicalChat (Gopalakrishnan et al.,
2019) and PersonaChat (Zhang et al., 2018) dia-
logue datasets. Generated responses were obtained
from Transformer (Vaswani et al., 2017), RNN
Seq2Seq (Shang et al., 2015), LSTM (Hochreiter
and Schmidhuber, 1997), and KV-MemNN (Miller
et al., 2016) models. For each dialog context, an
additional human response was also collected. Hu-
man annotation was then carried out on sixty dialog
contexts, with six responses per context for Topical-
Chat (four transformer outputs with different decod-
ing strategies, one newly-annotated human output,

6BlenderBot 2 model card
7Mitsuku blogpost

and the original ground-truth response) and five for
PersonaChat (Seq2Seq, LSTM, KV-MemNN, one
newly-annotated human output, and the original
ground-truth response).

The DSTC10 test set (Zhang et al., 2021) was
proposed in the context of the "Automatic Evalu-
ation and Moderation of Open-domain Dialogue
Systems" shared task, which offered a competi-
tive venue for participants to design robust auto-
matic dialogue evaluation metrics that correlate
well with human judgements across multiple di-
alogue domains, as well as across different qual-
ity aspects. For testing, 3 sources of data were
used: (1) CHANEL-JSALT2020, (2) ChatEval (Se-
doc et al., 2019) and (3) an additional annotation
conducted on TopicalChat (Gopalakrishnan et al.,
2019) and PersonaChat (Zhang et al., 2018). Eight
systems, a human baseline, and a random utter-
ance were used as response generators. Specifically,
the eight systems are based on LSTM Seq2Seq,
Attention-based LSTM Seq2Seq (Sutskever et al.,
2014), HRED (Serban et al., 2016), VHRED,
BlenderBot (400M-Distill) (Roller et al., 2021),
DialoGPT-medium (Zhang et al., 2020), T5-base
(Raffel et al., 2020), and GPT-3 (Brown et al.,
2020).

Similar to DSTC10, the the DSTC11’s "Robust
and Multilingual Automatic Evaluation Metrics
for Open-Domain Dialogue Systems" track is split
into development and test sets (Rodríguez-Cantelar
et al., 2023). For the development set, the organ-
isers provide data from two clusters of datasets
from DSTC10 and 4,470 dialogues (approximately
130k turns) open-domain human-human dialogues
which are originally in Chinese. Since the goal
of the shared task was to evaluate mulitlingual-
ity and robustness of metrics, development data is
translated into English, Chinese, Spanish, and back-
translated. For testing, the organisers combine a
portion of the DSTC10 test set, and include new
Human-Chatbot dialogues generated by SotA chat-
bots. These are: ChatGPT (a platform powered
by GPT-3.5-Turbo), GPT-3.5 (Ouyang et al., 2022)
and BlenderBot3 (Shuster et al., 2022). Similar to
the development set, the test set was also translated.
In total, 4,839 turn level and 277 dialogue level
annotations were conducted.

C SODA-EVAL

Tables 9 and 10 present additional examples from
SODA-EVAL.
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Ani: Hi! I’m looking for a complete change. I need
a new haircut, new clothes, and a new job.

Stylist: Well, you’ve come to the right place! We
can definitely help you with all of that. Let’s start
with your hair. What kind of style are you looking
for?

Ani: I’m not really sure. Something completely
different, I guess.

Stylist: Alright, we can definitely do that. How
about we start with a shorter style? We can always
go longer if you change your mind.

Issues:

• Commonsense: The stylist suggests starting
with a shorter style and going longer if the
client changes their mind, which is not pos-
sible with haircuts.

Overall Assessment: 2. The response contains a
logical error regarding haircuts.

Table 9: Example from SODA-EVAL

C.1 Filtering and Selection

Entity Filtering Despite being one of the steps
of the SODA post-processing effort, we still found
many instances where one or both of the interlocu-
tors are non-human (e.g. animals or objects). As
a complementary filtering step, we leverage Word-
Net (Miller, 1994) and check if the speaker is a
common hypernyms of "person". We note that this
step excludes some valid speakers, as Wordnet does
not take into account lemmatization nor compound
words, and is missing entities such as "agent" or
"driver". Nevertheless, this filtering resulted in the
exclusion of 4% of dialogues, leaving sufficient
dialogues for annotation.

Selection We assume the larger the dialogue, the
more likely it may contain issues pertaining to
coherence. As such, we focus on annotating the
largest dialogues from SODA test. Within dialogues
of the same size, we select those that contain the
largest amount of words. Additionally, we only
conduct the evaluation of responses that contain at
least one prior turn of context. The reason behind
this is that we found GPT-4 failed (even after ex-
plicitly including this instruction in the prompt) to
only focus on the detection of surface level errors,
which resulted in the severe underestimation of the
quality of the response.

Notnamed: Hey, Meriah. Give me the baseball.

Meriah: What? No way! I just got this thing. It’s
mine!

Notnamed: C’mon, man. I really need it. Just for a
little while. Please?

Meriah: No, I don’t think so. You can’t just take
things from people without asking first. That’s not
cool.

Issues:

• Coherence: Meriah’s response is inconsistent
because Notnamed did ask for the baseball be-
fore Meriah accused them of not asking.

Overall Assessment: 3. The response is mostly
coherent, but there’s a inconsistency regarding the
request for the baseball.

Table 10: Example from SODA-EVAL

C.2 Generation Details
Prompt The prompt used to generate SODA-
EVAL is presented in Table 11. In detail, we used
the gpt-4-1106-preview model which was ac-
cessed late March 2024 using the OpenAI API.
The decoding temperature was set to 0.3, top_p to
1, and generation was capped to 300 tokens in order
to keep explanations succint.
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Figure 3: Number (and percentage) of issues per re-
sponse.

C.3 Additional statistics
In this section, we present additional statistics for
SODA-EVAL.

Number of issues per response (Figure 3) Since
the majority of responses are of good quality, most
responses have 0 issues. As expected, the more
frequent the number of issues, the less frequent is
such a response. Responses with up to 3 issues
can be expected, since responses can have more
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You are an expert dialogue evaluator. Your task is to eval-
uate synthetically generated responses simulating open-
domain dyadic conversations. Identify all errors or issues
present in the response, and only in the response. That
is, do not identify issues that may occur in the dialogue
history.

Evaluate the response based on the following criteria:

[Taxonomy]

In the end, provide an overall evaluation of the response
from 1 (poor) to 5 (excellent), together with a brief (maxi-
mum 25 word) comment.

Present your evaluation using the following json format:

[json format]

If there are no issues the list should return empty. If there
are issues, identify for each issue its type and describe it
in the comment field.

Here is an example of a response without issues:

[Example without issues]

Here is an example of a response with issues:

[Example with issues]

[Example to evaluate]

Table 11: Dialogue response evaluation instruction tem-
plate.

than one type of issue (especially engagement plus
any other type of issue). However, some responses
have more than 3 issues, which is the limit of what
we consider to be reasonable. After a quick check,
we find these examples belong to two distinct cate-
gories: (1) malformed dialogues that contain hallu-
cinations; (2) non-specific responses given on the
first few turns of the dialogue.

Number of issues per score (Figure 8) As ex-
pected, the lower the score, the higher probabil-
ity of the response containing what we consider a
critical issue. For instance, Score 4 is dominated
by Engagement and Assumption issues, which are
considered minor, whereas for Scores 1 and 2 the
majority of issues relate to Coherence and Com-
monsense (with engagement also present simulta-
neously). For Score 1, in particular, we see a large
presence of Antisocial issues.

Dialogue level scores (Figures 4, 5) We present
the overall quality score distributions when cal-
culating the average and minimum of turn-level

You are an expert dialogue evaluator. Your task is to eval-
uate responses. Provide an overall score for the response
from 1 to 5, together with a brief (maximum 25 word)
comment.

[Few-shot examples]

[Example to evaluate]

Table 12: Inference instruction template.
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Figure 4: Dialogue level score distribution (turn level
average).

scores. While the average of turn-level scores is
typically applied by turn-level metrics to output a
dialogue-level assessment, we find the minimum
to be more representative of the true quality of
the dialogue, since it is unreasonable to expect a
dialogue possessing a critical error to be of good
quality. However, when applying this approach
we note that the majority of dialogues are assessed
with a Score of 2. Despite not being the focus of
this paper, future work should aim to better model
dialogue level assessments.

D Human Annotations

For the annotation efforts of this work, we recruited
10 volunteers from our research lab. All partici-
pants are graduate professionals with NLP and/or
Linguistics background, most of which non-native
but fluent speakers of English. Workload for each
annotator was limited to 100 examples.

D.1 Issue Detection Validation

For the issue detection validation task (guidelines
are presented in Figure 9), we randomly sample
200 examples from the test set. The distribution
of issues in this subset is presented in Table 13. If
we consider the majority vote to indicate the gold
label, GPT-4 performance between issues varies
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Figure 5: Dialogue level score distribution (turn level
minimum).

Issue Examples Valid (Maj) Valid (Abs)

None 30.5 % 91.80 % 98.36 %

Coherence 21.5 % 76.74 % 88.37 %
Commonsense 8.0 % 73.33 % 86.67 %
Assumption 9.0 % - -
Repetition 9.0 % 61.11 % 83.33 %

Engagement 23.5 % - -
Antisocial 2.0 % 100.00 % 100.00 %

Fluency 2.5 % 100.00 % 100.00 %
Gender Pronoun 0.5 % - -
Non-textual 1.5 % 100.00 % 100.00 %

Other 0 % - -

Table 13: Distribution of issues in the subset used for hu-
man validation of GPT-4 issue detection, together with
the validation results when considering majority vote
(Maj) and absolute agreement for non-validity (Abs).

significantly, being as low as 61.11 % for Repeti-
tion or as high as perfect detection for Antisocial,
Fluency and Non-textual. When only considering
instances where all annotators agree that GPT-4
was incorrect (13), validation percentages increase
significantly. In any case, it is important to note
that the vast majority of occurrences correspond to
GPT-4 identifying issues where none were present.
In the context of issues detection in dialogues, we
argue recall is preferable to precision.

D.2 Overall Assessment Annotations

Quality control in crowdsourcing is the subject of
significant research in the literature (Daniel et al.,
2018). While human evaluators bring subjective
insight in to the assessment, they may also be prone
to overlooking subtle problems or inconsistencies
within the conversation, especially when they are
under significant cognitive load. As such, we con-
ducted an experiment that attempts to understand
if integrating LLMs as an assistant in the evalu-
ation process can help annotators accurately rate
dialogue responses.

For this task, we asked annotators to first provide
an assessment having only access to the dialogue
history and the response to evaluate. Immediately
after this annotation, the annotators are then pre-
sented with the issues (or lack of) detected by GPT-
4, and without any other information they were then
allowed to revise their annotation if deemed appro-
priate. The guidelines for this task are presented in
Figure 10.
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Figure 6: Scatter plot of average ratings vs. model
ratings.

A paired samples t-test confirms that the dif-
ference between the original assessment and the
revised assessment is significant, with p < 0.01.
We present the scatter plot of average ratings vs.
model ratings in Figure 6. Here, we note that the
automated issue detection has helped the annota-
tors to converge their ratings towards the model’s
ratings, improving overall agreement.

To complement Figure 6, we also plot the
heatmap of error reductions per annotator and ex-
ample in Figure 7. This heatmap suggests that
the impact of the model’s assistance varies signifi-
cantly among annotators. Annotators 2 and 4 seem
to have benefited the most from the model’s as-
sistance. This could indicate that annotator low
recall, due to high cognitive load, can be mitigated
with automated assistance. However, annotator 0
experienced the least impact, with mostly minimal
changes in error. Additionally, we observe larger
error reductions with responses that contain coher-
ence issues, which is to be expected since this issue
requires additional cognitive load, especially when
detecting global coherence issues.

With respect to the few instances where there
was in increase in the difference between the an-
notator revision and GPT-4 assessment, both are a
result of the annotator changing their assessment
from 3 to 1, where the GPT-4 assessment was 2.
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Figure 7: Heatmap of error reductions per annotator.

D.3 Explanation Validation
For this annotation, we manually determine if the
explanation is valid. In detail, we provide a binary
judgement regarding the validity of the explanation
when taking into account the detected issues pro-
vided by GPT-4 (which were validated by majority
vote by other annotators). An explanation is con-
sidered valid if it is fluent and explicitly identifies
(if any) the issues reflected in the response under
evaluation.

E Implementation Details

We train our models with a language generation
objective. Provided with a dialogue history c and
a candidate response r, they are tasked to output,
in natural language, an overall assessment of the
response and a corresponding score s ∈ [1, 5]. We
finetune our models on a single RTX A6000 48GB
GPU or A100 80GB GPU using Huggingface
Transfomers with TRL Supervised Fine-tuning
Trainer (SFT) 8 and PEFT9 for 3 epochs. We con-
duct a single finetuning run from the base instruc-
tion models (full precision) using LoRA (Hu et al.,
2021), with r = 8, α = 32 and dropout set to 0.1.
Gradient accumulation steps is set to 4 with a learn-
ing rate of 1e− 4. Batch size was set to maximise
VRAM consumption, ranging from 4 up to 64 per
device.

For inference using the instruction models, we
employ a shared prompt (Table 12) which may be
complemented with examples at the end, firstly
drawn from the examples used for GPT-4 genera-
tion, and then from the training set. For all of our
experiments, we employ greedy decoding.

8huggingface.co/docs/trl/sft_trainer
9huggingface.co/docs/peft
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Figure 8: Number (and percentage) of issues per score.
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Our work is focused on predicting quality in dialogues. To this end, we asked GPT-4 to detect
issues in dialogue responses. Your task is to determine if the GPT-4 detections are correct.
Please note that there might be more than one issue per response.

We developed a categorization that suits our goals. These categories are:

Objective:
COHERENCE: Contradicts or ignores prior information in the dialogue;
COMMONSENSE: Lacks common knowledge and logic;
REPETITION: Infers information not available in the dialogue context;
FLUENCY: Repeats prior information in the dialogue;
ANTISOCIAL: Contains unsafe or inappropriate behaviour.
NON-TEXTUAL: Includes narrative elements or references unexpected inside a turn of a dyadic
interaction.

Subjective:
ENGAGEMENT: Lacks a behaviour or emotion expected from the situation;
ASSUMPTION: Infers information not available in the dialogue context;
GENDER_PRONOUN: Goes against normative pronouns;
OTHER: any other issues.

Examples of each issue are provided at the end.

We are solely focused on the validation of objective issues in the response. The remaining
categories are included for completeness.

Please provide a ternary answer (0, 1 or 2) to the following question:

Are the objective issue(s) detected by GPT-4 correct (or lack thereof)?

Your annotation(0-2):0 bad indicates that the issue identified is not present in the response,
or it detected no objective issues when it was clear at least one objective issue was present;

Your annotation(0-2):1 fair indicates it detected 1 objective issue but missed detecting an
additional issue; or the issue detected is present but not correctly described;

Your annotation(0-2):2 good indicates that the issues identified are present in the response;
or that there are indeed no issues.

Figure 9: Issue detection validation guidelines.
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Our work is focused on predicting quality in dialogues. Your task is to provide an overall
assessment for the response (1-5), given the prior context.

The annotation is to be conducted in 2 steps. In the first step, you will rate the response
when provided with the dialogue alone. After rating the response, you will then (and only then)
move to the next step, where you will rate the same response, using the same annotation
schema, but provided with automated guidance (in the form of issues detection).

You may disagree with the automated guidance, or find that it does not change your initial
assessment. If so, you can input the same score as before. If not, only change the assessment
in the second step. Always keep the initial assessment unchanged.

Your annotation(1-5):1 awful The response contains several major issues (e.g
contradicts itself or lacks common sense) that severely affect the interaction. The user would be
hard pressed to continue such a conversation.

Your annotation(1-5):2 bad The response contains major issues that affect the
conversation.

Your annotation(1-5):3 fair The response contains some issues that moderately
reduces the quality of the interaction (e.g. unexpected/ non-engaging response, or minor
contradiction).

Your annotation(1-5):4 good The response may contain a minor issue (e.g a small typo)
that does not affect the quality of the response.

Your annotation(1-5):5 excellent Perfect response, without any issues.

Figure 10: Overal assessment guidelines.
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