
Findings of the Association for Computational Linguistics: EACL 2024, pages 12925–12935
November 12-16, 2024 ©2024 Association for Computational Linguistics

TAB2TEXT - A framework for deep learning with tabular data

Tong Lin∗1, Jason Yan∗1, David Jurgens1,2, and Sabina Tomkins1

1School of Information, University of Michigan
2Department of Computer Science & Engineering, University of Michigan

{tonglin, jasonyan, jurgens, stomkins}@umich.edu

Abstract

Tabular data, from public opinion surveys to
records of interactions with social services, is
foundational to the social sciences. One appli-
cation of such data is to fit supervised learning
models in order to predict consequential out-
comes, for example: whether a family is likely
to be evicted, whether a student will gradu-
ate from high school or is at risk or dropping
out, and whether a voter will turn out in an
upcoming election. While supervised learning
has seen drastic improvements in performance
with advancements in deep learning technol-
ogy, these gains are largely lost on tabular
data which poses unique difficulties for deep
learning frameworks. We propose a technique
for transforming tabular data to text data and
demonstrate the extent to which this technique
can improve the performance of deep learning
models for tabular data. Overall, we find mod-
est gains (1.5% on average). Interestingly, we
find that these gains do not depend on using
large language models to generate the text.

1 Introduction

Tabular data is abundant in the social sciences
and for social good applications (Bonica, 2018;
Roscigno and Preito-Hodge, 2021; Tiehen et al.,
2020). One source of tabular data is public opinion
surveys, which are used to monitor public opinion
on everything from public health to the economy.
Another common source of tabular data is inter-
actions with public services, for example, when a
family receives assistance with food or paying rent,
this interaction can populate a table. This data is
also used to train supervised learning models which
have been designed and deployed in the service of
the public good (Bloise et al., 2021; Bonica, 2018;
Sheetal and Savani, 2021; Lin et al., 2023). For
example, supervised learning has been deployed to
detect at-risk high-school students (Lakkaraju et al.,
2015) and prevent eviction-caused homelessness

∗* denotes equal contribution

(Vajiac et al., 2024). However, while deep learn-
ing models have often yielded transformative re-
sults when applied to supervised learning problems
with homogeneous data sources (e.g., in the text
domain), such models generally offer sub-optimal
results applied to tabular data (Shwartz-Ziv and
Armon, 2022). In part, this performance is due to
tabular data often being composed of mixed feature
types from categorical features to numerical. Fur-
thermore, we generally see deep learning models
suffer from overparametrization and sensitivity to
particular hyperparameter combinations on tabular
data (Shwartz-Ziv and Armon, 2022; Shavitt and
Segal, 2018; Arik and Pfister, 2021). Here, we pro-
pose to close this gap by introducing a new method
to adapt tabular data for large language models
(LLMs) by transforming tabular data into text data.

This paper makes three contributions: (1) we in-
troduce TAB2TEXT, a deep learning framework for
tabular data that exploits both tabular and text rep-
resentations, enhancing learning capability through
LLM-generated narratives1; (2) we show that in-
cluding text representations consistently outper-
forms the baselines which use tabular data only;
and (3) models leveraging only text representations
underperform compared to those using only tabular
data.

2 Problem Statement

Consider a dataset with d columns and N rows:

Y ∼ {C1 : X1, C2 : X2, . . . , Cd : Xd} (1)

where Y is a label, Ci∈[d] are column names, and
Xi∈[d] are the associated columns. We assume that
these columns are a mix of binary, categorical, and
continuous data types. Our final goal is to train a
function which takes some form of X as input and
generates predictions Ŷ .

1Relevant code available here:
https://github.com/politechlab/tab2text.git
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Figure 1: General design of TAB2TEXT: Tabular data is transformed into text using one of the two generators
(Descriptive or Narrative), which is then encoded into a dense embedding and fused with the tabular values to use
for prediction; the full model is trained end-to-end. An example of each step is on the right.

3 Our Approach - TAB2TEXT

Consider the setting of predicting one’s income.
Given access to someone’s social media posts, this
may be relatively easy. A person of very high in-
come may use language related to luxury goods and
services, while a lower-income person may employ
vocabulary that reflects different socioeconomic
experiences. Similarly, consider the simple task
of predicting whether a flower is a rose or an iris.
The text descriptions of each flower would differ
greatly, given a dataset of descriptions of roses and
descriptions of irises, a LLM model would likely
learn to differentiate them easily.

Without access to a text dataset for a target pop-
ulation, our intuition is that LLMs already contain
enough general knowledge such that they can gen-
erate related text given limited information. For
example, given a person’s occupation, an LLM
may be able to generate an example social media
post which could be indicative of income; given
a person’s age and race, a LLM can hypothesize
about how they may feel about politically relevant
issues—hypotheses which could help with the po-
litical inference tasks; or, given the size and color
of a flower, an LLM should be able to generate a
description.

Our approach (TAB2TEXT) generates versions
of tabular data as text which allow us to learn more

sophisticated predictive functions and leverage tex-
tual embedding spaces. Additionally, we propose
inference architectures which combine textual with
tabular data. Combining textual representations
from LLMs with tabular data should enable models
to leverage the knowledge capabilities of LLMs
while grounding them in the specific task distribu-
tion, potentially leading to better performance than
using either representation alone. This complete
framework is shown in Figure 1.

3.1 Tabular to text data

We explore two techniques for transforming tabu-
lar data to text data. In the first, we encode each
tabular feature (column descriptor + specific value)
as a text statement. In the second, we explore more
complex narratives. These complex narratives are
designed to capture concepts correlated to the tar-
get variable, and introduce a novel open problem
of how to generate predicatively-helpful narrative
text. These techniques can be explained through
the following components:

• DESCRIPTIVEGEN - Let D be a dataset of de-
scriptive text. DESCRIPTIVEGEN is a method
for transforming a tabular attribute, such as
an age, into a text statement, such as “My
age is 18” or “I am 18 years old”. D =
DESCRIPTIVEGEN(X1, X2, . . . , Xd).
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ANES

ANES Narrative Queries Description

Abortion Thoughts on access to unconditional abortion services.
Birth Control Thoughts on the easy access to birth control.
Gun Control Thoughts on rolling-back gun ownership regulations.
Immigration Thoughts on recent immigrants in the US when it comes to the job market.
Sex Education Thoughts on introducing sexual education at early childhood.
Tax Thoughts on what the government should invest in if there’s a need to increase taxes.
Partisanship Thoughts on the given individual’s political party.

Income

Income Narrative Queries Description

Vacation Thoughts on the given individual’s income and their dream vacation.
Home Thoughts on the given individual’s income and their ideal home.

Table 1: Summary of narrative queries covered in ANES and Income

• DESCRIPTIVEENCODER - Let hdescriptive be
an embedding of textual data. DESCRIP-
TIVEENCODER is a function which takes de-
scriptive text as input and outputs a vector
representation of that text. hdescriptive =
DESCRIPTIVEENCODER(D)

• Narrative Queries Q - Let, narrative queries
Q = {q1, q2, . . . , qk} be a set of queries
where each q ∈ Q describes a concept which
we believe is correlated with the target vari-
able Y . For example, one’s vacation experi-
ences (qvacation) are likely determined by and
correlated with their income (Y ).

• NARRATIVEGEN - A method for generating
a prompt from a query. This prompt is used
in conjunction with an LLM to generate text.
The k narrative queries are paired with the col-
umn names and values to obtain k narrative
generators:{P1, P2, . . . , Pk} = {qj , {C1 :
X1, . . . , Cd : Xd}}kj=1. These k narrative
generators are fed into a generative LLM g to
acquire a generated narrative that provides
information about the label Y . From this, we
obtain the generated narrative frame N by
composing the k generated narratives. That is,
N = g(P1) ◦ g(P2) ◦ . . . ◦ g(Pk).

• NARRATIVEENCODER - Let hnarrative be
an embedding of textual data. NARRA-
TIVEENCODER is a function which takes
descriptive text as input and outputs a vec-
tor representation of that text. hnarrative =
NARRATIVEENCODER(N ).

3.2 Tabular Encoders
It may be advantageous to create a repre-
sentation for tabular input which goes be-

yond the raw input. That is, we would
like to produce a representation htabular =
TABULARENCODER(X1, X2, . . . , Xd), which can
be fused with hdescriptive or hnarrative in a joint
representation space. We tested two tabular en-
coders: (1) a feature concatenation embedding of
the raw tabular values and (2) TabNet (Arik and
Pfister, 2021). In practice, however, we find that
the feature concatenation embeddings consistently
outperform TabNet embeddings.

3.3 Inference architecture
Our inference architecture fuses tabular and tex-
tual data. We learn a joint function fθj that maps
the embedding space of the narrative (or descrip-
tive) and tabular embeddings onto the label space
Y : Ŷnarrative = fθj (hnarrative, htabular). We ex-
periment with different methods for modeling and
learning these representations. However, generally,
the model is as shown in Figure 1.

4 Empirical Evaluation

We evaluate TAB2TEXT with two common social
science datasets. Additionally, we compare both
the descriptive and narrative approaches to generat-
ing text. Finally, we analyze both the influence of
specific LLMs and inference architectures.

Data We explore two datasets: the American Na-
tional Election Studies (ANES) (American National
Election Studies, 2021) and Income (Becker and
Kohavi, 1996). ANES consists of responses to sur-
veys about political beliefs and behaviors, as well
as demographic information. We use a version
with 3,905 respondents from 2020. Income con-
sists of records from the 1994 U.S. Census Bureau
database and contains demographic information
about individuals. This dataset has been used for
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Deep Learning Logistic Reg.

RoBERTa DistilBERT PoliBERT Longformer TF-IDF BERT*+TN AutoMM TF-IDF Avg

Descriptive 0.639 0.639 0.641 0.639 0.639 0.634 0.637 0.642 0.639

Narrative

gpt-4-1106-preview 0.640 0.641 0.640 0.614 0.640 0.631 0.641 0.645 0.634
gpt-4-1106-preview (FT) 0.641 0.640 0.640 0.638 0.648 0.633 0.637 0.649 0.641
claude-3-opus-20240229 0.640 0.625 0.640 0.638 0.639 0.634 0.632 0.641 0.636
gemini-pro 0.641 0.627 0.640 0.640 0.637 0.638 0.640 0.641 0.638
llama-2-7b-chat 0.640 0.597 0.640 0.639 0.638 0.632 0.636 0.641 0.633

Avg 0.640 0.628 0.640 0.635 0.640 0.634 0.637 0.643

Baselines - tabular only Deep Learning: 0.638 Logistic Regression: 0.641
TabNet (Arik and Pfister, 2021): 0.626 TabularPredictor (Erickson et al., 2020): 0.637

Table 2: Results for ANES. Macro F1 scores on the test set are reported. Highlighted results are those which are
statistically significantly better than the baseline within the same setting (i.e., deep learning or logistic regression)
according to McNemar’s Test (p-value < 0.05). BERT∗ denotes the results averaged across all three BERT models
deployed with TabNet as the tabular encoder. The bottom row contains the results for the baseline deep learning and
logistic regression models using solely tabular embeddings. Logistic Reg. is a logistic regression model that is fitted
on narrative (or descriptive) embeddings (as TF-IDF vectors)+tabular embeddings. AutoMM is from the AutoGluon
framework (Erickson et al., 2020; Tang et al., 2024), which utilizes a FT-Transformer architecture (Gorishniy et al.,
2021) for encoding tabular inputs, while leveraging the ELECTRA-base discriminator model (Clark, 2020) for text
encoding.

Deep Learning Logistic Reg.

RoBERTa DistilBERT PoliBERT Longformer TF-IDF BERT*+TN AutoMM TF-IDF Avg

Descriptive 0.757 0.763 0.766 0.757 0.760 0.762 0.766 0.757 0.761

Narrative gpt-4-1106-preview 0.757 0.747 0.767 0.755 0.761 0.757 0.765 0.759 0.759

Avg 0.757 0.755 0.767 0.756 0.761 0.760 0.766 0.759

Baselines - tabular only Deep Learning: 0.757 Logistic Regression: 0.755
TabNet (Arik and Pfister, 2021): 0.747 TabularPredictor (Erickson et al., 2020): 0.753

Table 3: Results for Income. The rows and columns follow the same scheme as in Table 2.

machine learning tasks with the goal of predicting
whether a person earns more than $50,000 per year.
We randomly sampled 10,000 individuals to create
the version used for our study (see Appendix).

Implementation Details Several narrative en-
coder models were tested: DistilBERT (Sanh et al.,
2019), RoBERTa (Liu et al., 2019), and PoliBERT
(Gupta et al., 2020). PoliBERT is a RoBERTa-
based model that was fine-tuned on political twitter
data, and which likely has context-specific informa-
tion for these social science data. Additionally, we
employed AutoMM and TabularPredictor models
from the AutoGluon framework (Erickson et al.,
2020; Tang et al., 2024). AutoMM utilizes a FT-
Transformer architecture (Gorishniy et al., 2021)
for encoding tabular inputs, while leveraging the
ELECTRA-base discriminator model (Clark, 2020)
for text encoding. We used the following narrative
generator formulation to produce narrative text.

Narrative Generator Formulation The narra-
tive generator consist of two main components:
tabular data (both column names and values) and
the narrative queries that solicits information about
the relevant outcome. We describe these queries in
Table 1.

We introduce the gender-neutral name “Taylor”
and use third-person narration to present the de-
mographics, shifting LLM’s perspective from ex-
pressing its own views to considering those of an-
other. For ANES, we also request that the LLMs
provide a confidence level score for their assess-
ments. In addition, we adopt Wei et al.’s (2024)
method by adding a directive at the end of each nar-
rative queries, instructing the LLMs to start their
reply with “Absolutely! I think. . . ”. Additionally,
to avoid redundant information, we ask the LLMs
to limit their responses to 40 words.

Example narrative queries for ANES based on the
demographic feature “gender” with the narrative
query “birth control” is shown as follows:

Taylor is female. Write a social media post which explains

Taylor’s thoughts on the easy access to birth control and their

political party. Could you provide a confidence level for your

assessment, expressed as a number between 0 and 1? You

have to start your reply with ‘Absolutely! I think ’. Limit your

response within 40 words.

An example narrative query for Income based
on the demographic feature “education” with the
narrative query “vacation” is shown as follows:

Taylor’s education level is Doctorate. What do you think
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Taylor’s income is and given this income, describe Taylor’s

dream vacation? Limit your answer to 20 words.

For ANES, an adjusted Macro F1 score was used
as our evaluation metric, where we took the average
of the F1 measure for the Democrat and Republican
class.2 For Income, the macro F1 score was used
as the evaluation metric. The datasets were parti-
tioned into 6-folds, holding out the 6th fold as the
test set. The experiments were ran across 3 seeds
(1,2, and 3) and the results were averaged across
those seeds. A MLP classification head consisting
of one hidden layer, GeLU activation function, and
0.5 dropout was used (see Appendix). We explore
a number of narrative queries for each dataset. For
ANES, each narrative is a social media post describ-
ing a person’s stance on one from a set of issues
(e.g., abortion or climate change). For Income, the
narratives are about a dream vacation.

Results We show the experiments for ANES in
Table 2 and for Income in Table 3. We see modest
improvements when incorporating text data. How-
ever, these improvements depend on the exact LLM
and text generation strategy. Surprisingly, we did
not see improvements with the Longformer model
(Beltagy et al., 2020). While descriptive text of-
ten performs as well as narrative text, we see that
fine-tuning the narrative generation process nearly
always leads to the best performance. The results
are consistent with that of the other models pre-
sented in Table 2.

We compared two approaches for TABULAREN-
CODER, a feature concatenation embedding of the
raw tabular values, and TabNet (Arik and Pfister,
2021), a model customized for tabular data. In
Table 2 and Table 3 we see that using a concate-
nated embedding (which is the option used in all
columns that do not say TN) is consistently better
than TabNet.

We also determine feature importance by em-
ploying Logistic Regression. For ANES, the most in-
fluential words highlight strong themes around po-
litical identity, including social issues (e.g., "social
justice", "healthcarefirst", "climatechange"), eco-
nomic concerns (e.g., "job market", "financial", "in-
vestment"), and policy-related terms (e.g., "policy",
"accountability"). For Income, the most significant
words are centered around income status, featur-
ing travel destinations ("paris", "africa", "asia"),
activity preferences (e.g., "culinary", "boutique"),
and career status (e.g., "doctorate", "jobs", "retire-

2F1 = 1
2
(F1democrat + F1republican)

ment"). We provide two example texts below, high-
lighting the significant words in bold:

I think easy access to birth control allows individuals to

make responsible choices. As a catholic, I grapple with this,

but I lean towards policies that promote public health.

Income likely varies. If a student, possibly minimal. Dream

vacation might be backpacking europe or a festival trip with

friends.

5 Discussion and Conclusion

Our method exploits a joint representation of tabu-
lar and text data. Here, we explore straightforward
joint representations, although the general principle
can be applied to learning more complex spaces.
We also generate rich text from tabular data, e.g.
narratives around opinions and beliefs. This is in
contrast to existing work which explores serial-
ization approaches similar to our descriptive text
(Hegselmann et al., 2023; Bertsimas et al., 2022;
Dinh et al., 2022), work which employs ChatGPT
as a few-shot classifier (Hegselmann et al., 2023;
Yang et al., 2024) and work which generates syn-
thetic tabular data by fine-tuned LLMs (Borisov
et al., 2022). While others have focused on table
understanding tasks, such as question answering
and table reasoning (Borisov et al., 2022; Fang
et al., 2024; Deng et al., 2024; Zhu et al., 2024),
our contribution is geared towards inference.

By posing appropriate and contextually relevant
questions to LLMs, we generate responses that
integrate additional insights drawn from the exten-
sive pre-training of these models. This enriched
textual data provides supplementary context and in-
formation, potentially enhancing the performance
of downstream predictive tasks.

Overall, representing the data as text tends to im-
prove predictive performance over the tabular data
itself, which is notable given that neither dataset
provides text data. However, an interesting result
of this work is that the descriptive text often out-
performs the narrative text. This finding suggests
that the improvements we see arise chiefly from the
general language understandability of the encoder
LLMs rather than the generative LLMs. We hope
this work provides inspiration for future work to-
wards the end of improving predictive performance
for tabular data.

Limitations

There are limitations of this work that should
be considered when positioning this work in the
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broader literature of tabular deep learning and large
language models.

First, our methodology incorporates prompt engi-
neering to extract relevant signals from generative
LLMs, which can be used as inputs alongside tab-
ular data. However, crafting effective prompts re-
quires understanding the relevant theoretical frame-
works within specific domains, introducing com-
putational overhead and time constraints. In future
work we will add a fully automated prompt genera-
tor to our framework.

Second, in the scope of prompt engineering, our
structured prompt approach resulted in long texts
that span well beyond the 512 tokens limit of most
BERT* models. This presents several challenges:
(1) most of the generated text would have to be trun-
cated to fit within the tokens limit (hence we tested
the Longformer model that can fit onto the entire
text length); (2) even with a 512 tokens truncation,
this drastically increases the runtime of the exper-
iments due to quadratic scaling of the attention
mechanism. In thinking about using generated nar-
rative frames from generative LLMs, it is crucial to
factor in the physical limitations of computational
systems as a delicate balancing act of maximum
information extraction and concise text length.

Finally, our experimental setting included
datasets broadly pertaining to the political and so-
cial science settings. Future work can further gen-
eralize this setting by incorporating broader and
more diverse datasets.

Ethics Statement

Our work proposes a deep learning framework that
utilizes the generative capabilities of LLMs to aug-
ment tabular data and improve downstream perfor-
mance. However, it is crucial to note that amidst
the popularity of LLM-inclusive methods, these
models suffer from hallucination and biases, which
could call the reliability of the models into ques-
tion. Our framework attempts to partially address
these concerns by grounding the generated narra-
tives with the tabular data; however, this is not
guaranteed, and LLMs can still introduce poten-
tially harmful data into the training and inference
pipeline, which could have real-world repercus-
sions.

Furthermore, to address the politically sensitive
nature of ANES and our need to elicit specific re-
sponses regarding individuals’ political stances,
we employed jailbroken techniques to encourage

LLMs to provide the desired outputs despite their
safety training designed to maintain stance neutral-
ity. While this allowed us to obtain the necessary
data for our research, it also raises concerns regard-
ing the potential introduction of bias. We hope this
work highlights the fragility of their safety guards
for LLM engineers. We do not intend to use the re-
sults of our model in any political setting to inform,
or influence any political behavior. Furthermore,
we will not share how we obtained these results, as
we do not wish for bad actors to use our techniques.

We view this work as a step towards understand-
ing and utilizing LLMs as an augmenting tool.
Thus, more research is needed to generalize this
framework to broader settings and to further inves-
tigate the safety and reliability of LLMs in more
detail.
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A Dataset Info

In this study, we focus on social science datasets,
particularly those derived from surveys designed to
collect data on social science behaviors. We select
the American National Election Survey (ANES) and
Income datasets as our primary sources. ANES is
long-running and highly regarded for its depth and
reliability, offering valuable insights into voting
behavior, political attitudes, and demographic char-
acteristics. We use the 2020 survey responses and
extract nine demographic features. These include
four standard demographics: age, race, gender, and
education, as well as five expanded demographics:
income, urbanicity, religion, sexuality, and union
status. We also extract participants’ political affil-
iations. Income, derived from the 1994 U.S. Cen-
sus Bureau database, is well-known for machine
learning tasks and it contains 14 features, including
the four standard demographics and additional at-
tributes like workclass, marital status, occupation,
relationship, capital gain, capital loss, hours per
week, and native country.

We cleaned and re-encoded both datasets to en-
sure that the encodings for each feature are contex-
tually meaningful, resulting in data of 3,905 indi-
viduals in ANES and 10,000 individuals in Income.

B Generated Text Statistics

Table 4 lists the average number of tokens across
the generated narrative frames for the ANES and
Income .

C Experimental Setting

ANES was partitioned into 6-folds, holding out the
6th fold as the test set with 650 individuals. The
models were then trained on the remaining 5 folds
using a 5-fold cross validation, where each fold
consisted of 2600 individuals in the evaluation set
and 651 individuals in the validation set. The exper-
iments were ran across 3 seeds and the results were

Avg. # Tokens

Model ANES Income

gpt-4-1106-preview 1,972 517
gpt-4-1106-preview (FT) 1,755 –
claude-3-opus-20240229 2,124 –
llama-2-7b-chat 18,715 –
gemini-pro 2,238 –
descriptive 65 75

Table 4: Average number of tokens in the generated
narrative frame across all individuals in the ANES and
Income for each model. Here, only the RoBERTa to-
kenizer was used to extract the tokens for comparison
purposes.

averaged across those seeds.3 Hyperparameter-
tuning was performed, where for each fold, the
trained model was evaluated on both the validation
and test set. The validation performance was av-
eraged across all 5 folds and 3 seeds to obtain the
best hyperparameter combination, for which the
corresponding test performance is reported.

All experiments were ran with 8 A5000 GPUs
with 24 GB of memory. All of the deep learning
models were implemented with PyTorch (Paszke
et al., 2019) and Hugging Face (Wolf et al., 2019)
and trained with automated mixed-precision (Mi-
cikevicius et al., 2017). We used AdamW as our
optimizer (Kingma and Ba, 2014). A MLP classifi-
cation head consisting of one hidden layer, GeLU
activation function, and 0.5 dropout was used.

The models were trained for 20 epochs and were
evaluated at specified epochs. Following hyperpara-
mater tuning from prior work on ANES, we adopted
class weights of 1.5, 1.5, and 0.1 for Democrats,
Republicans, and Independents, respectively. For
Income, equal class weights were used. Table 5
contains the range of hyperparameters that were
searched to determine the best model that is then
used to evaluate the test set.

Hyperparameters Range

Learning rate {1e-4, 1e-5}
Epoch {7, 10, 15, 20}
Batch size {16, 8 (for Longformer)}
Weight Decay {1e-2}
Classification Head Hidden Dimension {512}
Seeds {1, 2, 3}

Table 5: Hyperparameter tuning was conducted using
these ranges in a grid search to determine the optimal
settings. We used AdamW as the optimizer.

3The seeds were: 1, 2, 3.
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D Descriptive Generator

Table 6 lists the descriptive generators that we used
for the ANES and Income.

E Fine-tuning Strategy based on
Generated Narratives

Following our narrative query prompting strat-
egy that generates text based on tabular input fea-
tures, we further fine-tuned the generative language
model by partially correcting the initially generated
text (see Figure 2). The generated text follows a
specific structure, containing the predicted label
and its associated confidence level (ranging from 0
to 1). We take the text generated from the grouped
features and adjust the predicted label to match the
majority label within the grouped category. For
instance, consider a case where the grouped feature
values in ANES are ’White’, ’18-24’, ’Female’, ’Col-
lege’. We examine all individuals in our dataset
sharing those features and calculate the average
prevalence of each political party. Suppose this
feature combination has 70% Democrats and 17%
Republicans. As the majority outcome is Democrat,
we would correct the predicted label in the text to
’Democrat’ and update the associated probability
to ’70%’. This correction process is repeated for
every feature combination in the grouped feature
set and their partial subsets.

In essence, we refine the predictions and confi-
dence levels of the initially generated text based on
the majority vote and the associated prevalence for
each grouped feature value combination, as deter-
mined by the dataset. This process yields a new
dataset of partially corrected text, which is subse-
quently used to fine-tune the generative LLMs (see
Table 7).

F Effects of Adding Tabular Data to
Generated Narratives

We observed that combining tabular embeddings
with narrative embeddings yielded the best perfor-
mance; however, utilizing solely narrative embed-
dings caused the models to perform worse than the
tabular baseline. This could be attributed to the
biases that LLMs acquire through their pre-training
and alignment phases, as suggested by prior work.
These biases represent a selective strata of society,
causing the generated text to lean towards particu-
lar preferences that are not generalizable to broader
settings. To test this hypothesis, we determined

the feature importance of each word in our cor-
pus using a logistic regression model and listed the
top-10 most predictive words in Table 8. If the
generated narrative does indeed encapsulate sig-
nificant biases, we would expect the inclusion of
tabular embeddings to shift the feature importance
of words to be more consistent with the dataset we
are fitting on.

Our findings provide some evidence to support
the hypothesis that LLM-generated texts contain
biases that need to be addressed when utilizing the
information within a particular task distribution.
From Table 8, the logistic regression model fitted
only on the generated narrative reveals that the
most relevant words are primarily centered around
identity themes, such as "lgbtq", "bodily", "repub-
lican", "protestant", and "faith". In contrast, Narra-
tive+Tabular, which represents the feature impor-
tance of each word using both the narrative and
tabular embeddings, shows that the most salient
words are instead focused on political and policy
issues, including "social justice", "healthcare first",
"climate change", and "childrens health". While
preliminary, this exploration indicates that biases
within LLM-generated texts need to be identified
and mitigated to effectively utilize the information
provided by the text while remaining consistent
with specific task distribution (i.e., ANES, Income,
etc.).
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Dataset Tabular Features Descriptive Generator

ANES age, race, gender, urbanicity, education,
religion, sexual orientation, income,
union status

Taylor, a {}-year-old {} {} from an {} area, has an {} level
education, identifies as a {} with a {} sexual orientation, earns an
income in the {} range, and part of a {} union.

Income age, race, gender, native-country,
workclass, occupation, education,
marital-status, relationship, capital-gain,
capital-loss, hours-per-week

Taylor, a {}-year-old {} {} from {}, works in the {} sector as a {}
worker, has a {} education, is {}, identifies as {}, has a capital gain
of {} and a capital loss of {}, and works {} hours per week.

Table 6: Descriptive Generators for ANES and Income.

Feature Combination P(Dem.) P(Repub.) Generated Narrative Corrected Narrative Fine-tuned Generated
Narrative

White, 18-24, Female,
Highschool or below

0.42 0.38 i think taylor supports
unconditional access to
abortion, aligning with
the democrat party on
this issue. confidence
level: 0.9.

i think taylor supports
unconditional access to
abortion, aligning with
the democrat party on
this issue. confidence
level: 0.42.

woman wants an abor-
tion, she should have
access! it’s a personal
choice. #prochoice
#healthcareforall. i’m
more republican on this.
confidence level: 0.47.

Asian, 18-24, Male,
University

0.66 0.33 i think taylor believes
in unfettered access to
abortion services, see-
ing it as a fundamen-
tal right, which sug-
gests alignment with
the democrat party. con-
fidence level: 0.9.

i think taylor believes
in unfettered access to
abortion services, see-
ing it as a fundamen-
tal right, which sug-
gests alignment with
the democrat party. con-
fidence level: 0.66.

to unconditional abor-
tion services is a funda-
mental right, represen-
tative of healthcare and
autonomy; it’s a non-
negotiable for me. my
beliefs align more with
the democratic party.
confidence level: 0.52.

Hispanic, Female, Uni-
versity

0.73 0.17 i think taylor believes
in unrestricted access
to abortion, rights to
choose, and women’s
health — sentiments
typically echoing
democrats’ stance.
confidence level: 0.9.

i think taylor believes
in unrestricted access
to abortion, rights to
choose, and women’s
health — sentiments
typically echoing
democrats’ stance.
confidence level: 0.73.

or believes in unhin-
dered access to abortion
services, as key to re-
productive rights, sug-
gesting alignment with
the democratic party;
confidence level: 0.64.

Black, Male 0.80 0.13 i think taylor supports
unconditional abortion
access, suggesting
alignment with the
democrat party; confi-
dence level: 0.9.

i think taylor believes
in unrestricted access
to abortion, rights to
choose, and women’s
health — sentiments
typically echoing
democrats’ stance.
confidence level: 0.8.

or believes in uncondi-
tional access to abortion
services, a healthcare
right, as a democratic
value, aligning with the
party. confidence level:
0.71.

Table 7: Examples of texts generated by querying gpt-4-1106-preview using our prompting strategy. The model
predicts an individual’s (Taylor’s) stance on abortion access (one of 6 narrative queries in the ANES dataset) based on
their demographic attributes, political affiliation, and the model’s confidence in the prediction. "Original Abortion
Text" represents the initial narrative generated from the gpt-4-1106-preview model. "Corrected Narrative" takes the
initially generated narrative and corrects it with the majority label within a feature combination and their associated
probability, while "Fine-tuned Generative Narrative" is the text generated from the model after finetuning on the
corrected narrative.
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Gender: Male
Race: Asian
Age: 18-24

Education: University

LLM

qabortion

I think Taylor believes in unfettered 
access to abortion services, seeing it as 
a fundamental right, which suggests 
alignment with the democrat party. 
confidence level: 0.9.

Individual Features

Among all individuals 
sharing these features

P(Dem.): 0.66
P(Repub. ): 0.33

Generated Narrative

I think Taylor believes in unfettered 
access to abortion services, seeing it as 
a fundamental right, which suggests 
alignment with the democrat party. 
confidence level: 0.66.

Corrected Narrative

To unconditional abortion services is a 
fundamental right, representative of 
healthcare and autonomy; it’s a non-
negotiable for me. My beliefs align more with 
the democratic party. Confidence level: 0.52.

Fine-tuned Generated Narrative

Requery 
qabortion

adjust the label to 
match the majority

Figure 2: Fine-tuning Strategy

Embeddings Most Predictive Words

Narrative
lgbtq, republican, bodily, healthcare, politics, faith, protestant,
energy, progressive values, lifelong

Narrative+Tabular democrat, social justice, us job market, green, contributors, party
affiliation, republican, push, policy, accountability

Table 8: Top-10 Most Predictive Words determined by Logistic Regression. The model is fitted on ANES with the
generated text from gpt-4-1106-preview. The narrative embeddings were derived using TF-IDF.
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