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Abstract
Capturing the unique knowledge demands for
each dialogue context plays a crucial role in
commonsense knowledge-grounded response
generation. However, current CoT-based and
RAG-based methods are still unsatisfactory in
the era of LLMs because 1) CoT often over-
estimates the capabilities of LLMs and treats
them as isolated knowledge Producers; thus,
CoT only uses the inherent knowledge of LLM
itself and then suffers from the hallucination
and outdated knowledge, and 2) RAG underes-
timates LLMs because LLMs are the passive
Receivers that can only use the knowledge re-
trieved by external retrievers. In contrast, this
work regards LLMs as interactive Collabora-
tors and proposes a novel DCRAG1 (Demands-
Guided Collaborative RAG) to leverage the
knowledge from both LLMs and the external
knowledge graph. Specifically, DCRAG de-
signs three Thought-then-Generate stages to
collaboratively investigate knowledge demands,
followed by a Demands-Guided Knowledge Re-
trieval to retrieve external knowledge by inter-
acting with LLMs. Extensive experiments and
in-depth analyses on English DailyDialog and
Chinese Diamante datasets proved DCRAG can
effectively capture knowledge demands and
bring higher-quality responses.

1 Introduction

Large Language Models (LLMs) have shown re-
markable results in recent studies (Touvron et al.,
2023; Zhao et al., 2023). Thanks to the extraordi-
nary conversational abilities of LLMs (Deng et al.,
2023), there has been an increasing interest in
developing LLM-based open-domain dialogue re-
sponse systems (Wang et al., 2023b; Chen et al.,
2023b). Nonetheless, this development still suffers
from many thorny challenges since LLMs are con-
strained by the knowledge boundary (Ren et al.,

*The corresponding author.
1Our codes and dataset are released at https://github.

com/Y-NLP/Chatbots/tree/main/EMNLP2024_DCRAG.
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Figure 1: A comparison between previous LLM-based
CKRG paradigm and our method. We propose to regard
LLMs as Collaborators to leverage the knowledge from
both LLMs and the external knowledge graph.

2023) and lack the long-tail knowledge (Kand-
pal et al., 2023). To mitigate such issues, aug-
menting the dialogue generation with common-
sense knowledge is a promising way, i.e., Com-
monsense Knowledge-Grounded Response Genera-
tion (CKRG). Commonsense knowledge can signif-
icantly deepen the understanding of LLMs about
the real world (Guan et al., 2024).

Although massive commonsense facts are in the
world, only a few highly relevant facts are indeed
demanded by each specific dialogue context. Thus,
how to seek commonsense facts to meet the unique
Knowledge Demands of each dialogue context is
fundamental in CKRG. Prior works can be either
CoT-based or RAG-based. On the one hand, benefit-
ing from the scale of params and training corpora, a
large-scale LLM itself can be regarded as an inher-
ent knowledge base (Chen et al., 2023a; Bian et al.,
2024). Thus, CoT-based works (Zhou et al., 2022b;
Liu et al., 2022; Chae et al., 2023) externalize the
implicit knowledge from the backbone LLMs in ad-
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vance to assist the following response generation in
the manner of Chain-of-Thought (Wei et al., 2022).
On the other hand, external commonsense knowl-
edge graphs, like ConceptNet (Speer et al., 2017)
and Atomic (Sap et al., 2019), consist of various
high-quality human-collected facts. Thus, RAG-
based (Retrieval-Augmented Generation) methods
(Zhao et al., 2024) explicitly retrieve facts from
external knowledge bases to augment the response
generation (Wu et al., 2020; Gao et al., 2022).

Nonetheless, both mentioned paradigms are still
unsatisfactory in capturing the knowledge demands
in the era of LLMs because inappropriate roles are
assigned to LLMs. In the CoT-based paradigm,
LLMs act as isolated Producers, and the knowl-
edge is totally externalized from the LLM’s internal
parameters without external interaction. However,
this paradigm heavily relies on the LLM scale and
overestimates its capabilities; thus, it is inevitably
limited by hallucination (Ji et al., 2023) and out-
dated (Wang et al., 2023c) knowledge. Conversely,
RAG-based paradigm underestimates the capabil-
ities of LLMs by only treating them as passive
Receivers, which can only use the knowledge re-
trieved by an independent external retriever. How-
ever, the notable cognition gap between the re-
triever and LLMs creates an information bottle-
neck. The independent retriever may miss implicit
knowledge demands like ambiguous intentions and
possible involved topics, and LLMs lack the chance
to help the retrieval in spite of their great power.

This work regards the LLMs as interactive Col-
laborators and presents a novel DCRAG (Demands-
Guided Collaborative RAG). As illustrated in Fig-
ure 1, compared to prior paradigms, DCRAG not
only uses the inherent knowledge from the LLM
itself but also leverages the great power of LLMs
to collaboratively retrieve external commonsense
knowledge. In detail, DCRAG thinks knowledge
demands are derived from the queries and topics,
where queries are knowledge explicitly or implic-
itly mentioned by the dialogue history, and topics
are the possible involved knowledge in the sub-
sequent response. Thus, DCRAG designs three
Thought-then-Generate stages: Query Production,
Topic Planning, and Cross Revision to collabora-
tively investigate knowledge demands with LLMs.
Then, based on the identified knowledge demands,
DCRAG can more effectively retrieve the common-
sense knowledge via Demands-Guided Knowledge
Retrieval to ground the following response genera-
tion by further interacting with LLMs.

We have conducted experiments on English Dai-
lyDialog (Li et al., 2017) and Chinese Diamante
(Lu et al., 2023) datasets. Besides the existing
reference-free metrics, we propose CDP and CDF
to measure the usage of commonsense knowledge
and GPT-4 Evaluation metrics to measure the var-
ious aspects of responses. Extensive experiments
and in-depth analyses demonstrated DCRAG can
effectively capture knowledge demands and bring
higher-quality responses compared to baselines.

Our contribution is three-fold: 1) We propose to
regard LLMs as interactive Collaborators to bet-
ter capture the unique knowledge demands of each
dialogue context without overestimating or under-
estimating the capabilities of LLMs; 2) We propose
a novel DCRAG to collaboratively identify knowl-
edge demands and leverage the knowledge from
both LLMs and the external knowledge graph; 3)
Extensive experiments and in-depth analyses con-
firmed the effectiveness of our DCRAG.

2 Related Work

Knowledge-Grounded Response Generation
(KRG) Recently, KRG has been extensively stud-
ied to alleviate the issue of generic or hallucinated
responses (Li et al., 2016; Roller et al., 2021; Shus-
ter et al., 2021), which frequently appears in the tra-
ditional response generation (RG) systems. KRG
can generate more diverse responses grounded on
additional knowledge, such as Wikipedia (Dinan
et al., 2019; Kim et al., 2020), Internet (Shuster
et al., 2022; Wang et al., 2023a), Commonsense
(Wu et al., 2020; Tang et al., 2023), and some oth-
ers (Li et al., 2022; Ni et al., 2023). This work
mainly focuses on the KRG with commonsense,
which can facilitate the models to grasp factual
knowledge about the real world.

Knowledge Seeking in CKRG It is crucial since
it can significantly affect the subsequent response.
Previous CKRG works externalize knowledge from
the LLMs (Zhou et al., 2022b; Liu et al., 2022;
Chae et al., 2023), or retrieve external knowledge
by independent retriever (Zhou et al., 2018; Wu
et al., 2020; Zhou et al., 2021; Gao et al., 2022).
However, both of them are unsatisfactory in captur-
ing the knowledge demands since they either are
limited by hallucination (Ji et al., 2023) and out-
dated (Wang et al., 2023c) knowledge or encounter
an information bottleneck due to the cognition gap
between retriever and LLMs. Thus, this work re-
gards LLMs as Collaborators to address this issue.
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Figure 2: An illustration of DCRAG. It regards LLM as an interactive Collaborator to 1) collaboratively identify the
knowledge demands via Query Production, Topic Planning, and Cross Revision and 2) retrieve external knowledge
via Fact Retrieval and Fact Selection. Then, augmenting Response Generation with retrieved knowledge.

Queries and Topics In this work, both queries
and topics are used to describe knowledge demands
in dialogue. Such views are motivated by the cur-
rent Query Production (Komeili et al., 2022; Shus-
ter et al., 2022; Reddy et al., 2023; Wang et al.,
2023a) and the Topic-Guided Response Genera-
tion (Tang et al., 2019; Zhong et al., 2021; Tan
et al., 2023). The former aims to generate search
queries to seek knowledge from external knowl-
edge sources, and the latter predicts the topic to
guide knowledge retrieval and response generation.

3 Methodology

3.1 Overview

As illustrated in Figure 2, this work proposes a
novel LLM-based DCRAG, which regards LLM as
Collaborator in capturing the knowledge demands
and seeking external commonsense knowledge.
Given a conversational corpus D = {(H,R)}|D|,
where H/R is the dialogue history/response, and
an external commonsense knowledge graph G =
{k}|G|, where each k = (eh, r, et) is a fact triplet.
This work first collaboratively identifies Queries
EQ and Topics ET via Knowledge Demands Iden-
tification. Then, based on the EQ and ET , it re-
trieves external knowledge K from G via Demands-
Guided Knowledge Retrieval. Finally, the response
generation can be defined as P (R|H,K).

3.2 Knowledge Demands Identification

Identifying the knowledge demands is crucial be-
cause it affects what kind of commonsense knowl-

edge facts can be retrieved to enhance the following
response generation. Prior RAG-based works (Wu
et al., 2020; Gao et al., 2022) directly regard all en-
tities that appeared in the dialogue history H as the
queries to retrieve knowledge. This paradigm faces
three drawbacks: 1) it can not capture the implicit
knowledge demands that are not directly mentioned
by the dialogue history; 2) not all mentioned enti-
ties can reflect the current demands because some
of them are irrelevant or noise; 3) it ignores the fact
that the topics of the next response may not be fully
involved by the current dialogue history.

Differently, we describe knowledge demands us-
ing both queries reflecting the intentions and top-
ics possibly involved. Then, we propose Thought-
then-Generate to collaboratively identify them with
three stages: Query Production, Topic Prediction,
and Cross Revision.

3.2.1 Query Production
It aims to identify entities that can reflect the ex-
plicit and implicit intentions of the current dialogue
history H . To investigate both the explicit and im-
plicit demands in H , we design a prompt to instruct
the backbone LLMM to 1) selectively EXTRACT
the relevant entities EEQ from H and 2) INFER
the possible entities EIQ implicitly referred by H .

To enable a deeper and more interpretable
reasoning, we propose a Thought-then-Generate
paradigm to generate such queries by collabora-
tively interacting with the backbone LLMM in a
two-step Chain-of-Thought (CoT) manner:

TEQ, T IQ ← PQP
M (H) (1)
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EEQ, EIQ ← PQP
M (H,TEQ, T IQ) (2)

where the corresponding prompt PQP
M

2 and two
equations can be explained as follow:

• Thought step: Eq 1 asks M to think about
what entities should be explicitly extracted
(TEQ) or implicitly inferred (T IQ) and write
the corresponding thoughts as the plain text.

• Generate step: Based on the thoughts TEQ

and T IQ, Eq 2 then asks M to selectively
extract the explicit queries (i.e., EEQ) and
infers the implicit queries (i.e., EIQ) from H .

3.2.2 Topic Planning
Solely investigating the queries from the dialogue
history H is not enough to capture the knowledge
demands since the topic of the subsequent response
may be extended. Thus, it is not trivial to proac-
tively plan the possible topics that can be involved
in the subsequent response when identifying the
knowledge demands. In detail, we assume the sub-
sequent dialogue response may either maintain the
existing topics or extend to new topics:

1. Maintained Topics EMT : Some entities ex-
plicitly or implicitly mentioned in the dia-
logue history may be maintained in the sub-
sequent response to ensure the conversation’s
coherence and engagingness.

2. Extended Topics EET : Entities that are not in
the dialogue history H , but may be involved
by the subsequent response.

then, similar to the prior stage, we use a prompt
P TP
M to ask the backbone M to collaboratively

plan topics in the Thought-then-Generate way:

TMT , TET ← P TP
M (H) (3)

EMT , EET ← P TP
M (H,TMT , TET ) (4)

3.2.3 Cross Revision
The former two stages identify the knowledge
demands individually to avoid cross-interference.
However, we also believe the interaction between
them is necessary. Thus, this stage asks the back-
boneM to revise the previously identified queries
and topics collaboratively based on their interrela-
tions. In detail, we still use a prompt PCR

M to per-
form this job in the Thought-then-Generate way:

T̂ ← PCR
M (H,E, T ) (5)

2All prompts of DCRAG are reported in Appendix E.2.

Ê ← PCR
M (H,E, T, T̂ ) (6)

where the E = {EEQ, EIQ, EMT , EET } and
T = {TEQ, T IQ, TMT , TET } are the collections
of entities and thoughts respectively, both of which
are the outputs of Query Production and Topic Plan-
ning, T̂ = {TQ, T T } and Ê = {EQ, ET } is the
revision thoughts, and revised queries and topics.
Then, the collaboratively identified queries EQ and
topics ET are used to describe the comprehensive
knowledge demands for the given dialogue context.

3.3 Demands-Guided Knowledge Retrieval
Once the knowledge demands have been identified,
the next step is to retrieve external commonsense
knowledge facts to meet these knowledge demands
by further interacting with LLM.

Fact Retrieval With the guidance of the identi-
fied knowledge demands (i.e., Queries EQ and Top-
ics ET ), we first retrieve two kinds of facts from the
external knowledge graph G = {kj = (eh, r, et)}:

• Foreseen Set: It includes facts that are fully
planned by the knowledge demands. For each
fact k = (eh, r, et) ∈ G, if eh ∈ EQ and
et ∈ ET , or, if eh ∈ ET and et ∈ EQ, then k
is added to the foreseen set.

• Unforeseen Set: We also retrieve facts that are
partially planned because the size of foreseen
facts is always limited. For each fact k =
(eh, r, et) ∈ G, if eh or et ∈ EQ ∪ET , then k
is added to the unforeseen set.

then, for both sets, we use a dense retriever3 to
select top-50 relevant facts as the final foreseen set
KF and unforeseen set KUF .

Fact Selection To further interact with LLM by
effectively eliminating irrelevant facts in KF and
KUF , we turn to use the prompt PFS

M to askM to
pick up foreseen set KF and unforeseen set KUF

facts by considering the relevance and usefulness:

KS ← PFS
M (H,KF ) + PFS

M (H,KF ) (7)

where PFS
M (H,KF ) first orderly selects up to 20

facts from the foreseen set KF as KS ; then, if
the size of |KS | < 20, PFS

M (H,KF ) continues to
orderly select facts from KUF until |KS | = 20.

3This dense retriever Ranker is implemented based on
text-embedding-3-small, an embedding model. It will rank the
facts based on the embedding cosine similarity between each
fact triplet and dialogue history.
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3.4 Response Generation

Finally, we can instruct the backbone LLMM to
generate the subsequent dialogue response:

R← PRG
M (H,KS , I) (8)

where H is the dialogue history, KS is the selected
facts, and I is the outputs of previous entities and
thoughts in Cross Revision to help the backbone
model understand why KS can be retrieved.

4 Experiments

4.1 Experiment Settings

4.1.1 Dataset
Dialogues Our experiments use an English Daily-
Dialog dataset (Li et al., 2017) and a Chinese Dia-
mante dataset (Lu et al., 2023). Both of them are
human-to-human multi-turn conversation corpus in
the open-domain settings. The English DailyDia-
log dataset contains 12,539 dialogues with 94,400
utterances, and the Chinese Diamante dataset con-
tains 6,838 dialogues with 98,115 utterances. Con-
sidering the high cost of LLMs, we randomly sam-
ple 300 instances as the test sets from the original
part of DailyDialog and Diamante, respectively.

Knowledge We employ a widely-used multilin-
gual commonsense knowledge graph, ConceptNet
(Speer et al., 2017). It contains 1.17M entities,
3.28M facts, and 47 relations in English; 0.13M
entities, 0.37M facts, and 25 relations in Chinese.

4.1.2 Models
We tested three types of models. Except Cosmo, all
models are built upon the gpt-3.5-turbo-1106.
The implementation details are reported in Ap-
pendix A.1. The first RG type does not consider
retrieving or externalizing the knowledge in the
inference. 1) Vanilla directly adopts a prompt to
drive the backbone LLM to generate the response.
2) Cosmo4 is further trained on a commonsense
knowledge-enhanced dataset SODA (Kim et al.,
2023). The next is CoT-based CKRG. 3) MSDP
(Liu et al., 2022) uses a multi-stage prompting
framework to externalize the implicit knowledge
before generating the response. The last is RAG-
based CKRG, which explicitly retrieves knowl-
edge from the external commonsense knowledge
graph. Depending on how to obtain the queries,
we consider three methods: 4) Traditional RAG

43B, cosmo-xl.

(T-RAG): Following (Wu et al., 2020; Gao et al.,
2022), it regards all the entities that appeared in the
dialogue history as queries. 5) Query Production
(QP-RAG): Inspired by the current query produc-
tion works (Komeili et al., 2022; Zhou et al., 2022a;
Wang et al., 2023a), it builds an independent learn-
able generation network to produce the queries. 6)
SCG-QP: (Reddy et al., 2023) generates queries
by leveraging the Cosmo model (Kim et al., 2023)
to establish connections related to the conversation
topic. For all RAG-based models, after obtaining
the queries, we retrieve the facts that head (or tail)
entity in the queries and then employ the dense re-
triever (see Sec 3.3) to re-rank facts and select the
top 20 as the retrieved knowledge. Finally, we in-
struct the backbone LLM to generate the responses.

4.1.3 Automatic Metrics
Since most models are built on LLMs without be-
ing fine-tuned on the specific datasets, using the
reference-based metrics to evaluate responses is
not suitable (Li et al., 2024). Hence, we use the
Reference-free and GPT-4 Evaluation metrics.

Reference-free We use Distinct-2 (DI-2) to mea-
sure the diversity of the responses (Li et al., 2016).
Then, to measure the usage of commonsense knowl-
edge in responses, we propose CDP and CDF.

1. CDP (Commonsense Dialogue Proportion)
shows the proportion of knowledge-grounded re-
sponses. We use Hard Matching (Zhou et al.,
2022b) to extract fact tuples {t} between the dia-
logue history and the generated response, and then:

CDP =
1

n

n∑

1

I({t}), I = 1 if {t} ≠ ∅ else 0

where n is the test set size, I = 1 if the response is
grounded by at least one commonsense fact.

2. CDF (Commonsense Dialogue Feature) con-
siders the abundance of informative fact tuples that
appear in the generated response using the IDF
value (Ramos et al., 2003):

CDF =
1

n

∑n
1

∑|{t}|
1 IDF(t)

GPT-4 Evaluation Recent works like GPTScore
(Fu et al., 2023) and G-EVAL (Liu et al., 2023b)
have shown the effectiveness of LLMs evaluation
in the text generation task. Thus, we employ
MEEP (Ferron et al., 2023) to measure the en-
gagingness of generated responses based on GPT-4
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Pattern Method PPL Reference-free GPT-4 Evaluation GeoMeanDI-2 CDP CDF MEEP Infor. Overall

English DailyDialog dataset (Li et al., 2017)

RG Vanilla 26.48 57.46 68.67 22.77 61.40 59.50 86.42 55.23
Cosmo 20.40 53.00 60.00 14.44 47.10 55.25 76.92 45.77

CoT-based MSDP 35.48 63.49 74.33 38.83 48.53 62.17 83.17 59.86

RAG-based
T-RAG 27.14 59.27 74.00 27.24 61.38 61.75 86.67 58.30

QP-RAG 25.55 57.14 75.67 27.52 58.13 59.75 85.42 57.27
SCG-QP 21.24 57.10 82.00 33.68 59.18 61.83 86.92 60.73

DCRAG (Ours) 29.01 59.70 85.67 41.60 71.48 72.92 92.75 68.45
Chinese Diamante dataset (Lu et al., 2023)

RG Vanilla 35.06 70.91 45.33 8.63 69.67 60.08 81.67 46.00

CoT-based MSDP 27.58 77.80* 50.00 10.93 70.50 59.42 82.50 49.49

RAG-based T-RAG 36.62 77.17 52.33 11.47 66.07 58.92 81.92 49.53
QP-RAG 27.94 78.51 52.00 11.27* 68.73 59.75 82.58 49.99

DCRAG (Ours) 18.56 77.57 58.67 14.51 80.64 68.83 88.33 56.45

Table 1: Main Results. GeoMean is the geomean score. Although Perplexity (PPL) is reported, we do not compare
this metric (see Appendix A.2). Expect *, DCRAG shows significance (p < 0.05, Wilcoxon Signed-Rank Test).

(gpt-4-1106-perview) (OpenAI, 2023). Mean-
while, we also instruct GPT-4 to score the generated
responses like humans in the aspects of Informa-
tiveness (Infor.) and Overall Score (Overall). The
used prompts are reported in Appendix E.3.

4.2 Main Results

Automatic Evaluation As shown in Table 1,
DCRAG shows notable superiority on both datasets,
proving it can better capture the knowledge de-
mands and then generate higher-quality responses.
For RG methods, without the help of common-
sense knowledge, Vanilla generates the least
commonsense-grounded responses (due to poor
CDP and CDF). Cosmo has the worst performance
since the used small-scale backbone model (3B
params only). As a CoT-based method, MSDP is
notably better than RG methods, especially in terms
of DI-2. It proves that grounding the response gen-
eration on the externalized implicit knowledge is
beneficial. In the RAG-based paradigm, T-RAG
achieves comparable overall performance with
MSDP. Such results demonstrate either retrieving
external knowledge or externalizing implicit knowl-
edge in LLMs can meet the knowledge demands to
a certain extent. After asking LLM to investigate
partial knowledge demands (i.e., queries) in dia-
logue history, QP-RAG and SCG-QP show visible
improvements. It illustrates the information bottle-
neck in T-RAG can be broken by interacting with
LLM. By continuously interacting with LLM by 1)

Winner Natur. Coher. Engag. Infor.

Vanilla 35% 36% 21% 10%
DCRAG 60% 61% 75% 88%

MSDP 29% 33% 22% 17%
DCRAG 68% 66% 77% 81%

T-RAG 32% 36% 20% 12%
DCRAG 63% 62% 75% 86%

QP-RAG 35% 35% 19% 17%
DCRAG 62% 63% 77% 80%

Table 2: Human Evaluation Results. We report the
proportion of each model winning. All differences are
significant (p < 0.05, Wilcoxon Signed-Rank Test).
The average Cohen’s kappa among annotators is 0.733.

investigating deeper knowledge demands (such as
possible topics) and 2) engaging in external knowl-
edge retrieval, DCRAG outperforms all baselines by
notable margins. Such results confirm the effective-
ness of Collaborator since it can jointly leverage
the strengths of LLMs and external knowledge.

Pair-wise Human Evaluation We randomly
sampled 100 test cases from the Chinese Dia-
mante dataset and asked three well-educated native-
speaker annotators to select the better response be-
tween the two candidates in terms of Naturalness
(Natur.), Coherence (Coher.), Engagingness (En-
gag.), and Informativeness (Infor.)5. We allowed
‘Tie’ if the two candidates were comparable. As
shown in Table 2, the responses generated by our

5See the explanations of criteria in Appendix A.3.
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Method CDP CDF MEEP Overall GeoMean

DCRAG (Full) 85.67 41.60 71.48 92.75 68.45

-w/o FS 82.67 38.83 66.25 91.33 65.39
-w/o FR+FS 82.67 34.21 66.88 92.00 64.38

-w/o QP+CR 82.33 36.91 66.50 91.67 64.50
-w/o TP+CR 82.33 36.28 62.00 88.42 63.00
-w/o CR 81.33 36.37 66.24 90.25 64.28

-w/o TtG 76.33 32.18 59.33 86.33 60.58

Table 3: Ablation Study on DailyDialog. Here, we re-
move modules in DCRAG, including Query Production
(QP), Topic Planning (TP), Cross Revision (CR), Fact
Retrieval (FR), and Fact Selection (FS), and a reasoning
way of Thought-then-Generation (TtG). DCRAG shows
significance (p < 0.01, Wilcoxon Signed-Rank Test).

DCRAG can better align with the human prefer-
ences in all terms, especially the Engag. and Infor..
We think this is because DCRAG can simultane-
ously identify knowledge demands (i.e., queries
and topics) from both dialogue history and subse-
quent response, which effectively helps the back-
bone model to jointly maintain existing information
and extend new topics in generating responses.

4.3 In-Depth Analysis

Ablation Study To decompose the contribution
of DCRAG, we conduct an ablation study by re-
moving each module and a reasoning way from
full DCRAG in Table 3. First, we verify the effec-
tiveness of Demand-Guided Knowledge Retrieval:
1) -w/o FS generate responses directly based on the
retrieved external facts; the decreased performance
highlights the necessity of interacting with LLM to
filter out irrelevant facts. 2) -w/o FR+FS removes
entire external retrieval, where DCRAG degener-
ated as an CoT-based method. Although it still
outperforms MSDP (see Table 1), there remains a
significant gap compared to the full DCRAG. Next,
we study the effectiveness of Knowledge Demands
Identification: 3) -w/o QP+CR and 4) -w/o TP+CR
only rely on the partial knowledge demands (i.e.,
queries or topics) to retrieve facts. The perfor-
mances are all dropped, proving it is accurate to use
both of them to describe the knowledge demands.
The next 5) -w/o CR uses all but preliminary queries
and topics to retrieve facts, also resulting in poorer
performance. We also observed that a decreased
performance from 3) -w/o QP+CR to 5) -w/o CR.
We own that, without the aid of topics, only us-
ing queries will retrieve more relevant but useless
facts. Last, 6) w/o TtG directly generates entities
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Figure 3: RAG Pipeline Evaluation Results on DailyDi-
alog using RAGAs (Es et al., 2024).
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Figure 4: LLM Sensitivity Analysis on DailyDialog.

without Thought-then-Generation reasoning, and
the sharply declined results suggest it is crucial for
enhancing the reasoning performance of LLM.

RAG Pipeline Evaluation Prior experiments
only focus on the quality of responses, lacking an
evaluation to investigate the performance of mid-
dle component (i.e., retrieved knowledge) and the
entire pipeline. Thus, we employ RAGAs (Es et al.,
2024) to evaluate our DCRAG and other RAG-
based baselines. RAGAs is a framework using
reference-free metrics6 to evaluate RAG pipelines,
which consist of Dialogue History (Query), Knowl-
edge (Context), and Response (Answer). As shown
in Figure 3, we derive the following findings: 1)
According to Context Relevance and Faithfulness,
DCRAG can effectively capture knowledge de-
mands since it can retrieve more relevant and use-
ful knowledge facts; 2) DCRAG has the ability to
generate the response that better aligns with the
dialogue (see Answer Relevance); 3) The entire
pipeline of DCRAG is more coordinate and effec-
tive due to excellent performance across all metrics.

LLM Sensitivity DCRAG can efficiently lever-
age the knowledge from both the LLM itself and

6Appendix A.4 reports the details of RAGAs metrics.
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Dialogue History
A: What a confidence! I always watch a lot of movies, too.
B: Oh really, Frank? What kind of movies do you like?
A: Actually, I watch whichever movie there is, be it a
comedy, a sci-fi, or a suspense movie. How about you?
B: Art films are my favorite, but thrillers are cool, too.
A: Really impressive. These two genres are different.

Vanilla
R: Yeah, they are quite different, but both offer unique
experiences, don’t you think?

MSDP
K: (art film, IsA, movie); (thriller, IsA, movie); (genre,
Synonym, type); ...
R: Art films are my favorite, but thrillers are cool too. It’s
impressive how different these two genres are.

T-RAG
K: (frank, RelatedTo, seriously truthful); (sealed room,
IsA, film); (frank, RelatedTo, being honest); ...
R: Yeah, they are quite different, but each has its own
charm, don’t you think?

DCRAG
EQ: movies; art films; thrillers; reasons behind favorite
movie choices; specific interests in movie genres
ET : movies; suspense movie; art films; thrillers; genres;
participants’ preferences; differences between movie gen-
res; specific examples of art films; specific examples of
thrillers; reasons behind favorite movie choices
K: (movie, RelatedTo, film); (suspense movie, IsA,
movie); (art film, RelatedTo, artistic); ...
R: Yes, they are indeed quite different. I love the depth
and artistic expression in art films, but the adrenaline rush
from thrillers is also exhilarating.

Table 4: Case Study. EQ, ET , K, and R denote queries,
topics, externalized/retrieved knowledge, and response,
respectively. We reported more cases in Appendix C.

the external knowledge graph. To validate its su-
periority, besides the tested GPT-3.5, we also test
DCRAG and three baselines on LLaMA3-8B and
LLaMA3-70B (Touvron et al., 2023). As illustrated
in Figure 4, DCRAG meets the expectation indeed
since it not only shows superior performance on
the small scale LLM but also can achieve notable
performance gains from scaling up params (such
as from LLaMA3 8B to 70B). In contrast, MSDP
exhibits the poorest performance with the small-
est LLM (GeoMean is only 52 in LLaMA3-8B).
It illustrates the limitation that isolated Producers
heavily relies on the LLM scale. Meanwhile, T-
RAG underestimates the capabilities of LLMs to
treat them as passive Receivers, thereby it is hard
to benefit from the LLM scale (the percentage in-
crease is only 3.2% from LLaMA3 8B to 70B).

Case Study Table 4 reports one case in DailyDia-
log. It can be seen that Vanilla did not perform well
since the generated response is generic. The exter-
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Figure 5: Error Analysis Results. See examples and cor-
responding analyses for each error type in Appendix D.

nalized knowledge of MSDP fails to meet knowl-
edge demands due to low novelty, and the follow-
ing response can only repeat the existing informa-
tion. T-RAG retrieves irrelevant facts but has a more
acceptable response. Our DCRAG first identifies
queries and topics to accurately describe the knowl-
edge demands; then, the retrieved facts can better
meet the demands. Thus, the response of DCRAG
is notably knowledgeable and high-quality.

Error Analysis To gain a comprehensive under-
standing of our DCRAG, we randomly select 100
instances from DailyDialog to manually inspect the
errors of each module. The aggregated statistical
findings are detailed in Figure 5. We find that Cross
Revision, Fact Retrieval, and Fact Selection have
more notable error rates. Compared to other mod-
ules, we can attribute the reason as the reasoning
requirements of such modules are more complex
and challenging. Nonetheless, the benefits of in-
tegrating them can surpass the subsequent errors.
For example, previous ablated results (see Table 3)
have proved such modules are crucial for ensuring
the quality of queries and topics, and meeting the
knowledge demands by external knowledge.

5 Conclusion

Previous LLMs-based CKRG works fail to ade-
quately capture the knowledge demands, as they
inappropriately treat LLMs as isolated Producers
or passive Receivers. Differently, this work regards
LLMs as interactive Collaborators and presents a
novel DCRAG. It first employs three Thought-then-
Generate stages to collaboratively identify knowl-
edge demands; then performs Demands-Guided
Knowledge Retrieval to retrieve external knowl-
edge. Extensive experiments and in-depth analyses
have verified DCRAG can better capture knowledge
demands and generate higher-quality responses.
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Limitations

The known limitations of our approach can summa-
rized as follows:

• Inference Overhead The proposed DCRAG
is built up on the LLMs and involves six infer-
ence steps (Query Production, Topic Planning,
Cross Revision, Fact Selection for the fore-
seen set, Fact Selection for the unforeseen set,
and Response Generation) to generate a re-
sponse for a given dialogue. Like other works
in the Chain-of-Thought paradigm, our ap-
proach incurs a high inference cost but has
to make a trade-off between cost and benefit.
In further work, we will investigate how to
dynamically adjust the inference steps and ob-
jects for specific dialogue scenarios in order
to reduce the inference overhead.

• Requirements for Reasoning Ability of
LLMs DCRAG requires the backbone LLMs
to accurately identify the knowledge demands,
select useful facts, and then generate a re-
sponse, necessitating a certain level of rea-
soning ability. We test DCRAG on a small
LLaMA3-8B and the results are satisfac-
tory (see the LLM Sensitivity experiment in
Sec 4.3), while performance on smaller LLMs
like Gemma-2B remains uncertain, where this
LLM has notably weaker reasoning abilities.
We plan to conduct more validation experi-
ments and try to enhance our DCRAG perfor-
mance on smaller LLMs with technologies
like knowledge distillation in future work.

Ethical Considerations

This work studies commonsense knowledge-
grounded response generation (CKRG), which is
a commonly and extensively researched task. We
conducted experiments based on existing publicly
available datasets and resources. Then, we pro-
pose to regard LLMs as Collaborators to address
the challenge of knowledge demands in CKRG,

which may introduce biased or harmful informa-
tion generated by LLMs. This issue is an inherent
drawback of LLMs instead of coming from our ap-
proach. Additionally, all annotators involved in this
work are paid. Finally, we disclose that the image
icons in Figure 1 and Figure 2 are sourced from
https://icons8.com under official free license.
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A Experimental Details

A.1 Implementation Details of Models
Here, we illustrate the implementation details of
baselines and backbone models:

A.1.1 Baselines
This work studies LLMs-based CKRG, and the pro-
posed approach is validated by instructing LLMs
without supervised training. Thus, we consider
the following baselines that can work in the same
settings:

Vanilla It leverages the RG prompt reported in
Table 12 to drive LLM to generate the response
based on the dialogue history.

Cosmo (Kim et al., 2023) We adopt the 3B pre-
trained version of Cosmo. According to the input
requirements, we set the temperature as 0.7 and use
the following prompt for inference:

• Situation: Two participants are engaging in a
friendly open-domain conversation, which can
encompass a wide variety of topics without
an explicit dialogue goal to be met within the
conversation.

• Instruction: As a participant in the conver-
sation, you should first try to understand the
dialogue history and then generate the next
dialogue response.

Since the Cosmo model only supports English, we
only evaluate it on the English DailyDialog dataset.

MSDP (Liu et al., 2022) We adopt the offi-
cially proposed prompts to ask LLM to gener-
ate knowledge and responses with 10-shot set-
tings. Since MSDP requires to dynamically con-
struct the in-context learning examples for each
dialogue context, we first conduct the Hard Match-
ing (Zhou et al., 2022b) on the train and valid
set of datasets to gain the commonsense knowl-
edge aligned (H,K,R) triplets. Then, we use the
Sentence-BERT 7 model (Reimers and Gurevych,
2019) as the embedding model to select the similar
triplets as in-context learning examples based on
the cosine similarity.

T-RAG (Wu et al., 2020; Gao et al., 2022) It
employs all the mentioned entities as queries to re-
trieve commonsense knowledge from the Concept-
Net (Speer et al., 2017). Then, the CKRG prompt

7970M, paraphrase-multilingual-mpnet-base-v2.

reported in Table 13 will be used to instruct LLM to
generate the response based on the dialogue history
and the retrieved knowledge.

QP-RAG Compared to T-RAG, it first asks LLM
to generate queries based on the dialogue history
to retrieve knowledge. Following the recent query
production works (Wang et al., 2023a; Reddy et al.,
2023) that instruct LLM to generate queries as the
competitive opponent, we implement this approach
using our query production prompt reported in Ta-
ble 14 to strictly compare the difference between
this simple transfer idea and our method.

SCG-QP (Reddy et al., 2023) We employ the
officially proposed approach to instruct LLM to
generate queries for retrieving knowledge, and the
other settings are the same as for T-RAG.

A.1.2 Backbone Models
We mainly consider the GPT-3.5
(gpt-3.5-turbo-1106) model as the backbone
LLM to implement our DCRAG and baselines
through iterative queries to OpenAI API inter-
face8. To comprehensively investigate the LLM
sensitivity of each method, we also employ the
LLaMA3-8B (Meta-Llama3-8B-Instruct) and
LLaMA3-70B (Meta-Llama-3-70B-Instruct)
models to serve as the backbone LLM in our LLM
Sensitivity experiment (see Sec 4.3). For inference,
LLaMA3-8B and LLaMA3-70B use the API
provided by GroqCloud9. All models are running
with a 0.7 temperature setting.

A.2 The explanation of PPL

We report the Perplexity (PPL) (Jelinek et al., 1977)
as a reference in Table 1 but do not compare this
metric, since 1) PPL can measure the fluency of
response, where lower is generally better. However,
lower PPL is not equal to human-like (Kuribayashi
et al., 2021). Thus, determining the appropriate
range for PPL is challenging; 2) LLMs already
excel in generating fluent text (Zhao et al., 2023),
making it difficult to discern differences in fluency
between responses generated by different methods
using the same backbone LLM. As shown in Ta-
ble 1, when using GPT-3.5 as the backbone model,
the differences in PPL are significantly small. Pre-
vious work (Hu et al., 2024) has also highlighted
the limitations of PPL in the context of LLMs.

8https://api.openai.com/v1/chat/completions
9https://groq.com/
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A.3 Details of Human Evaluation

We conduct a pair-wise human evaluation to ask
three well-educated Chinese native-speaker annota-
tors to compare the responses generated by DCRAG
and baseline models. Mainly following the settings
of (Zhong et al., 2022), we focus on four criteria:

• Naturalness: Which response sounds more
natural and human-like?

• Coherence: Which response more logically
follows the dialogue history?

• Engagingness: Which response can foster
continued interaction and maintain or elevate
interest in the conversation?

• Informativeness: Which response is more
knowledgeable and contains more sufficient
and rational information?

A.4 Details of RAGAs Evaluation

We use Retrieval Augmented Generation Assess-
ment (RAGAs) (Es et al., 2024) to evaluate the
RAG pipelines, including our DCRAG and the
RAG-based CRKG baselines, based on the follow-
ing four metrics:

• Context Relevance: Measure the relevance
between the retrieved knowledge and the dia-
logue history.

• Faithfulness: Measure whether the generated
response is faithful to the retrieved knowl-
edge.

• Answer Relevance: Measure the relevance be-
tween the generated response and the dialogue
history.

• GeoMean: The geomean of aforementioned
metrics to measure the overall performance.

In practice, we configure the LLM evaluator and
embedding model using gpt-3.5-turbo-1106
and text-embedding-3-small, respectively, and
follow the official settings in evaluation.

B The Impact of Facts Number

We also study the impact of the facts number on
the quality of responses using our DCRAG and T-
RAG on the DailyDialog dataset. The results are
shown in the Figure 6. It can be seen that DCRAG
and T-RAG show similar trends with the increased
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Figure 6: The impact of facts number.

facts number, and the overall performance reaches
the peak when using 20 facts to generate responses.
Fewer facts are hard to augment the response gener-
ation, while more facts would bring more irrelevant
information and challenge the long context capabil-
ities of LLMs (Liu et al., 2023a). Thus, a moderate
facts number is crucial.

C More Case Study

In Table 5 and Table 6, we report two cases from
English DailyDialog dataset and Chinese Diamante
dataset, respectively. The responses generated
by Vanilla models tend to be uninformative and
generic. In contrast, both MSDP and T-RAG gener-
ate more interesting and informative responses by
leveraging externalized or retrieved commonsense
knowledge. Differently, our DCRAG first performs
deep reasoning to identify knowledge demands in a
Thought-then-Generate way (e.g., Thoughts for Re-
vised Explicit Queries and corresponding Queries).
As a result, DCRAG achieves the best performance
in generating high-quality responses.

D Error Analysis

In Table 7-Table 11, we report the real examples
and corresponding analyses for each error type.
The errors in Query Production, Topic Planning,
and Cross Revision denote the generated queries or
topics against their definitions; for example, one ex-
plicit query is not mentioned in the dialogue history.
The errors in Fact Retrieval and Fact Selection de-
note the most facts that are irrelevant. The errors in
Response Generation denote the response can not
reply to the previous dialogue.

E Prompts

E.1 Response Generation
The prompts used in the response generation (RG)
and commonsense knowledge-grounded response
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Dialogue History
A: I have to go up to London for a couple of days next week. Would you like to come?

Vanilla
R: That sounds like fun! I’d love to join you.

MSDP
K: (day, RelatedTo, nice)
R: That sounds like a great opportunity! I’ll have to check my schedule, but I’m definitely interested.

T-RAG
K: (weeks, RelatedTo, week); (want to, RelatedTo, like to); (couple, HasContext, physics); (day, RelatedTo, language);
(day, RelatedTo, cycle); (westminster, RelatedTo, london); (coupley, DerivedFrom, couple); ...
R: That sounds like a great opportunity! Unfortunately, I won’t be able to join you this time.

DCRAG
Thoughts for Revised Explicit Queries: The explicit query entities are relevant to the discussion of the upcoming trip to
London and the invitation to accompany the speaker. These need to be maintained to ensure coherence in the dialogue.
Revised Explicit Queries: go up to London; couple of days; next week; Would you like to come
Thoughts for Revised Implicit Queries: The implicit query entities are centered around the availability, interest, and
schedule of the other person, which are essential for the dialogue to progress smoothly.
Revised Implicit Queries: availability; interest; schedule
Thoughts for Revised Maintained Topics: The maintained topic entities should continue to focus on the upcoming trip to
London, the invitation, and the other person’s availability and interest. These are important for maintaining coherence in
the conversation.
Revised Maintained Topics: go up to London; next week; availability; interest
Thoughts for Revised Extended Topics: The extended topic entities can be expanded to include discussing potential
itineraries or places to visit in London, transportation options, and accommodation arrangements, as these are relevant to
the upcoming trip and can enhance the conversation.
Revised Extended Topics: itineraries in London; places to visit; transportation options; accommodation arrangements
K: (day, PartOf, week); (schedule, RelatedTo, activity); (person, CapableOf, visit place); (westminster, RelatedTo,
london); (london, RelatedTo, capital city); (gallery, AtLocation, london); (oxford street, AtLocation, london); ...
R: That sounds great! I’d love to come with you. Do you already have an itinerary in mind for the trip?

Table 5: Case Study #1 on English DailyDialog dataset. K and R denote externalized/retrieved knowledge and
response. We also report the outputs of entities and their corresponding thoughts in the Cross Revision stage of
DCRAG. In this context, green represents the queries, and purple denotes the topics.

generation (CKRG) models are reported in Ta-
ble 12 and Table 13 respectively.

E.2 DCRAG
The prompts of our proposed DCRAG are reported
in Table 14 (Query Production), Table 15 (Topic
Planning), Table 16 (Cross Revision), Table 17
(Fact Selection), and Table 18 (Response Genera-
tion) respectively.

E.3 GPT-4 Evaluation
The prompts used in GPT-4 Evaluation are reported
in Table 19 and Table 20.

13600



Dialogue History
A: 好厉害！我也就煮个面条啥的，我是不是买点面条就行？ (So impressive! I just cook noodles or something.
Should I just buy some noodles?)
B:买挂面，买个不粘锅，就可以了。别忘了买些蔬菜，只吃面条可不行。 (Buy some dried noodles and a non-
stick pan, and you’re good to go. Don’t forget to buy some vegetables; just eating noodles isn’t enough.)
A:蔬菜要买什么？怎么做？ (What vegetables should I buy? How do I prepare them?)
B:你喜欢吃什么了！吃面条多的话就买点西红柿、鸡蛋、蒜苔。 (It depends on what you like! If you eat a lot of
noodles, get some tomatoes, eggs, and garlic shoots.)
A:我想吃带馅儿的！ (I want to eat something with filling!)

Vanilla
R: 那你可以试试做饺子,自己包馅儿,很好吃的 (Then you can try making dumplings and wrapping the filling yourself;
they taste great.)

MSDP
K: (带馅儿 Stuffed, IsA, 饺子 Dumplings); (带馅儿 Stuffed, IsA, 馄饨 Wontons); (带馅儿 Stuffed, IsA, 饺子皮
Dumpling wrappers); (饺子皮 Dumpling wrappers, MadeOf,面粉 Flour); (蒜苔 Garlic shoots, IsA,蔬菜 Vegetables)
R: 那就买点饺子皮和馅料，自己包一些饺子吧，很有趣的厨艺体验。 (Then buy some dumpling wrappers and
filling, and make some dumplings yourself. It’s a fun cooking experience.)

T-RAG
K: (面条Noodles, UsedFor,自己煮面 Cooking noodles by oneself); (吃面 Eating noodles, Causes,配小菜Accompanied
by side dishes); (吃面条 Eating noodles, Causes,饱 Fullness); (去买面 Buying noodles, MotivatedByGoal,吃面 Eating
noodles); (吃面条 Eating noodles, MotivatedByGoal,肚子饿 Hunger); ...
R: 那你可以买点猪肉馅儿,我们一起包饺子吧！ (Then you can buy some minced pork, and we can make dumplings
together!)

DCRAG
Thoughts for Revised Explicit Queries: The main focus is on buying ingredients for cooking noodles, so we should
maintain the explicit query entities related to noodles and cooking, but we can remove the explicit query entities related to
other dishes.
Revised Explicit Queries: 面条;挂面;不粘锅 (Noodles; Dried noodles; Non-stick pan)
Thoughts for Revised Implicit Queries: Since the main topic is on making dumplings, we can consider adding implicit
query entities related to different types of dumpling fillings and dumpling making methods.
Revised Implicit Queries: 不同种类的饺子馅料; 饺子的制作方法 (Different types of dumpling fillings; Dumpling
making methods)
Thoughts for Revised Maintained Topics: The main topic of making dumplings is still relevant, so we should maintain the
topic entities related to noodles, vegetables, and dumplings.
Revised Maintained Topics: 面条;蔬菜;西红柿;鸡蛋;蒜苔 (Noodles; Vegetables; Tomatoes; Eggs Garlic shoots)
Thoughts for Revised Extended Topics: Since the interest is in making dumplings, we should extend the topic to include
different types of dumpling fillings, cooking methods for making dumplings, and possibly dipping sauces for dumplings.
Revised Extended Topics: 不同种类的饺子馅料;饺子的制作方法;饺子蘸料的制作方法 (Different types of dumpling
fillings; Dumpling making methods; Dipping sauce methods for dumplings)
K: (馅料 Filling, AtLocation,饺子 Dumplings); (韭菜 Chives, AtLocation,饺子 Dumplings); (面条 Noodles, UsedFor,
自己煮面 Cooking noodles by oneself); (鸡丝面 Shredded chicken noodles, IsA,面条 Noodles); (面条 Noodles, PartOf,
炒面 Fried noodles); ...
R: 你可以尝试做饺子馅儿,比如韭菜猪肉馅儿或者虾仁馅儿,再配上一些醋和姜丝,味道会很不错的。 (You can
try making dumpling fillings, such as chive and pork or shrimp, and pair them with some vinegar and shredded ginger for
a great taste.)

Table 6: Case Study #2 on Chinese Diamante dataset. K and R denote externalized/retrieved knowledge and
response. We also report the outputs of entities and their corresponding thoughts in the Cross Revision stage of
DCRAG.
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Explicit Queries Error

Dialogue History
A: What’s wrong with you? You look pale.
B: I’m not sure, I feel hot and cold.
A: When did the trouble start?

Thoughts for Explicit Queries: The explicit query entities revolve around the speaker’s health condition and symptoms.
Explicit Queries: health condition; symptoms; trouble

Analysis: The explicit queries of ’health condition’ and ’symptoms’ are did not explicitly mentioned in dialogue history,
which conflicts with the definition of explicit queries.

Implicit Queries Error

Dialogue History
A: What’s she doing?
B: She’s sitting under the tree.
A: Is Tim in the garden, too?
B: Yes, he is. He’s climbing the tree.
A: I beg your pardon? Who’s climbing the tree.

Thoughts for Implicit Queries: The implicit query entities are the location of the garden, the activity of climbing, and the
concept of who is involved in the dialogue.
Implicit Queries: garden; climbing; who

Analysis: The implicit queries, including ’garden’, ’climbing’, and ’who’, are all explicitly mentioned in dialogue history,
which conflicts with the definition of implicit queries.

Table 7: Examples of errors in Query Production. Red represents the error entity, while blue represents the
corresponding analysis.

Maintained Topics Error

Dialogue History
A: How do you research your books?
B: I always visit the places that I use as setting for stories. Readers like things to be as factually correct as possible-even in
fiction! I usually base my characters on people I have met. Most character are a mixture of the characters of two or more
people.
A: I really like your books. I’ve just finished this one. I read it from cover to cover in a single day. Congratulation on
making the bestseller list yet again!
B: Thank you. Let met sign it for you... there you go.
A: Oh! Thank you very much. I heard that you are currently writing a collection of short stories. What are the stories
about?

Thoughts for Maintained Topics: The topic of writing process, inspiration for characters, and reader preferences can be
maintained as they are currently being discussed and are of interest to the participants.
Maintained Topics: writing process; inspiration for characters; reader preferences

Analysis: A wonder what the content of the collection of short stories is about, while the ’writing process’, ’inspiration for
characters’, and ’reader preferences’ have already been discussed in the previous conversation, so it does not need to be
involved in the next response.

Extended Topics Error

Dialogue History
A: Really? Is he married?
B: No, of course not. He is still single.
A: Then what’s your problem?
B: I try to keep it to myself. But there is a lot of gossip about us.
A: Oh, I see. Office romance tends to be the subject of gossip.

Thoughts for Extended Topics: An extended topic entity could be ’professionalism in the workplace’, as it is related to the
discussion of office romance and handling workplace gossip. Additionally, ’impact of gossip on work relationships’ can
be an extended topic entity, providing a broader perspective on the issue.
Extended Topics: professionalism in the workplace; impact of gossip on work relationships

Analysis: We can see that this dialogue history mainly talks about the office gossip. Thus, ’professionalism in the
workplace’ is irrelevant to the current dialogue context and does not need to be extended in the next response.

Table 8: Examples of errors in Topic Planning. Red represents the error entity, while blue represents the correspond-
ing analysis.
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Revised Explicit Queries Error

Dialogue History
A: It’s quiet everywhere in winter.

Thoughts for Explicit Queries: The explicit query entities include ’quiet’ and ’winter’ as they are meaningful words
mentioned in the dialogue history.
Explicit Queries: quiet; winter

Thoughts for Revised Explicit Queries: The revised explicit query entities should focus on the feeling of quietness and its
impact during winter, such as ’winter activities’ and ’emotions in winter’.
Revised Explicit Queries: quietness; winter activities; emotions in winter

Analysis: All entities in Revised Explicit Queries are not explicitly mentioned in dialogue history. We notice that the
entities in Explicit Queries are correct, suggesting the backbone has made an excessive inference.

Revised Implicit Queries Error

Dialogue History
A: What’s she doing?
B: She’s sitting under the tree.
A: Is Tim in the garden, too?
B: Yes, he is. He’s climbing the tree.
A: I beg your pardon? Who’s climbing the tree.

Thoughts for Implicit Queries: The implicit query entities are the location of the garden, the activity of climbing, and the
concept of who is involved in the dialogue.
Implicit Queries: garden; climbing; who

Thoughts for Revised Implicit Queries: The revised implicit query entities should include the concept of ’pardon’ and the
location of the tree for climbing.
Revised Implicit Queries: pardon; tree

Analysis: All entities in Revised Implicit Queries and Implicit Queries are incorrect since they are explicitly mentioned in
the dialogue history. It shows a case of error propagation.

Revised Maintained Topics Error

Dialogue History
A: Tom, I won first prize in the poetry contest.

Thoughts for Maintained Topics: The maintained topic entities are ’Tom’ and ’poetry contest’ because they are the main
focus of the conversation, and they provide context for the achievement of winning the first prize.
Maintained Topics: Tom; poetry contest

Thoughts for Revised Maintained Topics: The maintained topic entities are ’Tom’ and ’poetry contest’ because they are
the main focus of the conversation, and they provide context for the achievement of winning the first prize.
Revised Maintained Topics: Tom; poetry contest; impact of the win; upcoming opportunities

Analysis: The topics of ’impact of the win’ and ’upcoming opportunities’ are more suitable as extended topics rather than
maintained topics because it is difficult to infer from the dialogue history.

Revised Extended Topics Error

Dialogue History
A: How are you today?

Thoughts for Extended Topics: Since the dialogue history is limited to a simple greeting, we can extend the topic with
related questions such as ’How was your day?’ or ’Did anything interesting happen?’ to keep the conversation engaging
and interactive.
Extended Topics: How was your day?; Did anything interesting happen?

Thoughts for Revised Extended Topics: The extended topic entities ’How was your day?’ and ’Did anything interesting
happen?’ are suitable continuations of the greeting and can maintain an engaging conversation. No revisions are needed.
Revised Extended Topics: How was your day?; Did anything interesting happen?

Analysis: The topic of ’How was your day?’ is only the rewriting of dialogue history rather than an inferred topic. We can
see that this error occurs in the earlier Extended Topics.

Table 9: Examples of errors in Cross Revision. Red represents the error entity, while blue represents the correspond-
ing analysis.
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Foreseen Set Error

Dialogue History
A: The hotel operator. Anything I can do for you?
B: I’ve been trying to get through to the booking office for the last ten minutes. But the line has been engaged all the time.
Why is it taking so long?
A: I’m sorry to hear that. I’m afraid it is often the case during the peak hours. Shall I ask them to call you when the line is
free?
B: OK. Please do so if it is not troublesome.
A: No trouble at all. May I know your name and room number?

Foreseen Set: (solution, RelatedTo, service); (solution, IsA, method); (office, RelatedTo, service); (customer service,
RelatedTo, customer); (requests, RelatedTo, request); (hours, RelatedTo, hour); (customer, RelatedTo, service); (hours,
FormOf, hour); (office, Synonym, service); (peak hours, FormOf, peak hour); ...

Analysis: Most facts in Foreseen Set is irrelevant to current dialogue context.

Unforeseen Set Error

Dialogue History
A: Well, I’m afraid I must be going now. I have no idea it was so late.

Unforeseen Set: (hydrolaparoscopy, RelatedTo, solution); (cleave, RelatedTo, impact); (late bloomer, DerivedFrom, late);
(time, RelatedTo, hour minute); (staying in bed, Causes, late); (desolvation, RelatedTo, solution); (time of departure,
RelatedTo, time); (plan, Antonym, wing it); (tipping point, RelatedTo, time); (killing spree, RelatedTo, time); ...

Analysis: similarly, most facts in Unforeseen Set is irrelevant and not useful. It is the most common error.

Selected Facts Error

Dialogue History
A: How are you?
B: I’m doing well.
A: How may I help you?

Selected Facts: (support, RelatedTo, assistance); (health, IsA, wellbeing); (support, RelatedTo, encouragement); (support,
RelatedTo, peer); (guide dog, RelatedTo, assistance); (taking walk, UsedFor, health); (health, HasProperty, very important
to maintaining happiness); (autopilot, RelatedTo, assistance); (relieve, RelatedTo, assistance); ...

Analysis: Despite LLM’s considerable effort to select useful facts, Selected Facts in this case is still irrelevant to the
current dialogue context.

Table 10: Examples of errors in Fact Retrieval and Fact Selection. Red represents the error facts, while blue
represents the corresponding analysis.

Generated Response Error

Example #1 (Out of character)

Dialogue History
A: Nani Book Store. How can I help you?

Response: What kind of books are you interested in? We have a wide range of genres available at Nani Book Store.

Analysis: This response clearly mistook its own character; it merely continued the dialogue history instead of answering
the questions within it. This is due to the LLM’s misunderstanding.

Example #2 (Contrary to commonsense)

Dialogue History
A: Could you please wait for a minute? I’ll buy the tickets
B: All right.
A: Here is your ticket.

Response: Thank you! I’m excited about the ferry ride. Do you know if there are any discounts or promotions for the
tickets?

Analysis: The error in this response is more complex because the tickets have already been obtained; asking again about
the discount on tickets would violate the sequence of events and be contrary to commonsense.

Table 11: Examples of errors in Response Generation. Red represents the error response, while blue represents the
corresponding analysis.
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[Task Description]
You will be participating in an open-domain dialogue generation (Chit-Chat) task, which can encompass
a wide variety of topics without an explicit dialogue goal to be met within the conversation. This
conversation is two-party and in {Language}. You should act as my friend (denoted as ’Friend’) and
engage with me (denoted as ’Me’). You should first try to understand the current dialogue context by
reading the ’Dialogue History’ in the [Input] and then continue the dialogue by generating the next
’Dialogue Response’ in the [Output] from my friend’s perspective. You should follow the [Guidance]
to generate a dialogue response. Your output format should follow the [Output Format].

[Guidance]
You should strictly follow my guidance:
1. To continue the conversation, you must produce a natural, coherent, engaging, and informative
response based on the given dialogue history.
2. Your response must reply to the last dialogue utterance of "{Last Turn}".
3. Your response must be 1-3 sentences and in {Language}.
4. You should strictly follow the given output format and can’t output other information.
If you break my guidance, you will be penalized.

[Output Format]
Your output should strictly follow a JSON format and can be directly decoded by Python. Here is an
example:
{"Dialogue Response": "Friend-{Target Turn Index}: {Response Example}"}

[Input]
{Input}

[Output]

Table 12: Prompt of RG models in our experiments. The {·} represents the metadata for specific case, while {·}
represents the input content.
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[Task Description]
You will be participating in an open-domain dialogue generation (Chit-Chat) task, which can encompass
a wide variety of topics without an explicit dialogue goal to be met within the conversation. This
conversation is two-party and in {Language}. You should act as my friend (denoted as ’Friend’) and
engage with me (denoted as ’Me’). You should first try to understand the current dialogue context by
reading the ’Dialogue History’ in the [Input] and then continue the dialogue by generating the next
’Dialogue Response’ in the [Output] from my friend’s perspective. You should follow the [Guidance]
and [Criteria] to generate a dialogue response. Your output format should follow the [Output Format].

[Guidance]
You should strictly follow my guidance:
1. Contextual knowledge is a set of commonsense knowledge that is explained in the [Criteria].
2. Contextual knowledge is retrieved from the external knowledge base via a retrieval system.
However, irrelevant or noisy knowledge may be included. Therefore, before using knowledge to
generate a response, it’s crucial to assess the relevance and usefulness of each piece of contextual
knowledge and select the most useful knowledge. If you believe there is no useful knowledge available,
you have the choice to ignore the contextual knowledge to generate a response directly or use your
personal commonsense, whichever is better.
3. To continue the conversation, you must produce a natural, coherent, engaging, and informative
response based on the given dialogue history and selected useful commonsense knowledge.
4. Your response must reply to the last dialogue utterance of "{Last Turn}".
5. Your response must be 1-3 sentences and in {Language}.
6. You should strictly follow the given output format and can’t output other information.
If you break my guidance, you will be penalized.

[Criteria]
Commonsense Knowledge: It consists of facts about the everyday world, such as "Lemons are sour",
that all humans are expected to know. In this task, each of commonsense knowledge is structured
as "(Head Entity, Relation, Tail Entity)". For example, the fact (Sunflower, IsA, Flower) conveys
that a sunflower is a kind of flower. Useful commonsense knowledge is important since it provides
additional information for corresponding dialogue that can be used to generate a more interesting
and informative response.

[Output Format]
Your output should strictly follow a JSON format and can be directly decoded by Python. Here is an
example:
{"Dialogue Response": "Friend-{Target Turn Index}: {Response Example}"

[Input]
{Input}}

[Output]

Table 13: Prompt of CKRG models in our experiments. The {·} represents the metadata for specific case, while {·}
represents the input content.
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[Task Description]
You will be participating in an open-domain dialogue generation (Chit-Chat) task, which can encompass
a wide variety of topics without an explicit dialogue goal to be met within the conversation. This
conversation is two-party and in {Language}. Your task is to generate the query entities for the
given dialogue history. Specifically, after understanding the current dialogue history by reading
the "Dialogue History" in the [Input], create brief descriptions for the thoughts of explicit and
implicit query entities in the "Thoughts for Explicit Query Entities" and "Thoughts for Implicit
Query Entities" in the [Output]. Then, generate the "Explicit Query Entities" and "Implicit Query
Entities" in the [Output] from the perspective of dialogue history. You should follow the [Guidance]
and [Criteria] to generate thoughts for explicit query entities, explicit query entities, thoughts
for implicit query entities, and implicit query entities. Your output format should follow the
[Output Format].

[Guidance]
You should strictly follow my guidance:
1. You should read the [Criteria] to understand the Explicit Query Entities, Implicit Query Entities,
The Use of Query Entities, and Commonsense Knowledge.
2. You should think step by step about which entities are explicit or implicit query entities and
why these entities can be explicit or implicit query entities. You should give several sentences to
describe your thoughts. Then, you should extract the {Language} explicit query entities and extract
the {Language} implicit query entities from the perspective of dialogue history.
3. You should strictly follow the given output format and can’t output other information.
If you break my guidance, you will be penalized.

[Criteria]
1. Explicit Query Entities: These can be meaningful words or phrases that are mentioned in the
dialogue history. To extract the explicit query entities, you may need to check each dialogue
utterance and consider what has been discussed and mentioned.
2. Implicit Query Entities: These can be words, phrases, or sentences that are not explicitly
mentioned in the dialogue history. To extract the implicit query entities, you may need certain
reasoning based on the dialogue history and explicit query entities, including understanding the
dialogue utterances to summarize the key information, extending the involved topics that have been
mentioned, identifying the intentions or interests of each dialogue participant, and so on.
3. The Use of Query Entities: The query entities will serve as starting nodes to retrieve the related
commonsense knowledge from the external knowledge graph.
4. Commonsense Knowledge: It consists of facts about the everyday world, such as "Lemons are sour",
that all humans are expected to know. In this task, each of commonsense knowledge is structured
as "(Head Entity, Relation, Tail Entity)". For example, the fact (Sunflower, IsA, Flower) conveys
that a sunflower is a kind of flower. Useful commonsense knowledge is important since it provides
additional information for corresponding dialogue that can be used to generate a more interesting
and informative response.

[Output Format]
Your output should strictly follow a JSON format and can be directly decoded by Python. Here is an
example:
{"Thoughts for Explicit Query Entities": "Your brief thoughts for explicit query entities", "Explicit
Query Entities": [Explicit query entities], "Thoughts for Implicit Query Entities": "Your brief
thoughts for implicit query entities", "Implicit Query Entities": [Implicit query entities]}

[Input]
{Input}

[Output]

Table 14: Prompt of Query Production in DCRAG. The {·} represents the metadata for specific case, while {·}
represents the input content.
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[Task Description]
You will be participating in an open-domain dialogue generation (Chit-Chat) task, which can encompass
a wide variety of topics without an explicit dialogue goal to be met within the conversation. This
conversation is two-party and in {Language}. Your task is to generate the topic entities for the
next dialogue response. Specifically, after understanding the current dialogue history by reading
the "Dialogue History" in the [Input], create brief descriptions for the thoughts of maintained and
extended topic entities in the "Thoughts for Maintained Topic Entities" and "Thoughts for Extended
Topic Entities" in the [Output]. Then, generate the "Maintained Topic Entities" and "Extended Topic
Entities" in the [Output] from the perspective of the next dialogue response. You should follow
the [Guidance] and [Criteria] to generate thoughts for maintained topic entities, maintained topic
entities, thoughts for extended topic entities, and extended topic entities. Your output format
should follow the [Output Format].

[Guidance]
You should strictly follow my guidance:
1. You should read the [Criteria] to understand the Maintained Topic Entities, Extended Topic
Entities, The Use of Topic Entities, and Commonsense Knowledge.
2. You should think step by step about which entities are maintained or extended topic entities and
why these entities can be maintained or extended topic entities. You should give several sentences
to describe your thoughts. Then, you should plan the {Language} maintained topic entities and the
{Language} extended topic entities from the perspective of the next dialogue response.
3. You should strictly follow the given output format and can’t output other information.
If you break my guidance, you will be penalized.

[Criteria]
1. Maintained Topic Entities: These can be specific words or phrases that are the main topic currently
being discussed and should be a part of the next dialogue response, considering the coherent and
engaging interaction. To plan the maintained topic entities, you need to understand each dialogue
utterance to identify the topic shift flow in this dialogue.
2. Extended Topic Entities: These can be specific words, phrases, or sentences that are not mentioned
in the dialogue history, but the next diverse and informative dialogue response may be involved. To
plan the extended topic entities, you need to confirm the existing topics in this dialogue, then
conduct commonsense reasoning to infer the new topics, such as "For existing A, it will affect B
and C can solve A. Thus, B and C can be as the extended topics".
3. The Use of Topic Entities: The topic entities are crucial to dialogue response planning. On
the one hand, these entities (especially for the maintained topic entities) guide a coherent and
engaging dialogue response. On the other hand, they (especially for the extended topic entities)
can also serve as the ending nodes, directing the commonsense knowledge and controlling the scope
of retrieved knowledge.
4. Commonsense Knowledge: It consists of facts about the everyday world, such as "Lemons are sour",
that all humans are expected to know. In this task, each of commonsense knowledge is structured
as "(Head Entity, Relation, Tail Entity)". For example, the fact (Sunflower, IsA, Flower) conveys
that a sunflower is a kind of flower. Useful commonsense knowledge is important since it provides
additional information for corresponding dialogue that can be used to generate a more interesting
and informative response.

[Output Format]
Your output should strictly follow a JSON format and can be directly decoded by Python. Here is an
example:
{"Thoughts for Maintained Topic Entities": "Your brief thoughts for maintained topic entities",
"Maintained Topic Entities": [Maintained topic entities], "Thoughts for Extended Topic Entities":
"Your brief thoughts for extended topic entities", "Extended Topic Entities": [Extended topic
entities]}

[Input]
{Input}

[Output]

Table 15: Prompt of Topic Planning in DCRAG. The {·} represents the metadata for specific case, while {·}
represents the input content.
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[Task Description]
You will be participating in an open-domain dialogue generation (Chit-Chat) task, which can encompass
a wide variety of topics without an explicit dialogue goal to be met within the conversation. This
conversation is two-party and in {Language}. Your task is to generate the revised query entities
and topic entities. Specifically, after understanding the current dialogue history by reading the
"Dialogue History" in the [Input], create brief descriptions for the thoughts of revised query
entities and topic entities in the "Thoughts for Revised Explicit Query Entities", "Thoughts for
Revised Implicit Query Entities", "Thoughts for Revised Maintained Topic Entities", and "Thoughts
for Revised Extended Topic Entities" in the [Output]. Then, generate the "Revised Explicit Query
Entities", "Revised Implicit Query Entities", "Revised Maintained Topic Entities", and "Revised
Extended Topic Entities" in the [Output] considering the relationship of query entities and topic
entities. Your output format should follow the [Output Format].

[Guidance]
You should strictly follow my guidance:
1. You should read the [Criteria] to understand the Explicit Query Entities, Implicit Query Entities,
The Use of Query Entities, Maintained Topic Entities, Extended Topic Entities, The Use of Topic
Entities, and Commonsense Knowledge.
2. You should think step by step about which (query or topic) entities need to be added, retained,
revised, or removed from the perspective of the relationship between the query entities and topic
entities. The former ought to be in the dialogue history, and the latter ought to be in the response.
You should give several sentences to describe your thoughts and generate them.
3. You should strictly follow the given output format and can’t output other information.
If you break my guidance, you will be penalized.

[Criteria]
1. Explicit Query Entities: These can be meaningful words or phrases that are mentioned in the
dialogue history. The explicit query entities are extracted by considering what has been discussed
and mentioned.
2. Implicit Query Entities: These can be words, phrases, or sentences that are not explicitly
mentioned in the dialogue history. The implicit query entities are extracted by conducting certain
reasoning based on the dialogue history and explicit query entities, including understanding the
dialogue utterances to summarize the key information, extending the topics involved in the entities,
identifying the intentions or interests of each dialogue participant, and so on.
3. Maintained Topic Entities: These can be specific words or phrases that are the main topic currently
being discussed and should be a part of the next dialogue response, considering the coherent and
engaging interaction. The maintained topic entities are obtained by understanding each dialogue
utterance to identify the topic shift flow in this dialogue.
4. Extended Topic Entities: These can be specific words, phrases, or sentences that are not mentioned
in the dialogue history, but the next diverse and informative dialogue response may be involved. The
extended topic entities are obtained by conducting commonsense reasoning to infer the new topics,
such as "For existing A, it will affect B and C can solve A. Thus, B and C can be as the extended
topics".
5. Commonsense Knowledge: It consists of facts about the everyday world, such as "Lemons are sour",
that all humans are expected to know. In this task, each of commonsense knowledge is structured
as "(Head Entity, Relation, Tail Entity)". For example, the fact (Sunflower, IsA, Flower) conveys
that a sunflower is a kind of flower. Useful commonsense knowledge is important since it provides
additional information for corresponding dialogue that can be used to generate a more interesting
and informative response.

[Output Format]
Your output should strictly follow a JSON format and can be directly decoded by Python. Here is an
example:
{"Thoughts for Revised Explicit Query Entities": "Your brief thoughts for revised explicit query
entities", "Revised Explicit Query Entities": [Revised explicit query entities], "Thoughts for
Revised Implicit Query Entities": "Your brief thoughts for revised implicit query entities", "Revised
Implicit Query Entities": [Revised implicit query entities], "Thoughts for Revised Maintained Topic
Entities": "Your brief thoughts for revised maintained topic entities", "Revised Maintained Topic
Entities": [Revised maintained topic entities], "Thoughts for Revised Extended Topic Entities": "Your
brief thoughts for revised extended topic entities", "Revised Extended Topic Entities": [Revised
extended topic entities]}

[Input]
{Input}

[Output]

Table 16: Prompt of Cross Revision in DCRAG. The {·} represents the metadata for specific case, while {·}
represents the input content.
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[Task Description]
You will be participating in an open-domain dialogue generation (Chit-Chat) task, which can encompass
a wide variety of topics without an explicit dialogue goal to be met within the conversation. This
conversation is two-party and in {Language}. Your task is to select the top {Knowledge Number}
most useful knowledge from the retrieved knowledge. Specifically, after understanding the current
dialogue history by reading the "Dialogue History" in the [Input], you need to assess the relevance
and usefulness of each knowledge in the "Retrieved Knowledge" in the [Input]. Then, select the
top {Knowledge Number} most useful knowledge according to your assessment and output the result as
"Selected Knowledge" in the [Output]. You should follow the [Guidance] and [Criteria] to output the
selected knowledge. Your output format should follow the [Output Format].

[Guidance]
You should strictly follow my guidance:
1. Retrieved knowledge is a set of commonsense knowledge that is explained in the [Criteria].
2. You should output the selected top {Knowledge Number} knowledge based on your comprehensive
assessment. If the amount of knowledge in retrieved knowledge is less than {Knowledge Number}, you
just need to rank the knowledge in retrieved knowledge and output all of them.
3. You should strictly follow the given output format and can’t output other information.
If you break my guidance, you will be penalized.

[Criteria]
1. Commonsense Knowledge: It consists of facts about the everyday world, such as "Lemons are sour",
that all humans are expected to know. In this task, each of commonsense knowledge is structured
as "(Head Entity, Relation, Tail Entity)". For example, the fact (Sunflower, IsA, Flower) conveys
that a sunflower is a kind of flower. Useful commonsense knowledge is important since it provides
additional information for corresponding dialogue that can be used to generate a more interesting
and informative response.
2. Retrieved Knowledge: It is retrieved from the external knowledge base via a retrieval system.
However, irrelevant or noisy knowledge may be included. Therefore, it’s crucial to assess each
piece of retrieved knowledge, particularly in terms of its relevance to the dialogue history and
its potential usefulness for generating the next engaging and informative responses."

[Output Format]
Your output should strictly follow a JSON format and can be directly decoded by Python. Here is an
example:
{"Selected Knowledge": ["[1]-(head 1, relation 1, tail 1)", "[2]-(head 2, relation 2, tail 2)",
...]}

[Input]
{Input}

[Output]

Table 17: Prompt of Fact Selection in DCRAG. The {·} represents the metadata for specific case, while {·} represents
the input content.
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[Task Description]
You will be participating in an open-domain dialogue generation (Chit-Chat) task, which can encompass
a wide variety of topics without an explicit dialogue goal to be met within the conversation. This
conversation is two-party and in {Language}. You should act as my friend (denoted as ’Friend’) and
engage with me (denoted as ’Me’). You should first try to understand the current dialogue context by
reading the ’Dialogue History’ in the [Input] and then continue the dialogue by generating the next
’Dialogue Response’ in the [Output] from my friend’s perspective. You should follow the [Guidance]
and [Criteria] to generate a dialogue response. Your output format should follow the [Output Format].

[Guidance]
You should strictly follow my guidance:
1. Contextual knowledge is a set of commonsense knowledge that is explained in the [Criteria].
2. Contextual knowledge is retrieved from the external knowledge base via a retrieval system.
However, irrelevant or noisy knowledge may be included. Therefore, before using knowledge to
generate a response, it’s crucial to assess the relevance and usefulness of each piece of contextual
knowledge and select the most useful knowledge. If you believe there is no useful knowledge available,
you have the choice to ignore the contextual knowledge to generate a response directly or use your
personal commonsense, whichever is better.
3. To continue the conversation, you must produce a natural, coherent, engaging, and informative
response based on the given dialogue history and selected useful commonsense knowledge.
4. You can use the information of Explicit Query Entities, Implicit Query Entities, Maintained Topic
Entities, and Extended Topic Entities to help generate the response.
5. Your response must reply to the last dialogue utterance of "{Last Turn}".
6. Your response must be 1-3 sentences and in {Language}.
7. You should strictly follow the given output format and can’t output other information.
If you break my guidance, you will be penalized.

[Criteria]
1. Explicit Query Entities: These can be meaningful words or phrases that are mentioned in the
dialogue history. The explicit query entities are extracted by considering what has been discussed
and mentioned.
2. Implicit Query Entities: These can be words, phrases, or sentences that are not explicitly
mentioned in the dialogue history. The implicit query entities are extracted by conducting certain
reasoning based on the dialogue history and explicit query entities, including understanding the
dialogue utterances to summarize the key information, extending the topics involved in the entities,
identifying the intentions or interests of each dialogue participant, and so on.
3. Maintained Topic Entities: These can be specific words or phrases that are the main topic currently
being discussed and should be a part of the next dialogue response, considering the coherent and
engaging interaction. The maintained topic entities are obtained by understanding each dialogue
utterance to identify the topic shift flow in this dialogue.
4. Extended Topic Entities: These can be specific words, phrases, or sentences that are not mentioned
in the dialogue history, but the next diverse and informative dialogue response may be involved. The
extended topic entities are obtained by conducting commonsense reasoning to infer the new topics,
such as "For existing A, it will affect B and C can solve A. Thus, B and C can be as the extended
topics".
5. Commonsense Knowledge: It consists of facts about the everyday world, such as "Lemons are sour",
that all humans are expected to know. In this task, each of commonsense knowledge is structured
as "(Head Entity, Relation, Tail Entity)". For example, the fact (Sunflower, IsA, Flower) conveys
that a sunflower is a kind of flower. Useful commonsense knowledge is important since it provides
additional information for corresponding dialogue that can be used to generate a more interesting
and informative response.

[Output Format]
Your output should strictly follow a JSON format and can be directly decoded by Python. Here is an
example:
{"Dialogue Response": "Friend-{Target Index}: {Response Example}"}

[Input]
{Input}

[Output]

Table 18: Prompt of Response Generation in DCRAG. The {·} represents the metadata for specific case, while {·}
represents the input content. Compared to the CKRG prompt in Table 13, it additionally adds thoughts and entities
outputted by previous stages.
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Score the following response given the corresponding dialogue context on a continuous scale from 0
to 100, where a score of zero means ‘disengaging’ and a score of 100 means ‘very engaging’. Assume
the response immediately follows the dialogue context. Consider that engagingness of a response is
defined by the following qualities: variety of response according to the context (such as responding
to ‘Hi how are you?’ with ‘I feel magnificent, because I just successfully defended my PhD! How are
you?’ instead of ‘Good, how are you?’), likelihood of encouraging the other participant to respond
(such as ‘I love legos! I like using them to make funny things. Do you like legos?’ instead of ‘I like
legos.’), likelihood of encouraging a quality response from the other participant, interestingness,
specificity, and likelihood of creating a sense of belonging for the other participant.
Dialogue context: {dialogue}
Response: {response}
Score:

Table 19: Prompt of the MEEP (Ferron et al., 2023) metric in our experiments. We employ the type of MEEP+SA
here since it shows higher correlations with humans. {dialogue} and {response} is the corresponding dialogue
history and response that needs to be evaluated.

[Task Description]
Here is a point-wise Dialogue Response Evaluation task. All [Input] are in {Language}. You are
required to act as a professional native-speaker human annotator to judge the given Dialogue Response
in [Input]. Your evaluation should follow the [Guidance] and [Criteria]. The output format should
follow the [Output Format].

[Guidance]
You should strictly follow my guidance:
1. You should first read the dialogue history and the response carefully.
2. You should rate the response for each aspect independently, according to the corresponding
criteria. A low score in one aspect should not influence another aspect.
3. Each score is between 1 (lowest) and 5 (highest) and should be an int score.
4. You should strictly follow the given output format and can’t output other information.
If you break my guidance, you will be penalized.

[Criteria]
1. Informativeness: Is the "Dialogue Response" knowledgeable and contains sufficient and rational
information? A high score for informativeness should indicate that the response offers novel,
detailed, accurate, and appropriate information that aligns with the participant’s needs.
2. Overall Score: How is the overall quality of the "Dialogue Response"? This score comprehensively
assesses whether the response can achieve a satisfying interaction.

[Output Format]
Your output should strictly follow the JSON format and can be directly decoded by Python. Here is
an example:
{"Informativeness": [Your Score], "Overall Score": [Your Score]}

[Input]
{Input}

[Output]

Table 20: Prompt of the evaluation metrics of Informativeness and Overall in our experiments. The {Language}
represents the language of dialogue, while {Input} represents the dialogue that needs to be evaluated.
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