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Abstract

In extremely low resource relation identifica-
tion scenario, small language models (SLMs)
incline to overfit, which significantly dimin-
ishes their accuracy. Recently, large language
models (LLMs) are gradually applied to classi-
fication tasks with converting original objective
into the generation task via in-context learning.
However, abundance of the classifier categories
poses challenges in selecting demonstrations.
Moreover, the mapping between category la-
bels and textual descriptions requires expensive
expert knowledge, thereby constraining the ef-
ficacy of in-context learning for LLMs. We
uphold that SLM is optimal for handling classi-
fication tasks, and its shortcomings in the low
resource setting can be mitigated by leverag-
ing LLM. Hence, we propose a co-evolution
strategy on SLM & LLM for relation identifi-
cation. Specifically, LLM provides essential
background knowledge to assist training pro-
cess of the SLM classifier, while evaluation
metrics from the classifier, in turn, offer valu-
able insights to refine the generation prompts of
the LLM. We conduct experiments on several
datasets which demonstrates preponderance of
the proposed model.

1 Introduction

Relation identification aims to identify target rela-
tionship between a specify entity pair mentioned
in a text. Pre-trained language models (PLMs)
(Devlin et al., 2019; Liu et al., 2019) are capable
of absorbing and representing a wealth of knowl-
edge from extensive data. Fine-tuning PLMs has
been demonstrated an effective approach for re-
lation identification. However, the gap between
the objectives of pre-training and fine-tuning often
lead to performance decay in low resource scenar-
ios. After that, prompt tuning is proposed to bridge
this gap (Gao et al., 2021a; Chen et al., 2022a,b;
Li et al., 2024). Concretely, a masked language
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modeling (MLM) prompt is constructed and con-
catenated with the given text as input (e.g., "He
has a sister Lisa. The relation between ‘He’ and
‘Lisa’ is [MASK]."). The relation identification
task can be transferred into a MLM problem by
filling the [MASK] token in the input. Recently,
LLM has shown remarkable abilities. There are
works using LLM for relation identification via
generation (Wadhwa et al., 2023; Ma et al., 2023;
Pang et al., 2023; Wan et al., 2023) and comparing
its performance with SLM (Ma et al., 2023). The
results show that LLM succeeds SLM only when
the annotation type is extremely limited, i.e., both
relation label and samples for each category are
extremely scarce. When the number of samples
increases slightly, SLM significantly outperforms
LLM. Furthermore, due to the constraint of prompt
length, LLM is unable to deal with lengthy texts
and a large number of relations. Despite these
limitations, the question remains: How can the ex-
tensive knowledge encapsulated within LLM be
leveraged to enhance relation identification tasks?
Driven by this inquiry, we propose to harness the
LLM as a reservoir of knowledge, offering a com-
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prehensive context that can augment the training
and performance of SLM.

Given the imperfections of knowledge produced
by LLM, there is a risk yielding counterproductive
outcomes. Consequently, maintaining the accu-
racy of LLM responses is essential for the effec-
tive collaboration between SLM and LLM. Various
strategies have been developed to improve it, in-
cluding series of thoughts (Chain of Thoughts (Wei
et al., 2022; Wang et al., 2023), Tree of Thoughts
(Yao et al., 2023), Graph of Thoughts (Besta et al.,
2024)) and post-processing optimization in interac-
tive scenarios (Reflexion (Shinn et al., 2023), Self-
Refine (Madaan et al., 2023), Self-Contrast (Zhang
et al., 2024a)). Zhang et al. propose to use policy-
level reflection and optimization to iteratively up-
date prompt instructions, empowering the agent to
progressively evolve. TRAN (Yang et al., 2023)
generates rules by observing mistakes from unsatis-
factory generated content to guide LLM for better
performance. Inspired by these during-interaction
LLM evolving approaches, we explore the possi-
bility of collaboration between two different opti-
mization modality, prompt optimization of LLM
and parameter optimization of SLM.

Overall, we propose a co-evolution framework
for low resource relation identification with com-
bining adavantages of both SLM and LLM. As is
shown in Figure 1, SLM for relation identification
and LLM for knowledge enhancement alternately
learn from each other during the training process.
Our contributions are summarized as follows:
•We capitalize on LLM to generate background

knowledge which helps SLM classifier better un-
derstand entities for relation identification.
•We devise an auxiliary task with triplet infor-

mation to boost embedding learning of label tokens
for SLM classifier, which is also an essential link-
age that associate SLM with LLM.
• We introduce a framework for collaborative

evolution of SLM and LLM, empowering LLM to
generate more effective context and synchronously
SLM to efficiently adapt to low resource task.

2 Related work

Addressing the challenge of relation identification
with few shot samples, prevailing strategies can be
broadly categorized into two schools of thought.

The first approach enhances traditional language
models through prompt tuning. At its core, the
method involves inserting textual snippets or tem-

plates, into the input and recasting classification
task as the MLM problem, which enhances model
performance by integrating textual information or
label information into the training process. Know-
Prompt (Chen et al., 2022b) incorporates knowl-
edge between relation labels into the prompt tuning
phase of identification. Specifically, it infuses the
potential knowledge embedded within labels into
the creation of prompts that include learnable vir-
tual type tokens and answer terms. Subsequently,
their representations are jointly optimized under
structured constraints. BayesPrompt (Li et al.,
2024) leverages a known distribution to approx-
imate the debiased factual distribution on the target
domain. It subsequently performs uniform sam-
pling of certain representative features, thereby gen-
erating the final prompts. RetrievalRE (Chen et al.,
2022a) regards relation identification as an open-
book exam, proposing a retrieval-augmented semi-
parametric extraction prompt tuning paradigm. It
establishes an open-book data repository, where in-
stance representations based on prompts and their
corresponding relation labels serve as key-value
pairs for retrieval. During inference, the model
infers relations by linearly interpolating the base
outputs with a non-parametric nearest neighbor dis-
tribution retrieved from the data repository.

The second strategy advocates for the synergy
between traditional models and large-scale mod-
els, enabling them to capitalize on their respective
strengths in low-data scenarios. This collabora-
tive effort harnesses the precision and specialized
knowledge of SLM alongside the broader contex-
tual understanding and generative capabilities of
LLM, resulting in a more robust and adaptable
system even when data is scarce. Ma et al. pro-
pose a novel approach named LLM-IE where SLM
act as a filter and LLM serves as a reranker. By
prompting LLM to rerank a small subset of difficult
instances identified by SLM, it achieves notable im-
provements across various information extraction
(IE) tasks. GPT-RE (Wan et al., 2023) employs
SimCSE (Gao et al., 2021b) to compute sentence
similarities, extracts relation representations from
a BERT-based (Devlin et al., 2019) fine-tuning
method for retrieving demonstration examples, and
takes GPT-3 (Brown et al., 2020) with generating
the reasoning logic process for each example un-
der the corresponding factual relation label. This
collaborative effort between models compensates
for the shortcomings within the GPT-3 framework,
thereby enhancing its performance.
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Figure 2: The co-evolution framework for SLM & LLM. For a training sample, MLM prompt is operating on it
for relation identification (the yellow line). In addition, an auxiliary task with triplet information is introduced to
enhance the embedding learning (the blue line). LLM provides entity context for auxiliary loss calculation and
derives feedback from SLM metric for generation prompt update (the gray line).

3 Proposed method

This part demonstrates our co-evolution framework
comprehensively. We perceive SLM as the bedrock
for relation identification task and introduce triplet
constraint as the training auxiliary (see in Section
3.1). With LLM, we supply entity context to its
representation in auxiliary task (Section 3.2). We
update the generation prompt on LLM according
to current training metrics, which procures a more
robust context afterwards (Section 3.3).

3.1 Relation identification with auxiliary task
via SLM in low-resource setting

Fortunately, due to the MLM ability of popular bi-
directional pre-trained SLM, it is possible to trans-
fer original identification task to the "cloze test"
for further prompt tuning in low resource setting.
Specifically, we treat the relation label as a spe-
cial token "[MASK]" surrounded by a pre-defined
prompt, and decode the "[MASK]" token to derive
the appropriate label expression. Therefore, we
model the MLM process for relation identification
as:

p(y|x, e1x, e2x) = p([MASK]|Pmlm(x, e1x, e
2
x))

(1)

where x is the under-test sentence containing en-
tities e1x and e2x, y is the relation label which sat-
isfies a triplet (e1x, y, e

2
x). Pmlm(.) is the designed

prompt. In this paper, we establish the prompt as
"[S]e1x[MASK]e2x[/S]x[/S]" where "[S]" and "[/S]"
are start and separator tokens, respectively. For
the sentence x, we also mark the positions of both
entities:

x = x(t1, ..., [SUBs], e
1
x, [SUBe]...,

[OBJs], e
2
x, [OBJe], ..., tn) (2)

where special tokens like [SUBs] are symbols en-
circling entities for location indication.

For decoding facilitation, we expand the orig-
inal vocabulary space V to V

′
which covers la-

bel’s expression as a single condensed token, i.e.,
[CLASSi] for label i. Hence, the decoding loss
function is instated to:

Lmlm=−
∑

x∈X ylogp(M=Cy|Pmlm(x, e1x, e
2
x))

|D|
s.t. D = {(e1x, e2x, x, y)|x ∈ X} (3)

where M=Cy is the simplification of [MASK]=
[CLASSy]. D is the training dataset.

With substituting for learning the embedding of
label token [CLASSi] from scratch, we make av-
erage value of embeddings from label expression
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tokens for initialization. Moreover, an auxiliary
task inspired by TransE (Bordes et al., 2013) is pro-
posed to aid for the learning process. Concretely,
for a triplet item (e1x, y, e

2
x), we aim to minimize:

Laux = −logσ(dm − d(e1x, y, e
2
x))

s.t. d(e1x, y, e
2
x)=|Re1x

+Ry −Re2x
|2 (4)

where σ is the sigmoid function, dm is the dif-
ference margin. R(.) means the representation
of which Ry is derived from output embedding
of MLM over its corresponding label token, i.e.,
Embout([CLASSy]).

Therefore, the complete loss function for relation
identification task will serve as:

L = Lmlm + αLaux (5)

3.2 LLM as a knowledge base to enrich
context for auxiliary task

As for representations of each entity in Equation
4, instead of encoding directly on their detailed
tokens, we make recourse to the correspondingly
global context from external knowledge. LLM is
proficient in text generation and can furnish prodi-
gal context on any key words touched upon. Hence,
for an entity ex mentioned in sentence x, we devise
a prompt ranging over both of them to compel LLM
to generate a piece of constructive context, which
distinguishes the entity from view of the relation
type in x:

Cex = (t1, ..., tn)

s.t. ti = argmax(p(t|Pgen(ex), t1:i−1)) (6)

where Pgen(.) is the aforementioned prompt, ti is
the token to be generated by LLM. Furthermore,
we indicate representation of the entity as the mean
pooling on encodings of its context tokens:

Rex =
1

|Cex |
∑

t∈Cex
Encoder(t) (7)

where Encoder(.) is the SLM encoder in Section
3.1.

3.3 LLM as a metric critic for co-evolution
with SLM

Subjected to quality of the generation prompt, LLM
suffers from the limited effectiveness (Wang and
Li, 2023), which circumscribes the context applica-
bility in Section 3.2. To alleviate the problem, we
propose a reflection method that the LLM realigns

its generation prompt vitally in conformity with the
instant training state on SLM of Section 3.1.

More specifically, following Equation 6, LLM
affords entities the initial context to usher in the
training phase on SLM. With several epochs, we

Algorithm 1: Three-Stage Train Process
Input :D, SLM, LLM, Pmlm,Pinit, Ppos,

Pneg, Prl, k
Output :Cex , SLM, Rule

1 DEF Func():
2 Pgen← Rule ◦ Pinit
3 Ceix←LLM(Pgen(eix, x)), i ∈ {1, 2}
4 xo, xl←SLM(Pmlm(x, Ce1x , Ce2x))
5 SLM← SLM - α∇xl
6 H ← H+ (xo[y])

7 DEF Rule():
8 ep← sample(ep, k), ep ∈ {Spos,Sneg}
9 RSN← LLM(Ppos(Spos),Pneg(Sneg))

10 Rule← LLM(Prl(RSN))

11 Stage One (Spos, Sneg,H,Rule)
12 for e1x, e2x, x, y in D do
13 Func()
14 if argmax(xo) = y then
15 Spos ← Spos + (Ce1x , Ce2x , e1x, e2x, x)
16 else
17 Sneg ← Sneg + (Ce1x , Ce2x , e1x, e2x, x)
18 end if
19 end for
20 Rule()
21 Stage Two (Spos, Sneg)
22 for di, e1x, e2x, x, y in enum(D) do
23 Func()
24 ifH[−1][di]−H[−2][di] > 0 then
25 Spos ← Spos + (Ce1x , Ce2x , e1x, e2x, x)
26 else
27 Sneg ← Sneg + (Ce1x , Ce2x , e1x, e2x, x)
28 end if
29 end for
30 Rule()
31 Stage Three
32 for e1x, e2x, x, y in D do
33 Func()
34 end for

gather experiences from current training metrics,
e.g., the precision:

Spos={(Ce1x , Ce2x , e
1
x, e

2
x, x)|M(SLM(x))>0}

Sneg={(Ce1x , Ce2x , e
1
x, e

2
x, x)|M(SLM(x))<0}

(8)
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Type Content Input

Pinit
Generate a short background text about entity "{}" in the sentence "{}" to

assist the relation identification task. Directly give the background text
within fifty words. Do not generate any unrelated contents.

ex, x

Ppos
According to the experiment, the background texts "{}" and "{}" improve
relation identification between entities "{}" and "{}" in the sentence "{}".

Please give me the reasons to explain the improvement.

Ce1x , Ce2x ,
e1x, e

2
x, x

Pneg
According to the experiment, the background texts "{}" and "{}" are
unfavorable for relation identification between entities "{}" and "{}"

in the sentence "{}". Please give me the reasons.

Ce1x , Ce2x ,
e1x, e

2
x, x

Prl
Please rewrite these reasons into rules to generate background texts in aid of
relation identification, using the format of "if..., then...". Give it in sections.

Each is an independent rule. Reasons:{}
Reason

Pgen Given the following rules:{}.{} Rule, Pinit

Table 1: A reflection prompt machinery for LLM generation.

where Ceix is the context for entity eix, SLM(x) is
output of the relation identification model in Sec-
tion 3.1.M(.) is the metric on which we conduct
an assessment and varies in training stages. Exer-
cising the experiences (after sampling), LLM sum-
marizes specific Rules with reflection mechanism
for metric change explanation (see Algorithm 1):

Reason = LLM(Ppos(Spos),Pneg(Sneg))
Rule = LLM(Prl(Reason))

Pgen = Rule ◦ Pinit (9)

where Ppos and Pneg are feedback induction
prompts for positive and negative experiences, re-
spectively. Prl wraps occasions for generating a
more abstract rule. Pinit is the initial context gen-
eration prompt without any rules. Pgen is a com-
pound prompt with rules (referring to Table 1).

Being grounded in dissimilitude of metric ex-
pression, we separate the training process as three
consecutive stages:

Stage One (Rule = None,Spos = None,Sneg =
None) We initial experiences on both Spos and
Sneg, and provide a variable H to chronicle pre-
dict probabilities on the true labels from relation
identification model:

H[−1] = SLM(x)[y] (10)

The metric we select is to judge if the prediction
result is proper:

M =

{
1 argmax(SLM(x)) = y

−1 other
(11)

Following Equations 8 & 9, we derive Rules1 as
the reflection on experiences.

Stage Two (Rule=Rules1,Spos=None,Sneg=
None) In this stage, we employH to establish the
metric as:

M = H[−1][di]−H[−2][di] (12)

where di means index of the training item x. -1 and
-2 indicate the predict probabilities of x on Stage
Two and Stage One which evaluates improvement
of Rules1. Similarly, we will attain an updated rule
as Rules2 for reflection on context improvement
after the stage cessation.

Stage Three (Rule=Rules2,Spos=None,Sneg=
None) Assembled by the latest rule, LLM sup-
plies entities with credible context which guides
the training process of the SLM in a fine-grained
manner.

4 Experiments

In this section, we conduct our experiments on
several popular relation identification datasets, be-
ing in comparison with the SOTA baselines (Sec-
tion 4.1). We make an ablation study on the co-
evolution structure to verify its effectiveness (Sec-
tion 4.2). Moreover, a case study is demonstrated
to embody the dynamic improvement of both con-
text and the rule (Section 4.3). Similar to the SLM
based methods, inferring part of our model covers
a smaller size of parameters with the number of
355,435,632, which is much more efficient than
the LLMs. All the experiments are implemented
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k Methods SemEval TACRED TACRED-Revisit Re-TACRED Average

1

KnowPrompt 0.164 0.050 0.048 0.034 0.074
RetrievalRE 0.213 0.031 0.035 0.082 0.090
BayesPrompt 0.345 0.204 0.269 0.023 0.210

LLM-IE 0.219 0.070 0.070 0.046 0.101
LLM-IE † 0.205 0.066 0.061 0.049 0.095
our model 0.351 0.215 0.245 0.357 0.292
our model† 0.213 0.208 0.244 0.328 0.248

2

KnowPrompt 0.164 0.245 0.290 0.441 0.285
RetrievalRE 0.394 0.195 0.219 0.090 0.224
BayesPrompt 0.375 0.259 0.342 0.430 0.351

LLM-IE 0.219 0.277 0.304 0.444 0.311
LLM-IE † 0.205 0.266 0.300 0.416 0.297
our model 0.449 0.272 0.316 0.450 0.372
our model† 0.399 0.237 0.281 0.394 0.328

5

KnowPrompt 0.565 0.361 0.360 0.549 0.459
RetrievalRE 0.612 0.343 0.315 0.274 0.386
BayesPrompt 0.725 0.333 0.347 0.538 0.486

LLM-IE 0.529 0.392 0.383 0.553 0.464
LLM-IE † 0.417 0.385 0.368 0.548 0.429
our model 0.620 0.385 0.343 0.556 0.476
our model† 0.466 0.321 0.323 0.507 0.404

✘
GPT-RE 0.659 0.275 0.314 0.485 0.433

GPT-RE † 0.604 0.263 0.251 0.417 0.384

Table 2: F1 score for relation identification in low-resource settings. k means examples’ number per label. Meta-
Llama3-8b-instruct is employed for LLM conditions (except for †). † means Llama2-13b-chat is utilized for LLM
generation.

on a couple of GPUs (Tesla V100S-PCIE-32GB),
with one for SLM training and another for LLM
generation.

We set the learning rate of the SLM part as 5e-
5, and the training batch size as 8. Coefficients
of dm and α in Equations 4 & 5 are 0.2 and 0.02
separately. For a stable training process, we exe-
cute three epochs for each training stage. Corre-
spondingly, the variableH in Equations 10 and 12
updates its value every three epochs.

Evaluation Datasets: SemEval (SemEval 2010
Task 8 (Hendrickx et al., 2010)), TACRED series 1

(TACRED (Zhang et al., 2017), TACRED-Revisit
(Alt et al., 2020) and Re-TACRED (Stoica et al.,
2021)). These datasets are public for research uti-
lization.

Baselines: SLM series (KnowPrompt, Re-
trievalRE, BayesPrompt), LLM series (LLM-IE,
GPT-RE).

1https://catalog.ldc.upenn.edu/LDC2018T24

4.1 Evaluation results

We make low-resource settings on the four datasets
aforementioned with randomly sampling k (=
1/2/5) training items for each label. Distinguished
from the general few-shot setting, which usually
covers 8/16/32 samples per label, we refer to ex-
tremely low resource setting for several reasons.
To start with, the instance number of a relation type
would be limited in the dataset, e.g., just 6 instances
for per:country_of_death relation type, and 23 in-
stances for org:dissolved relation. Furthermore, in
actual scenario, especially when LLM gets popular,
people desire a reliable model but with less labeled
data or to devote as less as possible for labeling
data, i.e., just labeling one instance for a label type.

In this paper, owing to generation costs of LLM
related baselines, we also subsample 1000+ items
for testing with the label ratios (original & subsam-
ple datas) being in concert strictly. Yet we make a
full-test-data comparison with SLM based methods
in Figure 3.
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We employ Roberta 2 (Liu et al., 2019) large
model as the backbone for relation identification
classifier (also for baselines with SLM). The LLM
utilized is Meta-Llama3-8b-instruct 3 which covers
a public use for language generation (we make
comparison on Llama2-13b-chat 4 (Touvron et al.,
2023) as well). Referring to the work (Yang et al.,
2023), a reflection prompt machinery mentioned in
Equation 9 for LLM is designed in Table 1.

As for the baseline LLM-IE, we plant Know-
Prompt as the SLM filter and alter its output logic
as "with recourse to SLM when out-of-label ap-
pears during LLM generation". Another LLM se-
ries baseline GPT-RE, as it doesn’t operate on the
low-resource setting, we afford 15 demonstrations
over each dataset for in-context learning.

The main results are shown in Table 2 from
which we make observations:

(1) The proposed model surpasses most of the
baselines among four datasets. In one-shot setting,
our model exhibits great advantages with 8.2% su-
periority than the best baseline (19.1% than the sub-
optimal baseline). The numbers are 2.1% and 6.1%
correspondingly in the two-shot setting. It mani-
fests potential in extremely low-resources-setting
applications. When k = 5, our method demonstrates
a slight inferiority compared to BayesPrompt (-
1%). Nevertheless, our method still dominates
most datasets where results for TACRED and Re-
TACRED are superior to those of BayesPrompt
with 5.2% and 1.8%.

(2) In contrast with GPT-RE, our model with
five-shot setting performs better with 4.3% (with
Llama3-8b-instruct as the co-evolution LLM) and
2.0% (Llam2-13b-chat), which signifies our model
with a pennyworth of training samples can be com-
parable to LLM generation methods. Moreover, it
is noteworthy that the inference style of our model
(inferring merely on the SLM) owns natural advan-
tages compared to LLM based models in the aspect
of time-consuming.

(3) Evaluation results varies in different LLM
based generators. Generally, LLM with a more
powerful ability will take precedence, e.g., aver-
age 5.3% ascendancy from Llama2-13b-chat to
Llama3-8b-instruct in our model setting. The phe-

2https://huggingface.co/FacebookAI/
roberta-large

3https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

4https://huggingface.co/meta-llama/
Llama-2-13b-chat

Figure 3: Comparison with SLM based methods in full-
data test.

nomenon remains pervasive in other methods of
LLM-IE and GPT-RE.

For full-data test results, Figure 3 illustrates the
predominance of our model in extremely low re-
source setting (i.e., k=1 & 2).

4.2 Ablation study
For the sake of validity check on our co-evolution
framework, we conduct ablation study from three
aspects progressively.

Validation on auxiliary task: We remove the
auxiliary part in Section 3.1 and retain only the
Lmlm as loss function for SLM training. In this
way, i.e., -AT, the MLM ability is purely applied
for relation identification task. From Table 3, the
auxiliary task plays a pivotal role as it affords
an external structure information (the triplet loss)
which facilitates learning of the relation’s embed-
ding (i.e., Embout([CLASSy])) in low resource
settings. Without the auxiliary part, identification
result will descend by average 7.1%.

Validation on entity context: We make a surro-
gate -CL for entity context generated by LLM in
Section 3.2, which takes entity tokens directly for
representation calculation (Equation 4). In compar-
ison with the context based representation, entity
tokens provide less explicit trails to establish re-
lational connection, hence limit the performance
with average 6.9% drop.

Validation on generation prompt update: With
freezing Equations 8 & 9 as -PU, we evacuate
the rule and generate entity context exclusively by
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k Methods SemEval TACRED TACRED-Revisit Re-TACRED Average

1

our model 0.351 0.215 0.245 0.357 0.292
-AT 0.241 0.175 0.200 0.286 0.225(−0.067)

-CL 0.241 0.176 0.200 0.287 0.226(−0.066)

-PU 0.289 0.201 0.238 0.345 0.268(−0.024)

2

our model 0.449 0.272 0.316 0.450 0.372
-AT 0.352 0.244 0.266 0.361 0.306(−0.066)

-CL 0.337 0.244 0.264 0.360 0.301(−0.071)

-PU 0.417 0.229 0.285 0.399 0.333(−0.039)

5

our model 0.620 0.385 0.343 0.556 0.476
-AT 0.443 0.318 0.320 0.505 0.397(−0.079)

-CL 0.459 0.323 0.328 0.519 0.407(−0.069)

-PU 0.602 0.314 0.314 0.487 0.429(−0.047)

Table 3: Ablation study on each dataset. -AT means without auxiliary task. -CL applies entity tokens instead of
entity context generated by LLM for auxiliary task. -PU is training without generation prompt update.

Pinit. The context is derived only once for an en-
tire training phase. Being contradistinction to our
three-stage training process, prompt-update free
method is confronted by the finitude on the context
quality constantly. Yet the performance degener-
ates by 3.7%, it has a minimal impact on relation
identification among all the three ablation settings.

4.3 Case study

We implement a case study to track the context’s
crossover from rule-free to rule-based, which is
anticipated to manifest context generation improve-
ment via LLM reflection. As is displayed in the
Reflection Process .1, context generated by initial
prompt Pinit for the entity "artist" is the stuff to
describe the expression in a general way, which
ensures no linkage to its couple entity thus limits
the relation identification ability.

Reflection Process

x: There are guide lines under the paint
that the artist used to create the pedestal in
perfect perspective.
ex: (lines, artist)
rel: Instrument-Agency

Stage One
Ce1x: "Guidelines" refer to invisible lines or
marks on a surface used as a reference by
an artist or craftsman to ensure accurate...
Ce2x: The artist is a skilled craftsman who
uses perspective to create a realistic repre-
sentation of a three-dimensional scene...

Rule 1: If there is no explicit connection
between entities, then provide a connec-
tion to link them.

Stage Two
Ce1x: In graphic arts and architecture, ’lines’
refer to the fundamental elements used to
convey shape, form, and perspective. Guide
lines, in particular, are helpful tools artists
and designers use to...
Ce2x: An artist is a person skilled in the cre-
ation of art, using various mediums such as
painting, drawing, sculpture, or photogra-
phy. They often use techniques and tools...

Rule 2: If the background texts overem-
phasis on technical aspects, then it might
lead the model not to focus on their rela-
tion.

Stage Three
Ce1x: Guide lines are subtle marks made on a
surface to help artists and craftsmen achieve
precise control when creating...
Ce2x: The term ’artist’ refers to a person who
creates original works of art, such as paint-
ings, sculptures, or drawings, using various
techniques and tools...

With the metric critic in Stage One, contexts
for both the entities demonstrate explicit associa-
tion with emphasize the couple entity in the corre-
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sponding context. Nevertheless, "fundamental ele-
ments" makes overemphasis on measurement and
perspective, not artistic intent, which may mislead
the model about the relation type. After a further re-
flection in Stage Two, a more robust prompt Pgen
is derived which attaches "lines" with a concise but
focused depiction relevant to "artist", hence a per-
spicuous trail creeps in for relation identification.

5 Conclusions

We propose a co-evolution framework operated on
SLM & LLM for relation identification task in
the extremely low resource scenario. In the model,
SLM is the classifier which treats the task as prompt
tuning, and LLM serves as a knowledge base to pro-
vide entity contexts. We introduce an auxiliary task
with triplet information as a bond between them.
Moreover, a three-stage training process is estab-
lished which conveys training states of SLM to
LLM for its generation reflection, hence requited
contexts with improvement produced by LLM will
further foster the training of SLM. We conduct ex-
periments on four datasets with comparison to both
SLM and LLM related methods which displays
advances of our model.

Limitations

In this paper, we explore the collaboration between
optimizations of SLM and LLM and call on it for
relation identification in low resource scenarios.
We establish the co-evolution strategy with a three-
stage training process and conduct experiments
on several datasets to verify advancement of our
method. Moreover, it confirms that LLM can make
guidance for SLM learning with continuous feed-
back.

However, current strategy rests on the context
that LLM generates for each training items of
SLM. Hence the generation quality is still a de-
merit to deal with (although we update the gener-
ation prompt in accordance with the instant SLM
training metrics) and the time-consuming for con-
text generation will be unpalatable if the training
data size gets larger. Therefore, we will study a
more efficient co-evolution strategy in the future.
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