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Abstract
Despite their remarkable capabilities, Large
Language Models (LLMs) are found to be
surprisingly sensitive to minor variations in
prompts, often generating significantly diver-
gent outputs in response to minor variations
in the prompts, such as spelling errors, alter-
ation of wording or the prompt template. How-
ever, while assessing the quality of an LLM,
the focus often tends to be solely on its per-
formance on downstream tasks, while very
little to no attention is paid to prompt sen-
sitivity. To fill this gap, we propose POSIX
– a novel PrOmpt Sensitivity IndeX as a re-
liable measure of prompt sensitivity, thereby
offering a more comprehensive evaluation of
LLM performance. The key idea behind
POSIX is to capture the relative change in log-
likelihood of a given response upon replac-
ing the corresponding prompt with a different
intent-preserving prompt. We provide thorough
empirical evidence demonstrating the efficacy
of POSIX in capturing prompt sensitivity and
subsequently use it to measure and thereby
compare prompt sensitivity of various open-
source LLMs. We find that merely increas-
ing the parameter count or instruction tuning
does not necessarily reduce prompt sensitiv-
ity whereas adding some few-shot exemplars,
even just one, almost always leads to signifi-
cant decrease in prompt sensitivity. We also
find that alterations to prompt template lead
to the highest sensitivity in the case of MCQ-
type tasks, whereas paraphrasing results in the
highest sensitivity in open-ended generation
tasks. The code for reproducing our results is
open-sourced at https://github.com/kowndinya-
renduchintala/POSIX.

1 Introduction

Large Language Models (LLMs) are pre-trained
on enormous amounts of text data using the next-
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token-prediction objective and they can perform a
variety of NLP tasks via “prompting” (Brown et al.,
2020; Kojima et al., 2022; Almazrouei et al., 2023;
Liu et al., 2023; Touvron et al., 2023). However,
LLMs have been found to be surprisingly sensi-
tive even to the smallest of variations in prompts
that do not significantly alter its meaning – such as
wording, prompt template or even minor spelling
errors – so much so that prompt engineering, which
is a process of iteratively tuning prompts to elicit
desired responses, has become a widespread prac-
tice (Reynolds and McDonell, 2021).

Despite prompt sensitivity being a crucial aspect
for assessing the usability of an LLM, standard
evaluation benchmarks such as MMLU (Hendrycks
et al., 2021) or BBH (Suzgun et al., 2022) focus
predominantly on performance metrics like exact
match, leaving prompt sensitivity sidelined. Simi-
larly, the model cards and blog posts announcing
the most commonly used LLMs often do not con-
tain prompt sensitivity analysis at all (AI@Meta,
2024). However, from a user-centric perspective,
models with low prompt sensitivity are generally
preferred over highly prompt-sensitive ones, even
if both perform similarly on standard benchmarks.
This is largely because a real-world user may not
always be able to formulate the "optimal" prompt
everytime. Moreover, a universally applicable opti-
mal prompt that can work across different model
architectures may not even exist. Therefore, it be-
comes essential to develop a dedicated procedure
to systematically evaluate and quantify the sensitiv-
ity of LLMs towards intent-preserving (or, intent-
aligned) variations in prompts.

While the exploration of the topic of quantify-
ing prompt sensitivity is limited, there exist a few
works which study prompt sensitivity and attempt
to quantify it. For instance, the HELM benchmark
(Liang et al., 2023) implements various kinds of
perturbations to the prompts, such as typos and
misspellings, and reports the exact match score of

14550

https://github.com/kowndinya-renduchintala/POSIX
https://github.com/kowndinya-renduchintala/POSIX


responses obtained using the perturbed prompts.
Sclar et al. (2023) studied the sensitivity to vari-
ations in prompt templates. They introduced the
concept of performance spread – defined as the dif-
ference between the highest and lowest average per-
formances observed across a wide range of prompt
templates – and used this as a surrogate for prompt
sensitivity. Likewise, Lu et al. (2023) first gener-
ated responses using variations of the same prompt
and then used variation-ratio (Freeman, 1965) as
the surrogate for sensitivity.

Despite being in the right direction, the existing
efforts to quantify prompt sensitivity lack nuance.
Relying on variations in model accuracy as a proxy
for sensitivity ignores the model’s behavior in case
of incorrect responses, failing to distinguish be-
tween a model that consistently generates the same
incorrect response every time (low sensitivity) and
one that generates a different incorrect response
with each prompt variation (high sensitivity). Ad-
ditionally, response distribution matters: a model
producing a consistent response in all but one case
is less sensitive than one generating two different
responses - each equally frequent. The exact match
score is also brittle, heavily penalizing minor word-
ing differences in correct responses. Furthermore,
models might show significant variance in the log-
likelihoods of responses for different prompt varia-
tions even when the responses are identical. Finally,
the existing studies are also limited to deterministic
responses, like multiple-choice questions or short
answers (Kwiatkowski et al., 2019) and do not con-
sider the sensitivity in the case of open-ended gen-
erative tasks.

With this context, in this work, we focus on the
following research question: given a prompt along
with its intent-preserving variations and the corre-
sponding set of responses generated by a language
model, how do we measure the sensitivity of the
LLM on the given set of prompts such that the mea-
sure incorporates the following four key factors?

• Response Diversity: A higher number of
unique responses generated for a given set
of intent-preserving prompts should indicate
higher sensitivity.

• Response Distribution Entropy: Higher en-
tropy of the distribution of response frequen-
cies (how often each unique response appears)
should indicate higher sensitivity.

• Semantic Coherence: Lower semantic simi-
larity among generated responses should con-
tribute to higher sensitivity.

• Variance in Confidence: Higher variance in
the log-likelihood of the same response should
contribute to higher sensitivity.

To the best of our knowledge, ours is the first
attempt towards developing a prompt sensitivity
index that takes all of the above four factors into
account and that works across different kinds of
prompt variations and different kinds of tasks, in-
cluding open-ended generation with arbitrary re-
sponse lengths.

As a first step towards addressing the research
question, we identify the key property that should
hold for an ideal LLM that is not sensitive to varia-
tions in prompts, provided the underlying intent is
unchanged. For this LLM, the probability of gener-
ating a certain response should remain almost the
same even if minor changes are introduced in the
prompt. For instance, let x1 and x2 be two prompts
such that one is an intent-preserving variant of the
other and let y1 and y2 be the corresponding re-
sponses generated by the LLM under consideration.
Then the assumption, which turns out to be the
cornerstone of our index , is that for an LLM that
is not sensitive, P(y1|x1) should not change much
if x1 is replaced by its intent-preserving variant,
x2, i.e., P(y1|x1) ≈ P(y1|x2). Similarly the other
way round — P(y2|x2) ≈ P(y2|x1).

We emphasize that this notion of sensitivity does
not consider the ground-truth response for quan-
tifying sensitivity; instead, it compares the likeli-
hood of generating various responses with different
intent-preserving variants of the same prompt. In
that sense, it is completely orthogonal to metrics
like exact match (which are purely performance-
based) and adds a new dimension altogether for
evaluating LLMs.

The main contributions of our work can be sum-
marized as follows:

• We introduce POSIX – a novel prompt sensitiv-
ity index that can act as a reliable measure of
sensitivity of LLMs towards intent-preserving
variations of prompts (Section 3). We empiri-
cally show in Section 5.1 that POSIX incorpo-
rates all the four factors listed above.

• We use POSIX to compute prompt sensitiv-
ity of different models and variation types,
and show the effect of various aspects on the
prompt sensitivity of LLMs, e.g., that increase
in parameter count or instruction tuning do not
necessarily decrease prompt sensitivity, and
incorporating few-shot exemplars, even just a
single exemplar, makes a huge difference in
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reducing prompt sensitivity (Section 5).
• We reveal an interesting observation based

on POSIX computation — variations in tem-
plate bring about maximum sensitivity in the
case of MCQ-type tasks while variations in
wording lead to maximum effect in the case
of open-ended generation tasks (Section 5).

2 Related Work

Sensitivity of LLMs to Prompt Variations. The
in-context learning ability of LLMs (Brown et al.,
2020) makes them highly versatile, enabling them
to perform a wide range of tasks through prompt-
ing, often without the need for further fine-tuning
(Radford et al., 2019; Raffel et al., 2020; Gao et al.,
2021). However, the robustness of in-context learn-
ing is often questioned (Weber et al., 2023), with
many studies showing that the output from LLMs
is heavily dependent on aspects like the selection
and ordering of in-context examples (Liu et al.,
2022; Su et al., 2022; Lu et al., 2022; Zhao et al.,
2021), choice of input labels (Min et al., 2022),
or the phrasing of instruction given in the prompt
(Gu et al., 2023; Sun et al., 2024). Apart from
these aspects, LLMs are also observed to be highly
sensitive to slight modifications in the structure or
wordings of the prompts, even though their seman-
tic meaning remains the same. Many prior works
(Arora et al., 2022; Leidinger et al., 2023; Sclar
et al., 2023; Voronov et al., 2024; Mizrahi et al.,
2024) have studied this issue of sensitivity of LLMs
to minor alterations in the input prompt.

Few of these works (Leidinger et al., 2023;
Mizrahi et al., 2024; Voronov et al., 2024) have also
called for extending the evaluation benchmarks –
they argue that instead of evaluating on a single
instance of a prompt, the benchmarks should in-
clude multiple variants for each prompt to account
for the divergence in behaviour of the models to
prompt variations. While for most existing bench-
marks like MMLU (Hendrycks et al., 2021) or
BIG-bench (Srivastava et al., 2022; Suzgun et al.,
2022), the performance is reported for a single
template of the prompts, the LMentry (Efrat et al.,
2023) benchmark uses three templates for each
task in it and reports the average performance over
them. Also, recently, Polo et al. (2024) proposed
PromptEval, a method to facilitate efficient evalu-
ation of LLMs on any benchmark with multiple
prompt templates under a limited budget. Zhu
et al. (2023) introduced Promptbench for evalu-

ating the robustness of LLMs to variations done
in prompts with adversarial intent – they observed
that almost all LLMs lack robustness towards adver-
sarial prompts. They quantified robustness using
Performance Drop Rate, which measures the rel-
ative drop in performance when perturbations are
introduced into the prompt.

In this work, we also advocate for benchmarks
with multiple variations of the same prompt.
However, instead of relying on measures based
on performance alone for measuring sensitivity or
robustness, we argue the need for a comprehensive
measure that can capture the prompt sensitivity of
LLMs effectively.

Prompt Engineering. Due to such extensive vari-
ation in the performance of LLMs on slight mod-
ifications in input prompt, it is crucial to query
LLMs with the optimal prompt to get the desired
output. Prompt engineering is the practice of craft-
ing tailored prompts for input to the LLMs to guide
them towards the intended responses. Though for
real-world use cases, users often perform prompt
engineering manually, prior studies have also pro-
posed ways to automate this process (Deng et al.,
2022). Another method for obtaining a better in-
put prompt is Meta-prompting (Reynolds and Mc-
Donell, 2021; Zhou et al., 2023; Ye et al., 2024),
which aims to improve a prompt iteratively with
the help of an LLM itself through further prompt-
ing. Furthermore, for tasks involving reasoning,
Chain-of-Thought prompting (Wei et al., 2023) has
been observed to be very effective.

For designing a few-shot prompt, the choice of
in-context examples plays a crucial role in the per-
formance of LLMs. While existing studies (Liu
et al., 2022; Min et al., 2022) show that examples
which are semantically similar to the input work
the best, in some cases selecting diverse examples
can be beneficial (Su et al., 2022; Min et al., 2022).
To maximize the potential of LLMs, it is there-
fore crucial to be aware of the best practices for
prompting.

3 POSIX: Prompt Sensitivity Index

Based on the notion of sensitivity introduced in Sec-
tion 1, we will first define which intent-preserving
variations we consider in this work and describe
POSIX in detail, including a brief description of the
design choices involved.
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3.1 Preliminaries
Definition 3.1 Any two prompts x1 and x2 are said
to be intent-aligned despite variations in their
wording or template or inclusion of minor spelling
errors, if they are designed to elicit responses from
a language model based on the same underlying
goal, intent or meaning.

Definition 3.2 A set of prompts X = {xi}Ni=1 is
said to be an intent-aligned prompt set if and only
if for all 1 ≤ i ̸= j ≤ N , xi ∈ X and xj ∈ X are
intent-aligned.

3.2 Defining the Prompt Sensitivity Index
Definition 3.3 Let X = {xi}Ni=1 be an intent-
aligned prompt set and Y = {yi}Ni=1 be the set
of corresponding responses generated by a lan-
guage model M, i.e., yi is the response generated
by M when prompted using xi. The sensitivity of
the model M on X is defined as

ψM,X =
1

N(N − 1)

N∑

i=1

N∑

j=1

1

Lyj

∣∣∣∣log
PM(yj |xi)
PM(yj |xj)

∣∣∣∣

where N is the cardinality of X, Lyj is the number
of tokens in yj , PM(yj |xi) is the probability of
the model M generating the response yj given the
prompt xi, and PM(yj |xj) is the probability of
the model M generating the response yj given the
prompt xj .

Definition 3.4 (POSIX) Given a language model
M and a dataset D = {Xi}Mi=1 of M intent-
aligned prompt sets (Xi’s), the prompt sensitivity
index (POSIX) for the language model M on the
dataset D is defined as

POSIXD,M =
1

M

M∑

i=1

ψM,Xi

3.3 What does ψM,X Capture?
As mentioned briefly in Section 1, if we have two
intent-aligned prompts xi and xj and the corre-
sponding responses yi and yj generated by an LLM
M, we would essentially like to capture how differ-
ent are PM(yi|xi) and PM(yi|xj) (and also simi-
larly for PM(yj |xj) and PM(yj |xi)). In order to
make the sensitivity measure comparable across dif-
ferent intent-aligned prompt sets as well as across
models, we need to remove the dependence on the
overall scale of the model’s probability distribu-
tions. Therefore, we consider the ratios PM(yj |xi)

PM(yj |xj)

which are immune to scale. And, since we only
need to look at relative change in probabilities by
replacing xi with xj or vice-versa, we convert the
probability ratio to the logarithmic scale and also
use the absolute value on top of it. Furthermore,
in order to accommodate for arbitrary response
lengths, we use length normalization for each term
in the summation.

We now look at conceptual explanations for why
ψM,X incorporates four properties listed in Sec-
tion 1 while deferring the empirical evidence of the
same to Section 5.1.

3.3.1 POSIX and Response Diversity
While not explicitly evident in the expression of
ψM,X, response diversity contributes indirectly to
higher ψM,X. Say if two responses, yi and yj , are
significantly different, then their log-likelihoods
(given a prompt) are likely to be significantly dif-
ferent i.e., the terms in summation,

∣∣∣log PM(yj |xi)
PM(yj |xj)

∣∣∣,
become large, thereby leading to greater ψM,X

overall.

3.3.2 POSIX and Response Distribution
Entropy

By response distribution entropy, we mean the en-
tropy of the distribution of response frequencies,
i.e., how many times each unique response appears
in Y. A higher entropy indicates the tendency of
the model to generate divergent responses more
often – consequently, the magnitude of the log-
likelihood ratios in the summation of Definition
3.3 will tend to be high, resulting in an uptick in
the value of ψM,X with increase in response distri-
bution entropy.

3.3.3 POSIX and Semantic Coherence
When the responses to intent-aligned prompts are
semantically similar, i.e., the average cosine simi-
larity between their embeddings is high, then intu-
itively the model is less sensitive. This is also cap-
tured by ψM,X because if xi and xj both generate
semantically similar responses yi and yj , then the
probability of generating yj typically does not dif-
fer significantly for the two intent-aligned prompts
xi and xj and so in such cases, the individual terms
in the summation are low, leading to a lower ψM,X

overall.
Remark: It may so happen that the responses

to two intent-aligned prompts xi and xj are seman-
tically equivalent but involve very different word
choices and still PM(yj |xj) and PM(yj |xi) can
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Figure 1: Correlation plots of ψ with each of the four factors described in Section 3.3 in the case of MMLU: (a)
Response Diversity; (b) Response Distribution Entropy; (c) Semantic Coherence; (d) Variance in Confidence.

be significantly different. In fact, depending on the
model and input prompts, this can happen even if
yi and yj are the exact same strings! Therefore,
in Section 3.3.4, we also consider the variance in
probabilities even if the strings are exactly the same.
This is also a reason why average cosine similarity
between the generated responses cannot by itself
be employed as a prompt sensitivity metric.

3.3.4 POSIX and Variance in Confidence

Consider the case where all responses to the
prompts in X are exactly the same, i.e., all yj’s
are the same. In such a case, should we call the
model to be not sensitive at all? Upon a closer
look, we can realize that the model would still be
considered as sensitive if there is a notable varia-
tion in the likelihood of generating the response
with a change in the input prompt. As evident from
Definition 3.3, our proposed index ψM,X directly
measures how divergent the log-likelihoods are for

different intent-aligned prompts, thereby capturing
the subtle nuances in response generation which
contribute towards the sensitivity of the models.

4 Experimental Setup

To analyse the effectiveness of POSIX in capturing
various facets of sensitivity as described in Sec-
tion 3 and to quantify and compare the prompt sen-
sitivity of various LLMs using it, we experiment on
Massive Multitask Language Understanding bench-
mark, or MMLU (Hendrycks et al., 2021), for clas-
sification tasks (posed as MCQ questions), and on
Alpaca (Taori et al., 2023) for open-ended gener-
ation tasks. We also include Big Bench Hard, or
BBH (Suzgun et al., 2022) as an additional dataset
in Appendix E. MMLU contains about 14, 000
prompt-response pairs from 57 different domains.
For open-ended generation task, we sample 5, 000
questions from Alpaca.

We consider a total of eight LLMs from three
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Model

MMLU-ZeroShot Alpaca-ZeroShot

Spelling
Errors

Prompt
Templates

Paraphrases Mixture
Spelling
Errors

Prompt
Templates

Paraphrases Mixture

Llama-2-7b 0.083±0.073 1.12±0.377 0.160±0.160 0.821±0.272 0.146±0.115 0.202±0.103 0.252±0.192 0.271±0.158

Llama-2-7b-chat 0.082±0.103 0.809±0.283 0.135±0.189 0.444±0.258 0.246±0.175 0.164±0.139 0.66±0.33 0.500±0.229

Llama-3-8b 0.086±0.097 1.106±0.612 0.11±0.109 0.641±0.383 0.123±0.091 0.150±0.107 0.249±0.175 0.239±0.136

Llama-3-8b-chat 0.087±0.09 1.048±0.612 0.134±0.126 0.650±0.421 0.184±0.152 0.15±0.13 0.413±0.259 0.357±0.201

Mistral-7B 0.065±0.06 1.222±0.571 0.108±0.114 0.672±0.303 0.18±0.14 0.217±0.148 0.242±0.181 0.295±0.181

Mistral-7B-Instruct 0.105±0.098 1.464±0.528 0.126±0.112 0.886±0.328 0.195±0.130 0.124±0.069 0.296±0.236 0.272±0.152

OLMo-7B-Base 0.197±0.207 1.672±0.383 0.189±0.164 1.134±0.286 0.355±0.305 0.369±0.095 0.281±0.199 0.448±0.227

OLMo-7B-Instruct 0.527±0.485 1.499±0.384 0.831±0.595 1.413±0.474 0.646±0.378 0.192±0.113 0.633±0.382 0.62±0.312

Table 1: POSIX computed for 8 different models and 4 different prompt variation types on both MCQs (MMLU) and
open-ended generation (Alpaca). The mixture variant consists of equal proportion of the other three variations.

families: LLaMA, Mistral, and OLMo. These mod-
els include LLaMA-2 7B (base and chat variants)
(Touvron et al., 2023), LLaMA-3 8B (base and in-
struct variants), Mistral 7B (base and instruct vari-
ants) (Jiang et al., 2023) and OLMo 7B (base and
instruct variants) (Groeneveld et al., 2024). All our
experiments were run on 8 NVIDIA A100-SXM4-
80GB GPUs.

For each prompt, we generate 60 variants such
that they are intent-aligned with each other and
also with the original prompt. These 60 variants
are composed of equal proportion of three types
of variations — introduction of minor spelling
errors, alteration of the prompt template and
paraphrasing/re-wording of the prompt. To study
the effect of variation type on sensitivity, each
prompt variant is generated using one of these three
possible alterations. The variation types are dis-
cussed in detail below:
Spelling Errors: To introduce spelling errors, we
randomly select one, two, four or eight tokens from
the question in the prompt and introduce one of
four possible spelling errors: (i) Insertion, in which
a random letter is added within the token; (ii) Omis-
sion, in which a letter at a randomly chosen posi-
tion is deleted; (iii) Transposition, in which two
adjacent letters are swapped; or (iv) Substitution,
in which a letter at a randomly chosen position
is replaced with one of its adjacent letters on the
keyboard. The specific error to be applied to each
token is chosen randomly.

The 20 variations for spelling errors are derived
from the combinations of the number of tokens
with errors (one, two, four, eight) and five differ-
ent seeds to control randomness. These types of
spelling errors are based on the study by Brooks
et al. (1993).
Prompt Templates: For altering the prompt tem-
plate, we design 20 different templates based on

the grammar defined by Sclar et al. (2023). These
templates are designed to maintain the core mean-
ing of the prompt while altering its structure. The
prompt templates used in our study are listed in
Appendix B.
Paraphrases: To create paraphrased variations of
the prompts, we use GPT-3.5-Turbo to generate
20 paraphrases for each original prompt (The full
dataset of generated paraphrases is open-sourced
however a few examples of generated paraphrases
are also present in Appendix F for reference).
These paraphrases are such that they rephrase the
question while preserving its original intent and
meaning.

For each prompt, we compute POSIX for each type
of variation, based on Definition 3.3, using an
intent-aligned prompt set that includes the original
prompt and its 20 corresponding variants. Addi-
tionally, for the Mixture category, we calculate
POSIX using a set of 21 prompt variants sampled
uniformly from the three variation categories.

For experiments on MMLU, we generate five to-
kens as output, as the tasks are of multiple-choice
question-answering format; whereas for the open-
ended questions in Alpaca, 30 tokens are gener-
ated. POSIX is, however, comparable for arbitrary
response lengths as it is normalized by the number
of tokens in the response.

5 Results and Analysis

5.1 Evaluating the Efficacy of POSIX
We now empirically investigate if POSIX incorpo-
rates the four factors described in Section 3 by look-
ing at correlation plots of POSIX with those factors.
For the plots, we combine data from all types of
prompt variations and all models listed in Section 4.
Additionally, for computing the cosine similarity
between generated responses, we use an off-the-
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Figure 2: Box plots depicting the distribution of ψM,X for different instances of M. The first plot corresponds to
X’s from MMLU dataset (MCQs) and the second plot corresponds to X’s from the Alpaca dataset (open-ended
generation).

shelf Sentence Transformer model (GTE-large).
Figure 1 shows the correlation plots between POSIX
and each of the four properties described in Sec-
tion 3. For response distribution entropy, average
cosine similarity and the log-probability variance,
to observe the trend, we first bin the x-axes and
corresponding average ψ of the bins are plotted.
The number of unique responses, the response dis-
tribution entropy and the log-probability variance
(in case all responses are identical) — all have
positive correlation with POSIX and the average co-
sine similarity between the responses is negatively
correlated with POSIX. Thus, the plots serve as an
empirical validation for the fact that POSIX incor-
porates each of the factors described in Section 3.
Please refer to Appendix G for the correlation plots
of open-ended generation (Alpaca).

5.2 Effect of Instruction Tuning on Sensitivity

Table 1 presents the POSIX values of various mod-
els obtained for different variation types on MMLU
and Alpaca (Please refer to Appendix E for results
on BBH). We observe that chat or instruct versions
of the models are generally less sensitive than the
corresponding base models in the case of template
variations on MMLU, with Mistral being the only
exception. However, in the other categories of
variations, the instruct versions tend to be more
sensitive than their base models. Especially for
open-ended generation tasks, i.e., on Alpaca, the

higher sensitivity of instruct versions is even more
pronounced. Note that this implies that instruction
tuning does not necessarily improve model sensi-
tivity. Figure 2 shows the distribution of POSIX val-
ues of all models for the Mixture of variation types
(please refer to Appendix H for the other variation
types). We clearly observe the instruct models to
have higher sensitivity than the base ones, more so
on Alpaca. Furthermore, the Mistral models seem
to have the least divergence in sensitivity between
the base and instruct variants whereas the OLMo
models have the most disparity.

As the base models undergo both instruction
tuning and alignment on human preferences to ob-
tain the instruct versions, the above observations
are a cumulative effect of instruction tuning and
alignment procedures. To disentangle their conse-
quences and study the effect of only instruction tun-
ing on sensitivity, we separately fine-tune LLaMA-
2 7B and Mistral 7B base models on the entire
FLAN dataset (Wei et al., 2022). We call these
fine-tuned models Llama-2-7b-FLAN and Mistral-
7B-FLAN, respectively. Their POSIX values are
reported in Table 3. In most cases, the chat ver-
sion is better than FLAN-only models in terms of
sensitivity, except in case of prompt template for
MMLU, where FLAN-only models significantly
outperform the chat versions. We hypothesize that
this is due to the nature of the FLAN dataset, which
contains a huge focus on MCQs and various prompt
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n_shot Variation Type Llama-2-7b Llama-2-7b-chat Mistral-7B Mistral-7B-Instruct

0-shot
Spelling Errors 0.083±0.073 0.082±0.103 0.065±0.06 0.105±0.098

Prompt Templates 1.12±0.377 0.809±0.283 1.222±0.571 1.464±0.0.528

Paraphrases 0.16±0.16 0.135±0.189 0.108±0.115 0.126±0.112

1-shot
Spelling Errors 0.026±0.021 0.048±0.066 0.042±0.039 0.087±0.065

Prompt Templates 0.513±0.347 0.357±0.169 0.2±0.244 1.387±0.707

Paraphrases 0.035±0.031 0.064±0.0.07 0.046±0.045 0.085±0.081

2-shot
Spelling Errors 0.027±0.024 0.049±0.07 0.042±0.041 0.085±0.072

Prompt Templates 0.482±0.38 0.272±0.117 0.225±0.247 1.128±0.773

Paraphrases 0.036±0.035 0.065±0.074 0.047±0.047 0.085±0.09

3-shot
Spelling Errors 0.028±0.024 0.051±0.073 0.043±0.041 0.088±0.073

Prompt Templates 0.554±0.433 0.249±0.091 0.23±0.247 1.101±0.775

Paraphrases 0.039±0.039 0.068±0.077 0.047±0.047 0.086±0.0.98

Table 2: POSIX computed for Llama-2 and Mistral models on the MMLU dataset in few-shot settings.

Dataset Variation Type Llama-2-7b-FLAN Mistral-7B-FLAN

MMLU
Spelling Errors 0.113±0.116 0.14±0.143

Prompt Templates 0.229±0.0.169 0.668±0.614

Paraphrases 0.163±0.136 0.187±0.162

Alpaca
Spelling Errors 0.317±0.177 0.284±0.177

Prompt Templates 0.166±0.129 0.163±0.145

Paraphrases 0.267±0.192 0.278±0.2

Table 3: POSIX computed for Llama-2-7b-FLAN and
Mistral-7B-FLAN (unlike the chat versions, these are
only instruction-tuned on the FLAN dataset without any
further RLHF).

templates. This might have given the FLAN-only
models an edge over the chat versions.

5.3 Impact of Model Scale on Sensitivity

To study the effect of model scale on prompt sensi-
tivity, we experiment with 1B and 7B variants of
OLMo as well as 7B and 13B variants of Llama-
2. Figure 3 and Figure 4 show the variations in
the value of POSIX with model scale for prompt
variants from Mixture of variation types, on both
MMLU and Alpaca (Please refer to Appendix E
for results on BBH). We observe that the 7B model
is significantly more sensitive compared to the 1B
model on the MMLU dataset; however, they are
comparable in the case of the Alpaca dataset, in
the case of OLMo. Similarly, even in the case of
Llama-2, a 13B model is not guaranteed to always
have lesser prompt sensitivity than a 7B model.
This only re-emphasizes the fact that accuracy and
sensitivity are two separate aspects — and higher
accuracy does not necessarily imply better sensitiv-
ity and vice-versa. The POSIX values of OLMo-1B
for all variation types are reported in Table 6 of
Appendix C, and that of Llama-2-13B (base and
chat) models are reported in Table 7 (for MMLU)
and Table 8 (for Alpaca) of Appendix D.
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Figure 3: Box plots depicting distribution of ψM,X for
two differently sized OLMo models (1B and 7B).

5.4 Few-shot Exemplars and Sensitivity
Table 2 consists of POSIX values computed for the
few-shot setting in the case of the MMLU dataset.
The key finding is that adding few-shot exemplars,
even if it just a single example can significantly
boost the robustness of LLMs towards variations
in prompts. Although, adding even more few-shot
examples might yield diminishing gains, i.e., when
compared to the value that a single example adds,
the additional value of a second or third few-shot
exemplar is not that much — prompt sensitivity
either remains about the same or slightly decreases.

5.5 Impact of Various Variation Categories
From Table 1, it can be observed that prompt tem-
plate is the most sensitive variation type in the case
of MCQs, and paraphrases are almost always the
most sensitive variation type in the case of Alpaca
(OLMo being the only exception). Moreover, the
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Figure 4: Box plots depicting distribution of ψM,X for two differently sized Llama-2 models (7B and 13B).

sensitivity of the prompt template is more sensitive
than any other perturbation in the case of Alpaca,
thus making MCQ more sensitive overall (please re-
fer to the mixture column in Table 1). Based on this
prompt sensitivity analysis, we could offer some
insights while performing prompt engineering as
well — for MCQs, it is better to invest efforts in
getting the proper prompt template while for open-
ended questions, it is crucial to re-phrase the query
properly.

6 Conclusions

We introduced POSIX - a novel prompt sensitivity
index, as a reliable measure of sensitivity of LLMs
towards intent-preserving variations in prompts
such as spelling errors, prompt templates, and alter-
ations in the wording. We presented thorough em-
pirical analysis for the efficacy of POSIX in captur-
ing prompt sensitivity and subsequently used it to
measure and compare multiple open-source LLMs,
revealing some interesting observations such as
prompt template is the most sensitive variant type
for MCQ tasks and paraphrasing is the most sensi-
tive variant type for open-ended generation tasks,
and also that parameter count or instruction tuning
do not necessarily decrease prompt sensitivity of
the models. These findings highlight the nuanced
behaviour of LLMs towards prompt variations, un-
derscoring the importance of considering prompt
sensitivity index for their holistic evaluation.

Limitations

While POSIX has its own advantages, like the abil-
ity to work across different kinds of prompt varia-
tions and tasks, including open-ended generation
with arbitrary response lengths, one of the main
limitations of POSIX is its computational complex-
ity. POSIX needs O(MN2) log-likelihood com-
parisons if M is the total number of prompts in a
dataset under consideration andN is the number of
variations per prompt. Nevertheless, POSIX is very
effective in incorporating various facets of prompt
sensitivity.

Ethical Considerations

Since we use open-source large language models
and open-source datasets like MMLU and Alpaca,
our work encompasses all the corresponding con-
siderations of those works. Although, our method
would be expected to largely benefit the commu-
nity by providing a reliable way to evaluate sensi-
tivity of large language models towards variations
in prompts. While attempting to paraphrase the
prompts in MMLU using GPT-3.5-Turbo, quite
a few prompts have been flagged as either vio-
lent or biased, etc. Most of them were from the
moral_scenarios split of MMLU. We made sure to
remove these from our analyses.
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A Code and Data

Our code that we used for generating the variants
of prompts and computing the sensitivity metric
is open-sourced at https://github.com/kowndinya-
renduchintala/POSIX. The code development uti-
lized open-source tools, primarily relying on the
HuggingFace library for inference, with PyTorch as
the underlying framework. Both PyTorch and Hug-
gingFace are licensed under permissive licenses,
with PyTorch under the BSD license and Hugging-
Face under the Apache 2.0 license.

B Prompt Templates

The original template used for experiments on
MMLU is:

Q:{}\n(A){} (B){} (C){} (D){}\nA:

The other 20 prompt templates used for the
experiments with template variations on MMLU
are listed in Table 4.

For experiments on the Alpaca dataset which con-
tains open-ended questions, the default template
used is: Q:{}\nA: . The other 20 prompt tem-
plates used for the experiments with template vari-
ations on Alpaca are listed in Table 5.

Seed Prompt Template
0 q:{}\n(A){} (B){} (C){} (D){}\na:

1 Q::{}\n(A){} (B){} (C){} (D){}\nA::

2 Q: {}\n(A){} (B){} (C){} (D){}\nA:

3 q:: {}\n(A){} (B){} (C){} (D){}\na::

4 Q::: {}\n(A){} (B){} (C){} (D){}\nA:::

5 Q: {} || (A){} (B){} (C){} (D){} || A:

6 q:::{}\n(A){} (B){} (C){} (D){}\na:::

7 Q: {}\n(A){} (B){} (C){} (D){}\nAnswer:

8 QUESTION:{}\n(A){} (B){} (C){} (D){}\nA:

9 Question:{}\n(A){} (B){} (C){} (D){}\nAnswer:

10 QUESTION:{}\n(A){} (B){} (C){} (D){}\nANSWER:

11 Question: {}\n(A){} (B){} (C){} (D){}\nAnswer:

12 Question::: {}\n(A){} (B){} (C){} (D){}\nAnswer:::

13 QUESTION: {}\n(A){} (B){} (C){} (D){}\nAnswer:

14 Question - {}\n(A){} (B){} (C){} (D){}\nAnswer -

15 question::{}\n(A){} (B){} (C){} (D){}\nanswer::

16 question: {}\n(A){} (B){} (C){} (D){}\nanswer:

17 Question: {} || (A){} (B){} (C){} (D){} || Answer:

18 QUESTION\t{}\n(A){} (B){} (C){} (D){}\nANSWER\t

19 Question: {} , (A){} (B){} (C){} (D){} , Answer:

Table 4: Prompt Templates used for MMLU.

Also, for experiments on MMLU, we prepend
the following instruction before the template:

The following are multiple choice
questions (with answers) about
{subject}.\n\n

The {subject} is filled with the corresponding
topic name from MMLU.
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Seed Prompt Template
0 q:{}\na:

1 Q::{}\nA::

2 Q: {}\nA:

3 q:: {}\na::

4 Q::: {}\nA:::

5 Q: {} || A:

6 q:::{}\na:::

7 Q: {}\nAnswer:

8 QUESTION:{}\nA:

9 Question:{}\nAnswer:

10 QUESTION:{}\nANSWER:

11 Question: {}\nAnswer:

12 Question::: {}\nAnswer:::

13 QUESTION: {}\nAnswer:

14 Question - {}\nAnswer -

15 question::{}\nanswer::

16 question: {}\nanswer:

17 Question: {} || Answer:

18 QUESTION\t{}\nANSWER\t

19 Question: {} , Answer:

Table 5: Prompt Templates used for Alpaca.

C Sensitivity of OLMo-1B

Table 6 reports the POSIX values of OLMo-1B
model for different variation types on MMLU and
Alpaca.

Variation Type MMLU-ZeroShot Alpaca-ZeroShot

Spelling Errors 0.089±0.099 0.257±0.229

Prompt Templates 0.896±0.205 0.355±0.069

Paraphrases 0.102±0.082 0.185±0.128

Mixture 0.602±0.17 0.358±0.139

Table 6: Sensitivity of OLMo-1B.

D Sensitivity of Llama-2-13B

Table 7 reports the POSIX values of Llama-2-13B
models (base and chat variants) for different vari-
ation types on MMLU and Table 8 reports it for
Alpaca dataset.

Variation Type Llama-2-13B Llama-2-Chat-13B

Spelling Errors 0.057±0.073 0.072±0.086

Prompt Templates 1.16±0.518 0.858±0.324

Paraphrases 0.093±0.106 0.095±0.102

Mixture 0.677±0.349 0.438±0.248

Table 7: Sensitivity of Llama-2-13B (MMLU-ZeroShot)

E Sensitivity on the BBH dataset

Table 9 reports the POSIX values on the Big-Bench
Hard (BBH) dataset. Additionally, Figure 5 de-
picts prompt sensitivity of various models on BBH
dataset in the form of box plots and Figure 6 depicts

Variation Type Llama-2-13B Llama-2-Chat-13B

Spelling Errors 0.141±0.126 0.222±0.172

Prompt Templates 0.177±0.109 0.134±0.135

Paraphrases 0.225±0.173 0.592±0.3

Mixture 0.249±0.148 0.461±0.213

Table 8: Sensitivity of Llama-2-13B (Alpaca-ZeroShot)
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Figure 5: Box plots depicting distribution of ψM,X for
various 7B models on Big Bench Hard (BBH) dataset

the effect of varying model scale on prompt sen-
sitivity for BBH dataset. Please note that we only
consider one kind of variation - prompt template -
for this dataset. This is because in the case of BBH,
many tasks like boolean_expressions, date under-
standing, geometric_shapes or dyck_languages,
even minor spelling errors are not intent-preserving
and paraphrasing would not be possible in many
cases such as numerical expressions. For this
dataset, we sample 2700 samples randomly from
23 tasks.

Model BBH-ZeroShot

Llama-2-7b 0.729±0.295

Llama-2-7b-chat 0.989±0.351

Llama-3-8b 0.58±0.385

Llama-3-8b-chat 0.745±0.35

Mistral-7B 0.966±0.447

Mistral-7B-Instruct 0.542±0.239

OLMo-7B-Base 1.029±0.427

OLMo-7B-Instruct 1.304±0.47

OLMo-1B 1.021±0.292

Llama-2-13b 0.851±0.357

Llama-2-13b-chat 0.972±0.388

Table 9: Sensitivity of various models on the BBH
dataset
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Figure 6: Box plots depicting distribution of ψM,X

when varying model scale, for OLMo (1B and 7B) and
Llama-2 (7B and 13B) – both base and chat variants.

F Examples of generated paraphrases

Please note that we open source all the
data at https://github.com/kowndinya-
renduchintala/POSIX. Although, following
are some examples of generated paraphrases for
few open-ended questions from alpaca data:

• Original Question: How much do you know
about Buddhism?

– What is your awareness of Buddhism?
– What is your level of expertise on Bud-

dhism?
– Are you familiar with the principles of

Buddhism?
– What is your level of familiarity with

Buddhism?
– Can you share your knowledge of Bud-

dhism with me?
• Original Question: Explain the concept of

cognitive biases.
– Interpret the idea of cognitive biases
– Expound on the concept of cognitive bi-

ases
– Elaborate on the concept of cognitive bi-

ases
– Explicate the concept of cognitive biases
– Spell out the notion of cognitive biases

• Original Question: Describe the best way to
store fresh berries.

– Provide instructions on how to store
fresh berries for maximum freshness.

– Offer advice on how to best store fresh
berries.

– Elaborate on the best way to store fresh
berries to maintain their freshness.

– Detail the optimal way to keep fresh
berries fresh for longer.

– Elaborate on the proper way to store a
bunch of fresh berries.

G Efficacy of POSIX for Open-ended
Generation

Figure 7 shows the correlation of POSIX with the
four factors listed in Section 1 for a combination of
all types of prompt variations in Alpaca, depicting
the effectiveness of POSIX in successfully capturing
the nuances of prompt sensitivity.

H Distribution of POSIX Values for All
Variation Types

Figure 8 and Figure 9 depict the distribution of the
values of POSIX for all models and variation types
in MMLU and Alpaca, respectively.
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Figure 7: Correlation plots of ψ with each of the four factors described in Section 3.3 in the case of Alpaca: (a)
Response Diversity; (b) Response Distribution Entropy; (c) Semantic Coherence; (d) Variance in Confidence.

14564



Lla
ma-2

Bas
e

Lla
ma-2

Ch
at Mist

ra
l

Bas
e

Mist
ra

l

Ins
tru

ct OLM
o

Bas
e

OLM
o

Ins
tru

ct

Lla
ma-3

ba
se

Lla
ma-3

Ch
at

0

1

2

3

4

5

Spelling Errors

Lla
ma-2

Bas
e

Lla
ma-2

Ch
at Mist

ra
l

Bas
e

Mist
ra

l

Ins
tru

ct OLM
o

Bas
e

OLM
o

Ins
tru

ct

Lla
ma-3

ba
se

Lla
ma-3

Ch
at

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Prompt Templates

Lla
ma-2

Bas
e

Lla
ma-2

Ch
at Mist

ra
l

Bas
e

Mist
ra

l

Ins
tru

ct OLM
o

Bas
e

OLM
o

Ins
tru

ct

Lla
ma-3

ba
se

Lla
ma-3

Ch
at

0

1

2

3

4

5

Paraphrases

Lla
ma-2

Bas
e

Lla
ma-2

Ch
at Mist

ra
l

Bas
e

Mist
ra

l

Ins
tru

ct OLM
o

Bas
e

OLM
o

Ins
tru

ct

Lla
ma-3

ba
se

Lla
ma-3

Ch
at

0

1

2

3

4

Mixture

Figure 8: Box Plots depicting variation of ψ for different
prompt variations in case of MMLU.
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Figure 9: Box Plots depicting variation of ψ for different
prompt variations in case of Alpaca.
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