
Findings of the Association for Computational Linguistics: EACL 2024, pages 14656–14672
November 12-16, 2024 ©2024 Association for Computational Linguistics

BanglaTLit: A Benchmark Dataset for Back-Transliteration of
Romanized Bangla

Md Fahim1,2*, Fariha Tanjim Shifat1*,Fabiha Haider1*, Deeparghya Dutta Barua1,
Md Sakib Ul Rahman Sourove1, Md Farhan Ishmam1,3, Md Farhad Alam1

1Research and Development, Penta Global Limited, Bangladesh
2CCDS Lab, Independent University, Bangladesh
3Islamic University of Technology, Bangladesh

pdcsedu@gmail.com, farhanishmam@iut-dhaka.edu

Abstract

Low-resource languages like Bangla are
severely limited by the lack of datasets.
Romanized Bangla texts are ubiquitous on
the internet, offering a rich source of data
for Bangla NLP tasks and extending the
available data sources. However, due to
the informal nature of romanized text, they
often lack the structure and consistency
needed to provide insights. We address these
challenges by proposing: (1) BanglaTLit,
the large-scale Bangla transliteration dataset
consisting of 42.7k samples, (2) BanglaTLit-
PT, a pre-training corpus on romanized
Bangla with 245.7k samples, (3) encoders
further-pretrained on BanglaTLit-PT achiev-
ing state-of-the-art performance in several
romanized Bangla classification tasks, and
(4) multiple back-transliteration baseline
methods, including a novel encoder-decoder
architecture using further pre-trained encoders.
Our results show the potential of automated
Bangla back-transliteration in utilizing the
untapped sources of romanized Bangla to
enrich this language. The code and datasets
are publicly available: https://github.
com/farhanishmam/BanglaTLit.

1 Introduction

In recent years, we have witnessed remarkable
progress in various Natural Language Processing
(NLP) tasks driven by Large Language Models
(LLMs). However, these advancements have not
been equally shared across all languages (Joshi
et al., 2020), particularly low-resource languages
like Bangla, despite its 250 million native speak-
ers globally. A prevalent form of Bangla text is
romanized Bangla, which uses phonetically simi-
lar Latin scripts to represent Bangla syllables. The
widespread use of romanized Bangla on social me-
dia and online platforms, largely due to the famil-
iarity with English keyboard layouts such as QW-
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Good post, brother
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vai

Figure 1: Variations in romanizingBanglawordswithin
a sentence. The flexibility allows the sameBanglaword
to have multiple romanized forms.

ERTY, presents a valuable data source for low-
resource languages (Moosa et al., 2022). Despite
its ubiquity, significant challenges remain in pro-
cessing romanized Bangla, primarily due to the
lack of standardized datasets.
Unlike other languages with complex phonetic

mapping, Bangla has a phonemic orthography,
meaning it is written as it sounds. This characteris-
tic simplifies romanization and adds flexibility in
how Bangla words can be romanized, as illustrated
in Figure 1. However, the real complexity lies in
the back-transliteration process, i.e., converting ro-
manized texts back to the native Bangla script, as
this process must adhere to the grammatical rules
of Bangla. Automatic back-transliteration can ex-
tend the training data of low-resource languages
like Bangla, as romanized texts are informal in na-
ture and do not provide significant insights (Roark
et al., 2020). Another potential use case for auto-
mated back-transliteration is its deployment as a
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Dataset Data Source LT PT Curation CT Ver. #Samples

Shibli et al. (2023) Fb, YT, Blog B 7 HA B HE 5k
Roark et al. (2020) Wiki M 7 HA R,B HA 10k
Madhani et al. (2023a) Wiki M 7 HA B HA 4.6k
Kabiraj et al. (2023) WhatsApp B 7 HA B N/A _
Ours TBD, Fb, YT, Blog, Wiki B 3 HA B HE 42.7k

Table 1: Comparison of several Bangla datasets and multilingual transliteration datasets with Bangla samples based
on the data source [Fb: Facebook, YT: YouTube, Wiki: Wikipedia, TBD: TrickBD], linguistic type (LT) [B: Bangla,
M: Multilingual], availability of pre-training corpus (PT), data curation method [HA: Human Annotated], data
curation type (CT) [R: Romanized, B: Back-transliterated], data verification method [HE: Human Expert, HA:
Human Annotator], and number of Bangla samples in the dataset. [ _ ] indicates that the number of data samples
has not been specified in the paper.

transliteration layer on top of any language model,
enabling better interaction with romanized texts
and extending the functionality of the native scripts
to their romanized counterparts.
Current Bangla transliteration datasets suffer

from insufficient data samples, limited data
sources, and are mostly subsets of larger multi-
lingual datasets, as evident from Table 1. While
current pre-trained sequence-to-sequence models
perform well in tasks such as machine transla-
tion, summarization, and generative question an-
swering, we observed that these models yield
sub-optimal performance in back-transliterating
romanized Bangla. However, the available translit-
eration datasets lack the scale required to pre-train
the data-intensive transformermodels. Addressing
the aforementioned challenges, our contributions
can be summarized as follows:

1. We present the first large-scale Bangla
transliteration dataset, BanglaTLit, with over
42.7k samples collected from diverse data
sources, manually annotated, and verified by
experts.

2. We also introduce BanglaTLit-PT, a pre-
training corpus for romanized Bangla with
over 245.7k samples.

3. We further pretrain five different transformer
encoders on BanglaTLit-PT, achieving state-
of-the-art performance in several romanized
Bangla classification tasks.

4. We establish several baselines including mul-
tilingual models, Bangla seq2seq models,
LLMs, and a novel encoder-decoder architec-
ture on the proposed BanglaTLit dataset.

2 Related Work

2.1 English Back-Transliteration

Automatic back-transliteration has been a subject
of interest in languages like Japanese (Goto et al.,
2004; Bilac and Tanaka, 2004) and Korean (Kang
and Choi, 2000), which have a rich history of in-
corporating foreign words into their vocabulary.
With the rise of social media, Latin scripts became
ubiquitous, leading to increased romanization of
nearly all the languages. There is notable liter-
ature on back-transliterating Arabic (Chalabi and
Gerges, 2012; Ameur et al., 2017; Guellil et al.,
2018), Arabic dialects (Al-Badrashiny et al., 2014),
Persian (Maleki and Ahrenberg, 2008), and Urdu
(Bögel, 2012; Irvine et al., 2012), all of which rely
on Perso-Arabic scripts.
Sequiera et al. (2014) explored several word-

level back-transliteration strategies for Indic lan-
guages like Bangla, Gujarati, Kannada, Malay-
alam, and Tamil. The following years saw
growth in several large-scale back-transliteration
datasets for Indic languages Roark et al. (2020);
Kunchukuttan et al. (2021); Madhani et al. (2022,
2023a). Hindi, which shares the same Indo-Aryan
language family as Bangla but written in De-
vanagari scripts, has numerous works on back-
transliteration (Sinha and Srinivasa, 2014; Parikh
and Solorio, 2021). Baruah et al. (2024) explores
back-transliteration of Assamese, which shares the
same as Bangla.

2.2 Romanized Bangla Tasks

Romanized Bangla has been the source of numer-
ous NLP tasks including sentiment analysis (Has-
san et al., 2016; Tripto and Ali, 2018; Basri et al.,
2021; Hossain et al., 2022), offensive speech detec-
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tion (Raihan et al., 2023a; Islam et al., 2024), cy-
berbullying detection (Ahmed et al., 2021), prod-
uct demand analysis (Hossain et al., 2022), event
detection (Dey et al., 2021), etc. There has also
been limited work on back-transliteration systems
exclusive to Bangla only (UzZaman et al., 2006;
Shibli et al., 2023; Kabiraj et al., 2023). However,
the only publicly available Bangla transliteration
dataset is proposed by Shibli et al. (2023), which
is limited to 5k samples only.

2.3 Back-transliteration Methods

Transliteration has been approached in multiple
rule-based, statistical, and machine learning-based
approaches for languages differing by graphemes
and phonemes (Mammadzada, 2023). Dasgupta
et al. (2015) utilized statistical machine transliter-
ation and multi-to-multi joint source channel mod-
els (Chen et al., 2011). Rizvee et al. (2022) em-
ployed a hybrid transliteration framework com-
prising phonetic transliteration, candidate answer
transliteration, and spelling improvement.
Roark et al. (2020) worked on South Asian lan-

guages including Bangla utilizing multiple base-
lines such as, n-grams, LSTMs (Hochreiter and
Schmidhuber, 1997), and transformers (Vaswani
et al., 2017). Madhani et al. (2023b) fine-tuned the
BERT (Devlin et al., 2019) and found promising
results on Indic languages. Kabiraj et al. (2023) re-
lied on neural machine translation (Sutskever et al.,
2014). Shibli et al. (2023) established that few
shot prompting on LLMs like GPT-3 (Brown et al.,
2020).

3 Datasets

Following the limitations of existing Bangla
transliteration datasets highlighted in Table 1, our
dataset design can be simplified into two primary
goals – creating a romanized Bangla pre-training
corpus, BanglaTLit-PT and a Bangla translitera-
tion dataset, BanglaTLit, comprising pairs of ro-
manized Bangla and back-transliterated Bangla.
We aim to ensure that the data sources are diverse,
the back-transliterations are human-annotated, and
samples are verified by experts.

3.1 BanglaTLit-PT

Multiple data sources are aggregated and exten-
sive data cleaning is performed to create the
BanglaTLit-PT corpus, which consists of 245.7k
romanized samples.

Source #Samples

BanglaTLit-PT (Pre-training Corpus)
- TrickBd 141191
- TB-Emotion 79197
- BnSentMix 13081
- TB-Sentiment 5055
- Madhani et al. (2023b) 4170
- Shibli et al. (2023) 3033

Total 245727

BanglaTLit (Transliteration Dataset)
- TrickBd 35613
- Madhani et al. (2023b) 4153
- Shibli et al. (2023) 2939

Total 42705

BanglaTLit Splits
- Train 38705
- Validation 1500
- Test 2500

Total 42705

Table 2: Data source distribution of our pre-training
corpus, BanglaTLit-PT and transliteration dataset,
BanglaTLit.

3.1.1 Data Sourcing
The BanglaTLit-PT dataset is constructed by ag-
gregating six diverse romanized Bangla datasets,
seen in Table 2. We primarily sourced the data
by collecting transliterated comments from the
TrickBd website1. The comments span a wide
range of topics, reflecting the diverse interests of
the TrickBd community, which include social me-
dia, hacking, freelancing, offensive content, sup-
port queries, and service requests. The content
diversity and variations in romanization provide
a rich dataset suitable for transliteration. We fur-
ther extend this dataset by incorporating roman-
ized Bangla samples from five additional datasets:
TB-Emotion, TB-Sentiment (Taawab et al., 2022),
Madhani et al. (2023a), Shibli et al. (2023), and
BnSentMix (Alam et al., 2024). After aggregating,
our dataset has sources from TrickBd, Facebook,
YouTube, Blogs, and Wikipedia.

3.1.2 Data Cleaning
After aggregating the data sources, we eliminated
duplicate samples and discarded samples with two
words or less. We also removed the BBcodes and
hyperlinks as they are not relevant to the actual con-

1https://trickbd.com/
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Figure 2: Pipeline of creating BanglaTLit-PT and BanglaTLit datasets. The data collected from various sources are
aggregated and thoroughly cleaned to produce the BanglaTLit-PT corpus. The corpus is filtered, annotated, and
verified by domain experts to create the BanglaTLit transliteration dataset.

tent and might produce ambiguity in the transliter-
ated text. An arbitrary amount of white space was
replaced with a single white space. Leading and
trailing white spaces were also removed.

3.2 BanglaTLit
The BanglaTLit dataset contains romanized
Bangla and its corresponding back-transliteration
pairs by filtering 42.7k samples from the
BanglaTLit-PT.

3.2.1 Data Filtering
We initially source the data from Madhani et al.
(2023a) and Shibli et al. (2023) as both contained
Bangla-Romanized Bangla sample pairs. We ex-
panded the initial dataset by manually annotating
35.6k random samples from the TrickBd dataset.
We selected the TrickBd dataset as it consists of
comments spanning a wide range of topics e.g., so-
cial media, hacking, and service requests. The con-
tent diversity and variations in romanization make
it suitable for transliteration. Combining these
datasets, we obtain a wide range of data sources
for the BanglaTLit dataset, including Facebook,
YouTube,Wikipedia, blog posts, and techwebsites.
Since most of the data originates from user com-
ments, the dataset contains a good amount of tex-
tual noise, which replicates realistic romanization.

3.2.2 Data Annotation
After a rigorous manual validation of back-
transliterations performed by both LLMs and hu-
man annotators, we concluded that human anno-
tation is trustworthy and more robust. We hired

12 native Bangla speakers who are university un-
dergraduates with at least 12 years of standard
education and are familiar with social media, en-
suring they have a solid understanding of roman-
ized Bangla texts. Annotation guidelines were pro-
vided as outlined in Appendix A.1, along with our
designed back-transliteration tool2 developed us-
ing Google’s transliterate API and presented in Ap-
pendix A.2.

3.2.3 Data Validation

We aimed to ensure that our dataset met the high-
est standards by hiring 3 Bangla linguistic ex-
perts to re-annotate 1000 random samples from
the BanglaTLit dataset. We assessed the similarity
of the expert annotations with our annotators us-
ing the BLEU, BERT, METEOR, ROUGE-1(F1),
ROUGE-2(F1), and ROUGE-L(F1) score which
were 72.55%, 96.32%, 83.89%, 87.69%, 49.68%,
and 87.63% respectively, signifying the annotation
done by the annotators strongly resembles the an-
notation done by linguistic experts.
We also asked the experts to annotate the same

200 samples and measured the inter-annotator
agreement. The agreement levels were 92.38%,
58.27%, and 93.07% measured by Mean ROUGE-
1(F1), Mean ROUGE-2(F1), and Mean ROUGE-
L(F1) scores, respectively. The scores indicate
considerably high inter-annotator agreement be-
tween the experts.

2https://rongali.vercel.app/
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Figure 3: Composition of the categories of the translit-
erated sentences in BanglaTLit dataset.

3.2.4 Dataset Splits
We randomly split the BanglaTLit dataset by keep-
ing 38.7k, 1.5k, and 2.5k samples for train, valida-
tion, and test splits, respectively. We also ensure
that the samples from the validation and test splits
are removed from the BanglaTLit-PT corpus.

3.3 Dataset Statistics
For a better understanding of the BanglaTLit
dataset, we present several characters, word, and
sentence-level statistics of the romanized and back-
transliterated samples in Tab. 3. We also visualize
the composing sentence categories in Fig. 3.

4 Methodology

Our methodology comprises two main compo-
nents: i) Developing a Pretrained Encoder for
Transliterated Bangla and ii) Employing the En-
coder Aggregated Sequence Modeling.

4.1 TB Encoder
Pretrained models such as BanglaBERT and Ban-
glishBERT are deficient in handling transliterated
texts due to the lack of transliterated samples
in their pretraining dataset. We enhance their
performance by further pretraining them on the
BanglaTLit-PT corpus to overcome the limitations.
This involves utilizing Masked Language Model-
ing (MLM) loss (Devlin et al., 2019; Zhuang et al.,
2021) as our pretraining objective. MLM ran-
domly masks some input tokens in a sentence with
a probability of 15%, replacing the masked ones
tm with a special token [MASK]. Themodel is then
trained to predict these masked words based on the
context provided by their surrounding words t\m.
Formally, for a sentenceS = {t1, ..., tT } andmask

Statistics TL BTL

Mean Character Length 59.24 58.28
Max Character Length 1406 1347
Min Character Length 3 4
Mean Word Count 10.35 10.51
Max Word Count 212 226
Min Word Count 2 2
Unique Word Count 81848 60644
Unique Sentence Count 42705 42471

Table 3: Dataset statistics of the Transliterated (TL)
and Back-Transliterated (BTL) sample pairs of the
BanglaTLit dataset.

indices m ∈ NM , the negative log-likelihood ob-
jective is defined as:

LMLM (θ) = −E(S) ∼ D logPθ(tm|t\m)

where θ represents the trainable parameters. Each
sentence S is sampled from the entire BanglaTLit-
PT datasetD. After further pretraining the models
on BanglaTLit-PT, we build Bangla transliteration-
enhanced encoder models namely TB-Encoders
(Transliterated Bangla Encoders)

4.2 TB-Encoder Aggregated T5 Models
Inspired by previous works (Shin and Lee, 2018;
Hu et al., 2023; Zhou et al., 2020), we adopt a
dual encoder-based model architecture to gener-
ate Bangla texts from transliterated Bangla texts.
Given a Bangla transliterated text S, we tokenize
it separately using the T5 tokenizer and the TB-
model tokenizer to obtain the corresponding to-
kens. When the tokenizers yield sequences of
different lengths, we pad them to the maximum
token length. Subsequently, these tokenized se-
quences are inputted into their respective models
to acquire separate representations. For a given
text S, we obtain representations from the T5 en-
coder h = {h1, h2, . . . , hn} and the TB encoder
e = {e1, e2, . . . , en}.
The representations h and e are then aggregated

using two different feature aggregation techniques
i) Summed-based Aggregation and ii) Concat-
based Aggregation. In the summed-based aggrega-
tion method, each token representation is summed
up:

Hi = hi + ei for i = 1, 2, . . . , n

In the concatenation-based aggregation method,
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Figure 4: Model architecture of our proposed methodology. The transliterated text will first go through two to-
kenizers and encoders separately. Then the encoded tokens will be aggregated together and passed through T5
decoder and de-tokenizer to generate back-transliterated Bangla text.

the representation of each token is concatenated:

Hi = [hi; ei] for i = 1, 2, . . . , n

Thus, we obtain the aggregated representations
H = {H1,H2, . . . , Hn}, where H represents the
combined representations resulting from the fea-
ture aggregation process. These aggregated repre-
sentations are then passed into the T5 decoder to
generate the corresponding Bangla text.

5 Experimental Results

5.1 TB Encoder Performance
To investigate the effectiveness of TB-Encoder
models, we consider three different downstream
tasks namely sentiment analysis on TB Sentiment
(Taawab et al., 2022), offensive language detec-
tion on TB-OLID (Raihan et al., 2023b), and emo-
tion detection on TB-Emotion (Faisal et al., 2024)
datasets. A detailed description of these datasets is
reported in Appendix A.6.
Firstly, we create strong baselines on these

datasets by considering different types of pre-
trained models, namely Bangla Language Mod-
els (LMs) – BanglishBERT (Bhattacharjee et al.,
2021), BanglaBERT (Bhattacharjee et al., 2021),
SahajBERT (Neuropark, 2021), and Vac-BERT
(Bhattacharyya et al., 2023), Indian LMs –
IndicBERT-v2 (Doddapaneni et al., 2023) and

Performance Metric

Model TB-Sent TB-OLID TB-Emotion

Acc↑ F1↑ Acc↑ F1↑ Acc↑ F1↑
Bangla LM
BanglishBERT 84.23 84.11 73.40 72.27 45.50 44.54
BanglaBERT 85.38 85.33 76.30 75.06 50.25 48.89
SahajBERT 76.54 76.54 71.57 70.29 39.75 38.79
Vac-BERT 78.85 78.78 68.12 67.36 35.00 33.62

Indian LM
IndicBERT-v2 79.23 79.20 70.04 68.56 39.50 38.28
MuRIL 80.38 80.17 72.50 70.42 39.02 38.21

Multilingual LM
XLM-RoBERTa 83.85 83.84 73.40 71.57 43.50 41.15
mDeBERTa-v3 80.38 80.37 67.80 67.74 34.25 32.94
mBERT 81.15 81.03 72.80 70.89 43.50 43.45

Character-based LM
CharBERT 84.23 84.21 74.00 73.42 46.00 43.90
CharRoBERTa 84.23 84.08 71.90 69.30 40.50 39.15

Prompt-based LLM (0-shot)
GPT 3.5 Turbo 85.39 85.38 71.80 70.96 40.62 37.24
LLaMa3-8B 69.62 69.61 56.00 55.96 21.74 10.55

TB Encoder (Ours)
TB-BERT 84.23 84.13 74.50 74.29 49.25 48.89
TB-BanglaBERT 85.00 84.92 77.90 76.54 52.00 50.26
TB-BanglishBERT 86.15 86.07 74.40 73.58 51.25 51.08
TB-mBERT 85.77 85.72 76.30 75.52 50.25 48.85
TB-XLM-R 88.85 88.79 78.50 77.76 54.50 53.40

Table 4: Classification performance of the baselines and
Transliterated Bangla (TB) Encoders for the downstream
tasks – TB Sentiment Analysis (TB-Sent), TB Offensive Lan-
guage Detection (TB-OLID), and TB Emotion Recognition
(TB-Emotion). TB-x means that the associated model x has
been further pre-trained on BanglaTLit-PT using MLM as de-
scribed in section 4.1.
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Model
ROUGE Score BLEU Score BERT

Score
(F1)

METEOR
Score

R-1 R-2 R-L BLEU Brevity
Penalty

Length
Ratio

Encoder-Decoder LM
mT5 56.02 19.83 55.90 12.48 76.13 0.82 86.43 48.71
byteT5 15.40 1.71 14.91 6.8e-5 11.28 0.25 72.50 6.88
BanglaT5-small 39.59 8.46 39.58 4.14 84.29 0.94 80.65 32.72
BanglaT5 73.06 33.00 73.13 31.09 91.16 0.95 92.71 69.12
BanglaT5_nmt_en_bn 75.74 34.84 76.14 36.19 98.71 1.08 94.05 74.07

Prompt-based LLM
GPT-3.5 Turbo (0-shot) 66.21 26.18 66.64 20.73 97.94 1.11 90.06 59.97
GPT-4 Turbo (0-shot) 71.71 31.54 71.96 26.56 97.27 1.07 91.65 65.10
GPT-4o (0-shot) 66.62 26.96 67.24 19.28 98.22 1.11 89.37 58.88
LLaMa3-8B (3-shot) 56.05 17.34 56.56 11.01 95.80 1.04 86.61 46.81

Dual Encoder-Decoder LM (Ours)
TB-BanglishBERT + BanglaT5 75.14 34.65 75.13 32.82 92.25 0.96 93.83 72.34
TB-BanglishBERT + BanglaT5_NMT 77.27 35.98 78.32 35.18 96.58 0.97 98.22 75.37
TB-XLM_R + BanglaT5 76.03 35.14 76.24 33.18 95.16 0.96 94.15 74.42
TB-XLM_R + BanglaT5_NMT 78.92 36.56 79.75 36.07 98.29 1.05 98.82 78.14

Table 5: Model benchmarking in our dataset on the test set. Fine-tuning BanglaT5 model beats prompt-based LLMs. Interest-
ingly, GPT-4 shows very competitive results in our dataset. However, the performance of BanglaT5 is improved further while
we incorporate our TB encoder models. The sum-based aggregation technique is used while modeling with TB-Encoder with
T5 models.

MuRIL (Khanuja et al., 2021), Multilingual LMs
– XLM-RoBERTa (Conneau et al., 2019), mBERT
(Libovickỳ et al., 2019), andmDeBERTa (He et al.,
2021)), Character-based LMs – CharBERT (Ma
et al., 2020) and CharRoBERTa (Ma et al., 2020)
and prompt-based Large Language Models – GPT
3.5 Turbo (Brown et al., 2020) and LLaMa3-8B
(Dubey et al., 2024).
Among the baselines, GPT-3.5 Turbo gives the

best performance in TB-Sentiment and TB-OLID
datasets with an F1 score of 85.38 and 73.42, re-
spectively, and BanglaBERT gives the best perfor-
mance in TB-Emotion dataset with an F1 score of
43.90. We observe a significant improvement in
the scores using our TB-Encoders.
From Table 4, TB-XLM-R achieves the highest

scores, particularly excelling in the TB Sentiment
and TB-Emotion datasets. TB-XLM-R improves
the accuracy on the TB Sentiment dataset by ap-
proximately 3.62% and the F1 score by 3.96%
compared to the best performing existing model,
GPT 3.5 Turbo. Similarly, in the TB-Emotion
dataset, TB-XLM-R outperforms BanglaBERT by
an accuracy margin of 4.25% and an F1 score
margin of 4.51%. As TB-BanglishBERT and TB-
XLM-R show the best results among the TB en-
coders, we consider these two models for creat-
ing the TB-encoder aggregated T5 models as base-
lines.

5.2 TB Dataset Benchmarking

For the benchmarking on back-transliteration, we
consider several pre-trained seq2seq models –
mT5(Xue et al., 2021), byte-T5 (Xue et al., 2022),
and different variations of BanglaT5 (Bhattachar-
jee et al., 2023). Table-5 shows the results of
the predictions done on the test dataset. The
performance is evaluated with ROUGE, BLEU,
BERT, and METEOR Score described in sec-A.5.
BanglaT5_nmt_en_bn performs the best at gen-
erating the back-transliterated outputs, achieving
the highest scores across all evaluation metrics.
BanglaT5_nmt_en_bn records a ROUGE-1 score
of 75.74%, ROUGE-2 score of 34.84%, ROUGE-
L score of 76.14%, BLEU score of 36.19%, BERT
score of 94.05%, and METEOR score of 74.07%.

In comparison, the prompt-based models, GPT-
3.5 Turbo (0-shot), GPT-4 Turbo (0-shot), GPT-4o
(0-shot), LLaMa3-8B (3-shot), also exhibit strong
performance, with GPT-4 Turbo (0-shot) being the
most notable. GPT-4 Turbo (0-shot) achieves a
ROUGE-1 score of 71.71%, ROUGE-2 score of
31.54%, ROUGE-L score of 71.96%, BLEU score
of 26.56%, BERT score of 91.65%, and METEOR
score of 65.10%. Although GPT-4 Turbo (0-shot)
performs well among the prompt-based models, it
slightly lags behind BanglaT5_nmt_en_bn across
all metrics.
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Method
ROUGE Score BLEU Score BERT

Score
(F1)

METEOR
Score

R-1 R-2 R-L BLEU Brevity
Penalty

Length
Ratio

Validation Set

Sum-based
TB-BanglishBERT + BanglaT5 68.98 28.88 69.06 26.74 92.93 0.96 92.22 64.45
TB-BanglishBERT + BanglaT5_NMT 72.16 30.35 72.80 32.02 98.24 1.08 94.80 69.57
TB-XLM_R + BanglaT5 69.77 29.25 69.23 27.08 96.80 0.96 97.64 65.92
TB-XLM_R + BanglaT5_NMT 73.31 31.90 75.46 34.51 98.27 1.05 96.48 72.08

Concat-based
TB-BanglishBERT + BanglaT5 68.04 28.14 68.87 25.62 91.53 0.95 91.84 63.76
TB-BanglishBERT + BanglaT5_NMT 71.65 29.77 72.14 31.48 96.94 1.09 94.05 68.27
TB-XLM_R + BanglaT5 68.29 27.94 68.37 26.72 96.11 0.94 96.85 63.91
TB-XLM_R + BanglaT5_NMT 72.84 31.24 74.98 33.87 97.92 1.06 95.27 71.84

Test Set

Sum-based
TB-BanglishBERT + BanglaT5 75.14 34.65 75.13 32.82 92.25 0.96 93.83 72.34
TB-BanglishBERT + BanglaT5_NMT 77.27 35.98 78.32 35.18 96.58 0.97 98.22 75.37
TB-XLM_R + BanglaT5 76.03 35.14 76.24 33.18 95.16 0.96 94.15 74.42
TB-XLM_R + BanglaT5_NMT 78.92 36.56 79.75 36.07 98.29 1.05 98.82 78.14

Concat-based
TB-BanglishBERT + BanglaT5 73.94 33.87 74.27 31.95 91.82 0.95 93.10 71.82
TB-BanglishBERT + BanglaT5_NMT 76.62 34.14 77.76 34.80 95.95 1.06 97.46 73.84
TB-XLM_R + BanglaT5 75.25 34.38 75.74 32.57 94.82 0.95 93.91 72.08
TB-XLM_R + BanglaT5_NMT 78.06 35.84 78.92 35.68 97.87 1.08 97.90 77.43

Table 6: Ablation Study on Different Feature Aggregation Techniques [Sum-based vs Concat-based] in our approach

From Table 5, BanglaT5 and Bangla_NMT_T5
models demonstrate superior performance
when combined with TB-encoders. Integrating
TB-BanglishBERT with either BanglaT5 or
BanglaNMT encoder via sum-based aggregation
results in a 2% increase in BLEU score and a 3%
increase in METEOR score. The performance
of BanglaT5 and Bangla_NMT_T5 is improved
further if we aggregate the TB-XLM_R encoder
representations with their corresponding encoder
representations. TB-XLM_R combined with
BanglaT5_NMT achieves the highest overall
scores with an R1 score of 78.92%, a BLEU score
of 36.07%, and a METEOR score of 78.14%. The
performance of the models in the validation set is
reported in table 8 in Appendix A.7. The ablation
study for sum or concat-based aggregation of the
TB-Encoder models is reported in table 6, which
shows that sum-based aggregation techniques
slightly perform better than concat-based
aggregation techniques.

5.3 Prompt-based LLM Performance

We observed GPT-4-Turbo outperforming GPT-4
and LLaMa3-8B in zero-shot prompting. The GPT

family models significantly outperform LLaMa-
3B in few-shot settings as well. When not given
explicit instructions regarding the output format,
these models tend to generate reasoning behind
their responses, often including superfluous text.
Details of the prompting techniques are provided
in Appendix A.8.
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Figure 5: Category-wise BLEU scores for
the predictions on the test set using the TB-
XLM_R+BanglaT5_NMT.
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Romanized Sentence English Translation Annotated Sentence Prediction R-1(F1)

Top 5 Most Accurate Predictions

Vi kaj suru kore dici… Brother, started doing the task ভাই কাজ শুরু কের িদিছ... ভাই কাজ শুরু কের িদিছ... 1.0
banglalink e cholbe? Will it work with Banglalink? বাংলািলংক এ চলেব? বাংলািলংক এ চলেব? 1.0
apni try korsan Did you try আপিন šাই করেছন আপিন šাই করেছন 1.0
kon browser diye try korbo? Which browser should I try with? েকান Ơাউজার িদেয় šাই করেবা? েকান Ơাউজার িদেয় šাই করেবা? 1.0
card e tk add korbo kivabe How do I add money to the card কাডর্ এ টাকা অয্াড করেবা িকভােব কাডর্ এ টাকা অয্াড করেবা িকভােব 1.0

Top 5 Least Accurate Predictions

Kno msg aseni. No message came েকান ময্ােসজ আেসনাই। েকন েমেসজ আেসিন। 0.0
dbo inshah Allah . sorto projojjo Will give Insha Allah. Condition applied িদব ইনশাআƯাহ। শতর্ Ɨেযাজয্ েদব ইনশাƯাহ আƯাহ. সব কাযর্করী 0.0
he bro sobossy Yes bro certainly ǟা Ơ অবƼই েহ েƠা েসাবিস 0.0
Meyad sheh bro Validity is over bro েময়াদ েশষ Ơ িময়াদ েশহ েƠা 0.0
authenticating dejhiye atke thake.ki korbo Stuck at athenticating. What to do অেথিǳেকিটং েদখায় আটেক থােক। িক করেবা অেথিǳেকশন িদেয় এেক থােক।িক করেবা 0.18

Table 7: Most accurate and inaccurate predictions of the TB-XLM_R+BanglaT5_NMT on test set of our dataset.

6 Error Analysis

Table-7 presents the top five most accurate
and inaccurate predictions produced by the TB-
XLM_R+BanglaT5_NMT model on our test set.
For the incorrect predictions, the model learns the
literal word representation of the romanized sen-
tences, which conflicts with the annotated rep-
resentation of the transliteration. We also ana-
lyzed the category-wise model performance, based
on BLEU Score, of the XLM_R+BanglaT5_NMT
model on our test set. Figure 5 shows the dis-
tribution of the BLEU score for each category.
The model demonstrates strong performance in
the Hacking, Request, Help, and Disapproval cat-
egories while struggling with the Appreciation,
Apology, and Religious categories.
We hypothesize that the model performs poorly

in the above categories due to inconsistent spelling,
varied use of diacritics, phonetic representa-
tions, idiomatic expressions, slang, and context-
dependent language. For example, the word for
“thank you” might appear as “tnx”, “10x”, “tenq”,
“10q”, “dhonnobad”, and religious greetings like
“আসসালামু আলাইকুম" (peace be upon you) can
have multiple transliterations, such as “Assalamu
Alaikum” and “As-salamu alaykum”. This flexi-
bility in romanization makes it challenging for the
model to learn consistent patterns and accurately
translate these texts, unlike other straightforward
categories like Hacking and Help.
When comparing the outputs of GPT-4 Turbo

and LLaMa-3-8b, we found GPT-4 Turbo pro-
cessing better back-transliteration capabilities than
LLaMa-3-8B. As seen in Appendix Table 9, GPT-
4 Turbo shows less error than LLaMa compared to
the ground truth labeling. We also observe that the
incorrect words produced by GPT-4-Turbo are the
literal word representation in the transliterated text,
which may not align with the annotations.

7 Conclusion

We propose a large-scale Bangla transliteration
dataset and a romanized Bangla pre-training cor-
pus. Experiments conducted on several baselines,
including a novel dual encoder-decoder model ar-
chitecture, show promising results in the task of
romanized Bangla back-transliteration. Expand-
ing the dataset to include more samples can be
beneficial in training larger models or fine-tuning
LLMs. Besides, transliteration of Bangla regional
dialects and methods based on parameter-efficient
fine-tuning of LLMs can be explored in the future.
Our research opens new doors of expansion for
low-resource languages like Bangla.
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A Appendix

A.1 Annotation Guidelines
The annotators followed the guidelines attached
below while annotating the transliterated texts.

1. Spelling mistakes should not be included in
the Bengali annotation.

2. Contractions should not be included in the
Bengali annotation.

3. If the transliterated text contains emojis/e-
moticons, they should be placed as-is in the
sentence’s appropriate location(s).

4. If the transliterated text contains URLs/-
code snippets/command line arguments, they
should be placed as-is in the sentence’s appro-
priate location(s).

5. If the transliterated text contains improper us-
age of punctuation marks, they should be kept
as-is in the transliterated sentence.

6. Colloquialism should be maintained through-
out the translation.

7. English words should not be translated into
Bengali. Only transliterations are accepted.

8. If acronyms/abbreviations are usually read
letter by letter, they should be included in
the annotation. This is only meant for
acronyms/abbreviations that are pronounced
that way.

9. Any mentions of names or PII (Personal Iden-
tifiable Information) should be anonymized
in the transliteration. Modification of the orig-
inal text is allowed in these cases.

10. If the transliterated text only contains Bengali
letters, a URL, and no actual transliterated
content, they should be skipped.

A.2 Annotation Tools
We developed the Rongali tool3 using Google’s
transliteration API. As depicted in figure 6, the fea-
tures include suggestions of the back-transliterated
words, suggestions of abbreviated words in Ben-
gali, automated replacement of a single periodwith

3https://rongali.vercel.app/
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Model
ROUGE Score BLEU Score BERT

Score
(F1)

METEOR
Score

R-1 R-2 R-L BLEU Brevity
Penalty

Length
Ratio

Encoder Decoder LM
mT5 51.79 16.64 51.39 09.38 75.45 0.82 84.91 44.30
byteT5 13.90 1.65 13.51 6.4e-5 11.00 0.25 71.76 6.37
BanglaT5-small 37.53 7.34 37.03 03.40 84.11 0.96 79.79 30.35
BanglaT5 67.85 27.80 67.56 24.53 90.85 0.95 90.90 63.54
BanglaT5_nmt_en_bn 70.49 29.63 70.60 29.36 98.02 1.04 92.30 68.46

Prompt-based LLM
GPT-3.5 Turbo (0-shot) 61.69 22.56 61.74 15.70 98.08 1.14 89.10 55.53
GPT-4 Turbo (0-shot) 66.27 26.53 66.26 20.51 98.56 1.13 90.06 61.29
GPT-4o (0-shot) 61.72 22.73 62.01 16.14 98.23 1.13 89.54 55.76
LLaMa3-8B (3-shot) 53.23 15.71 53.24 10.96 95.98 1.08 86.09 46.16

Dual Encoder-Decoder LM (Ours)
TB-BanglishBERT + BanglaT5 68.98 28.88 69.06 26.74 92.93 0.96 92.22 64.45
TB-BanglishBERT + BanglaT5_NMT 72.16 30.35 72.80 32.02 98.24 1.08 94.80 69.57
TB-XLM_R + BanglaT5 69.77 29.25 69.23 27.08 96.80 0.96 97.64 65.92
TB-XLM_R + BanglaT5_NMT 73.31 31.90 75.46 34.51 98.27 1.05 96.48 72.08

Table 8: The Performance of the models on the validation set. Summed-based aggregation technique is used while modeling
with TB-Encoder with T5 models

Figure 6: Annotation tool used by the annotators to
back-transliterate the transliterated sentences.

‘|’, keeping multiple periods as ellipses, punctua-
tion as-is in the appropriate location(s) of the sen-
tence. For each word in the transliterated sentence
in the text box, the tool suggests the correspond-
ing back-transliterated word and its abbreviation
in its suggestion box. The correct suggested word
can be selected by selecting its serial number in the
suggestion box.

A.3 Word Cloud
The fig.7 shows the word cloud on our whole
dataset, which shows the visual representation of
the frequency distribution of the words in the
dataset. As the most frequent categories are Ap-
preciation and Request after Miscellaneous 3, the
highlighted words in fig.7 show words that fall in
that category.

A.4 Experiment Setup
All the further pretraining and seq2seq encoder-
decoder models were imported from HuggingFace
Transformers library (Wolf et al., 2020). For
seq2seq the output Bangla sentences were first nor-
malized with the csebuetnlp normalizer4. In
pretraining experiments, we ran the models for
10 epochs in the pretraining transliterated Bangla
dataset. In seq2seq experimental setup, the train-
ing was conducted over 10 epochs. Model check-
points were saved epoch-wise, with a limit of three
checkpoints retained throughout the training pro-
cess.
In the pretraining stage, the batch size was 32,

and the learning rate = 1 ∗ 10−5. For the exper-
iment on the downstream tasks, we also consider
the same model configurations but with batch size
= 16. For the encoder-decoder models, We uti-
lized a per-device batch size of 4 and employed
a learning rate of 2 ∗ 10−5 with L2 regulariza-

4https://github.com/csebuetnlp/normalizer.git
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(a) Transliterated

(b) Back-transliterated

Figure 7: Word cloud constructed from our dataset
taking transliterated and back-transliterated texts sepa-
rately.

tion (weight decay of 0.01). To facilitate experi-
mentation and analysis, we integrated logging with
Weights and Biases to streamline the tracking of
training progress. For the prompt-based models
that we used, GPT-3.5 Turbo, GPT-4 Turbo, GPT-
4o, and LLaMa3-8B, we used prompting to gen-
erate the texts. The GPT-based models were ac-
cessed using their OPENAI API KEY. LLaMa3-
8B model was accessed through AWS Bedrock.
For theGPT-basedmodels, 0 shots promptingwere
used to generate the texts while that for LLaMa3-
8B required 3-shots prompting ??. We trained the
LMs on with NVIDIA Tesla P100 GPUs and 2xT4
GPUs with 16GB RAM.

A.5 Performance Metrics

The performance metrics used to evaluate the
performance of the models are ROUGE Scores,
ROUGE-1 F1, ROUGE-2 F1, ROUGE-L F1,
BLEU Scores, brevity penalty, length ratio, BERT
Score, METEOR Score.

ROUGE Scores The ROUGE (Recall-Oriented
Understudy for Gisting Evaluation) is a set of
metrics commonly used to evaluate the quality of
ground truth and machine translation. ROUGE
scores measure the overlap of n-grams between

the generated text, i.e. the annotated back translit-
erated text, and the reference text. The key
variants of ROUGE used are, ROUGE-1 (R-1),
ROUGE-2 (R-2), and ROUGE-L (R-L) which
measures the overlap of unigrams, bigrams, and
longest common subsequence (LCS) between the
generated and reference texts, respectively. We
used the F1 score of the ROUGE scores. ROUGE-
1 F1 captures the basic content similarity, and
ROUGE-2 F1 assesses the fluency and coherence
of the generated text (Lin, 2004).

BERT Score The BERT (Bidirectional Encoder
Representations from Transformers) score evalu-
ates the semantic similarity between the generated
and reference texts. It provides precision, recall,
and F1 scores based on contextual embedding.
We used the BERT F1 score for assessing the
performance (Zhang et al., 2020).

BLEU Score The BLEU (Bilingual Evaluation
Understudy) score measures the n-gram precision
of the translated text with respect to one or more
reference translations. We used BLEU Score,
Brevity Penalty, and Length Ratio for evaluation.
The brevity penalty is used to penalize translations
that are too short. It is calculated based on the ratio
of the length of the generated text to the length of
the reference text. The length ratio is the ratio of
the length of the generated text to the length of the
reference text (Papineni et al., 2002).
METEOR Score The METEOR (Metric for
Evaluation of Translation with Explicit ORdering)
score evaluates the generated text based on align-
ing words and phrases with the reference text. It
considers precision, recall, and harmonic mean,
incorporating synonymy and stemming (Banerjee
and Lavie, 2005).

A.6 Downstream Task Datasets
TB-OLID This dataset (Raihan et al., 2023b)
contains 5,000 Facebook comments, of which
2,381 are offensive and 2,619 are non-offensive.
The train and test sets contained 4,000 and 1,000
comments, respectively. The selection process
involved filtering out non-Latin script comments
from the initial corpus of 100,000 comments,
followed by the offensive-keyword-based search
for offensive comments. The comments are
manually annotated following the OLID hierar-
chical taxonomy - with a label for whether it is
offensive or not and one for the target (individual,
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Transliterated English Translation Back-transliterated LLaMa3-8B GPT-4-Turbo

Tnx bro ato sundor akta gift de-
war jonno

Thanks bro for giving this lovely
gift

থয্াংĵ েƠা এত সুƇর একটা িগফট
েদওয়ার জƒ

ধƒবাদ ভাই আেতা সুƇর একটা িগফট
িদেয়েছন েদওয়ার জƒ

িটএনএĵ েƠা এত সুƇর একটা িগফট
েদওয়ার জƒ

hmm playstore update den Update the playstore হুম েƔেǋার আপেডট েদন হাম্ েƔেǋার আপেডট েদন Ǜম েƔেǋার আপেডট েদন

voice number niye akta post den Make a post about voice number ভেয়স নাƧার িনেয় একটা েপাǋ েদন কল নাƧার িনেয় একটা েপাǋ েদন ভেয়স নাƧার িনেয় একটা েপাǋ েদন

bro kom takay beshi fb mb kiv-
abe kene?

Bro how to buy much more face-
book MB with little money?

েƠা কম টাকায় েবিশ এফিব এমিব
িকভােব েকেন ?

ভাই কম টাকায় েবিশ েফসবুক েমেসŞার
িকভােব কেরন?

েƠা কম টাকায় েবিশ এফিব এমিব
িকভােব েকেন?

sob to dekhi fak Everything looks fake সব েতা েদিখ েফক েসব েতা েদিখ ফাক সব েতা েদিখ ফাক

earn to hobe na..coz..keo ad dite
asbe na so majkhane ami pay-
ment dite dite fokir hoye jabo..

There will be no in-
come..because..no one will
come to give ad in the mean-
while I will become a beggar by
making the payments

আনর্ েতা হেব না ..কজ..েকউ এড িদেত
আসেব না েসা মাঝখােন আিম েপেমǳ
িদেত িদেত ফিকর হেয় যােবা ..

আয় হেব না..কারণ েকউ আদ িদেত
আসেব না েস মজখােন আিম েপেমǳ
িদেত িদেত ফিকর হেয় যােবা..

আনর্ েতা হেব না..কজ..েকউ এড িদেত
আসেব না েসা মাঝখােন আিম েপেমǳ
িদেত িদেত ফিকর হেয় যােবা..

gmail create korar system den Give the system to create gmail িজেমইল িĹেয়ট করার িসেǋম েদন ņামার মাǋার আইও িĹেয়ট করার
িসেǋম েদন

িজেমইল িĹেয়ট করার িসেǋম েদন

vhaiya ata vdo hobe thik moto
hoitace na

Brother it will be a video it is not
working properly

ভাইয়া এটা িভিডও হেব িঠক মেতা
হইতােছ না

ভাইয়া আটা িভিডও হেব িঠক েমাট
হয়তােছ না

ভাইয়া আটা িভিডও হেব িঠক মেতা
হইতােছ না

tnx 2 gb paici vai Thanks got 2 GB থয্াংĵ ২ িজিব পাইিস ভাই ধƒবাদ ২ গুগল পাইিস ভাই িটএনএĵ ২ িজিব েপেয়িছ ভাই

Theme install dewar somoy
opera diea hobe na

Installing theme will not work
with opera

িথম ইনǋল েদওয়ার সময় অেপরা িদেয়
হেব না

িথম ইƌটল েদওয়ার সময় অেপরা দীয়া
হেব না

িথম ইনǋল েদওয়ার সময় অেপরা িদেয়
হেব না

Table 9: Performance comparison of LLaMa-3-8B and GPT-4-Turbo models for few samples from the test set of
our dataset.

group, untargeted). Also labeled is whether a
comment contains code-mixing along with the
transliteration.

TB-Sentiment This dataset (Taawab et al.,
2022), drawn from Positive and Negative Corpus5,
is a collection of 1,300 comments scraped from
Facebook and YouTube, of which 647 are positive
and 653 express negative sentiment. We split
these 80:20 into the train and test sets.

TB-Emotion This dataset (Faisal et al., 2024)
contains a total of 80,098 data entries comprising
both Bengali and Banglish. It is organized into
six distinct emotional categories: anger(15,179),
disgust(13,098), fear(7,565), joy(17,836), sur-
prise(10,107), and sadness(16,309). It offers a di-
verse and rich dataset sourced from platforms such
as EmoNoBa, UBMEC, MONOVAB, and com-
ments from YouTube and Twitter posts via official
APIs. The collected samples are annotated by ma-
jority voting. Then, after duplicate removal, the
dataset was transliterated. While experimenting,
we considered 1600 and 400 samples for training
and testing respectively instead of the total dataset.

A.7 Valdation Set Results

Table 8 shows the performance of the models in
generating the back-transliterated text after train-
ing the models with the training dataset. For the
Language Models (LMs), the configuration used
for generating the validation dataset is the same as

5https://data.mendeley.com/datasets/s6mtp2zzpc/3

that used in the test dataset. For the prompt-based
models, the prompts used for the validation dataset
are the same as those used in test set ??. The per-
formance of the models is evaluated with the per-
formance metrics described in A.5.

A.8 Prompts
The following prompts are used for the classifica-
tion and back-transliteration tasks for the prompt-
based models, Gemma-2B, LLaMa-8B, GPT-3.5
Turbo, GPT-4 Turbo, GPT-4o and LLaMa3-8B.

Generalized prompt for downstream clas-
sification Tasks on Bengali transliterated
texts using GPT models

You are an expert Bengali <task_name> assistant.
You always classify <task_name> from the given En-
glish transliterated sentence. You always have to
abide by the conditions that are mentioned below:
CONDITION 1: Classify from these <n> classes.
CONDITION 2: If the sentence belongs to
<class_1>, then output 0, if to <class_2> then out-
put 1, <for_n_classes>
Here is the sentence:
<transliterated sentence>
Based on the above sentence, give the <task_output>
with an integer like the following format:
Q# <answer>
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Prompt for generating back-transliteration
on test and validation set from our dataset
using GPT models

You are an expert Bengali back-transliteration assis-
tant. You always generate the Bangla phonetic back
transliteration in Bengali from
the given English transliterated sentence. You al-
ways have to abide by the conditions that are men-
tioned below:
CONDITION 1: Do not translate English words. In-
stead, write the Bengali phonetic version in Bangla
CONDITION 2: Keep the punctuation and emojis as
it is.
Here is the sentence:
<transliterated sentence>
Based on the above sentence, generate the back-
transliterated sentence in the following format:
Q# <generated back-transliterated sentence>

Prompt for generating back-transliteration
on test and validation set from our dataset
using LLaMa3-8B

<|begin_of_text|>
<|start_header_id|>system<|end_header_id|>
You are an expert back-transliteration assistant. You
always back-translate Bangla from the given English
transliterated sentence. You always have to abide by
the conditions that are mentioned below:
CONDITION 1: Do not translate English words. In-
stead, write the Bengali phonetic version in Bangla.
CONDITION 2: Keep the emojis and punctuations
as it is.
The examples are given as:
TB: Ami.bai„„, hecker????
output: আিম।ভাই,,,,, ǟাকার????
TB: rana vai tuner dan plz
output: ইউজার ভাই িটউনার েদন িƔজ
TB: clg e jai
output: কেলজ এ যাই
<|eot_id|>
<|start_header_id|>user<|end_header_id|>
Here is the sentence:
<transliterated sentence>
Based on the above sentence, do the back-transliteration
and give a single sentence in the following format.
Q# <generated back-transliterated sentence>
<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Generalized prompt for downstream clas-
sification tasks on Bengali transliterated
texts using LLaMa3-8B

<|begin_of_text|>
<|start_header_id|>system<|end_header_id|>
You are an expert <task_name> detection assistant.
You always classify <task_name> from the given En-
glish transliterated sentence. You always have to
abide by the conditions that are mentioned below:
CONDITION 1: Classify from these <n> classes.
CONDITION 2: If the sentence belongs to
<class_1>, then output 0, if to <class_2> then out-
put 1, <for_n_classes>
<|eot_id|>
<|start_header_id|>user<|end_header_id|>
Here is the sentence:
<transliterated sentence>
Based on the above sentence classify and give an-
swer an integer.
<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>
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