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Abstract

We are proposing a novel framework for au-
thor diarization, i.e. attributing comments in
online discussions to individual authors. We
consider an innovative approach that merges
pre-trained neural representations of writing
style with author-conditional encoder-decoder
diarization, enhanced by a Conditional Random
Field with Viterbi decoding for alignment re-
finement. Additionally, we introduce two new
large-scale German language datasets, one for
authorship verification and the other for author
diarization. We evaluate the performance of
our diarization framework on these datasets, of-
fering insights into the strengths and limitations
of this approach.

1 Introduction

Author Diarization (AD) tries to answer whether
a single author or multiple authors have written a
chronologically ordered series of texts. The task of
author diarization can generally be described as the
process of dividing an input text stream into text
segments belonging to an individual author or to
collaboratively working authors.

This work focuses on online discussions, such
as those on a newspaper’s forum or chat rooms.
Two key assumptions guide our approach. Firstly,
style changes are assumed to occur only between
comments. Secondly, multiple authors are assumed
to not collaborate on the same comment. Conse-
quently, we redefine the task as follows: Given a se-
quence of comments, determine the number of au-
thors and uniquely assign all discussion comments
to their respective authors. Figure 1 illustrates the
described scenario and the expected output for the
author diarization task1.

Author diarization is intricately linked to the
Authorship Verification (AV) and Style Change

1Example is taken from the Zeit-Online website: https:

//www.zeit.de/hamburg/2021-07/corona-impfung-kinder-

jugendliche-hamburg-bayern\#comments

Figure 1: Example discussion taken from the extracted
dataset.

Detection (SCD) domains. While existing AV
approaches are proven to be effective for single-
instance verification (Ishihara et al., 2024; Tyo
et al., 2023; Manolache et al., 2024), AD provides
a comprehensive view of the entire conversation,
making it more practical for real-world applications
where posts are seldom isolated and often part of
an ongoing dialogue. Significant advancements
have been achieved through the PAN series of SCD
competitions spanning from 2017 to 20242. It is
commonly used to detect instances of plagiarism
or ghostwriting. However, in contrast to author di-
arization, SCD aims to identify shifts in linguistic
style within a text (Zangerle et al., 2022, 2023).
This task seeks to pinpoint transitions between sen-
tences or paragraphs where such changes occur,
indicating a shift from one style to another, irre-

2
https://pan.webis.de/shared-tasks.html
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Datasets #Train #Dev #Test

Verification 762,690 87,610 88,510

Diarization (small) 313,042 67,744 66,845
Diarization (large) 440,822 95,334 94,398

Table 1: Number of pairs for the authorship verification
task and number of discussions for the author diariza-
tion task.

spective of individual authors. Hence, algorithms
for detecting stylistic changes are designed for dif-
ferent objectives, outputting binary decisions (e.g.,
a zero or one).

Our approach mainly consists of three stages:
We use an AV task as a proxy to learn neural rep-
resentations of writing style. AV methods are gen-
erally unable to directly perform the diarization
task since they cannot resolve ambiguities that in-
evitably occur when three or more authors receive
inconsistent pairwise labels as same-author pairs
and different-author pairs. Hence, in a second stage,
we train an author-conditional encoder-decoder di-
arizer in a permutation-invariant fashion. Lastly,
we implement a conditional random field (CRF)
and Viterbi decoder in a third stage to revise/correct
the estimated author-comment alignments.

Due to the absence of publicly available large-
scale diarization datasets, we compiled two substan-
tial datasets of German newspaper comments for
our analysis: The first AV dataset contains 938,810
comment pairs. The second one contains 630,554
discussions to train and evaluate the author diarizer.
More precisely, we conduct an ablation study to
demonstrate the impact of revising the estimated
alignment between authors and comments.

In summary, our main contributions are the fol-
lowing: (1) We created two novel large-scale Ger-
man language datasets serving as new benchmarks,
one for authorship verification and one for author
diarization. (2) We propose and evaluate a novel
model for author diarization which can be eas-
ily adapted to languages other than German - the
framework only requires the substitution of the
language-specific BERT model.

2 Dataset Construction

We gathered two large-scale datasets comprising
newspaper comments. These comments stem from
forum discussions of articles that span from 2005 to
2021 on the German Zeit-Online forum discussion
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Figure 2: Relationship between the percentage distribu-
tion of authors and their contribution to the total number
of comments.

website3. All discussions are in German.
Table 1 summarizes the sizes of the datasets:

For verification, we have 762,690 randomly paired
training pairs, 87,610 development (dev) pairs, and
88,510 test pairs.

For diarization, both a small and large dataset
are provided. The small dataset is a subset of the
large dataset and involves discussions with one to
four participants, whereas the large dataset includes
discussions with up to six participants. The small
dataset helps in identifying potential issues early
and allows for quicker iterations during model de-
velopment. The large dataset, on the other hand,
is essential for testing the model’s performance in
more realistic and extensive scenarios. In total, the
large diarization dataset is composed of 440,822
discussions for training, 95,334 for development,
and 94,398 for testing.

The discussions are constrained to contain be-
tween one and ten comments each. Longer discus-
sions are randomly partitioned into shorter ones to
adhere to this constraint. While the sets of authors
in the verification and diarization datasets overlap,
the datasets themselves are distinct, as they do not
share the same comments.

The comments are anonymized in that URLs,
author names, emails, and direct quotes in each
dataset were automatically substituted with place-
holders, which were then incorporated as new train-
able tokens into the model. Anonymization, or
more accurately, text normalization, removes direct
identifiers (e.g., names, emails) that could other-
wise bias the model. This ensures that the model
focuses on stylometric features that are indicative
of an author’s writing style, rather than any content-
specific identifiers.

Figure 2 illustrates the relationship between the
percentage distribution of authors and their contri-
bution to the total number of comments. The first
bar chart shows the distribution of authors by the

3
https://www.zeit.de
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Dataset #1 #2 #3 #4 #5 #6

train 4.8% 19.8% 25.3% 21.1% 15.7% 13.3%
dev 4.8% 19.6% 25.3% 21.3% 15.6% 13.3%
test 4.8% 19.9% 25.1% 21.1% 15.8% 13.4%

Table 2: Percentage of unique author counts (from one
to six) per discussion across the train, dev, and test splits
for the large dataset.

number of comments they produce, while the sec-
ond bar chart shows the distribution of comments
attributed to these authors. For instance, the blue
segment represents the percentage of authors who
have produced fewer than 10 comments. The first
chart indicates that a large majority (nearly 75%)
of authors fall into this category. Despite being
the largest author group, their contribution to total
comments is minimal, as shown in the second chart.
There is a clear disparity between the number of au-
thors and their contribution to the total comments.
The majority of authors are infrequent commenters,
while a smaller fraction of highly active authors
generate the majority of the content. This pattern
can often be seen on social media and other con-
tent platforms, where a smaller number of users
contribute most of the content.

Table 2 presents the percentage distribution of
unique author counts per discussion across the train-
ing, dev, and test sets in the large dataset. The
percentage distributions are very consistent across
the train, dev, and test sets, indicating a balanced
dataset splitting. Less than 25% of the large dataset
of the discussions contain one or two commenters.
More than 75% of the discussions contain three
to six commenters. Our findings indicate that the
majority of discussions involve a more diverse set
of participants, highlighting a varied and rich in-
teraction landscape within the dataset. This con-
tradicts the expectation that most discussions are
dominated by individuals.

Figure 3 depicts the distribution of the top ten
topics discussed between 2016 and 2021. The top-
ics were provided in the metadata during data col-
lection. Initially, topics were evenly distributed
until 2020, when COVID-19 articles surged and
their discussions started dominating the discourse.

Further details and dataset assessment are pro-
vided in the Appendix.

3 Method

This section describes the different modules of our
author diarization framework in detail. The incom-
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Figure 3: Top ten topic distribution of the discussions.
The topic shifts, e.g., COVID-19 or Brexit, are evident.

ing text data is processed in four stages. A block
diagram of the framework is shown in Fig. 4.

3.1 Neural Feature Extraction

In stage 1 , we train a feature extraction model
on an AV dataset. The AV training is used as a
proxy to produce features that represent the writing
style. Given two input comments, the AV model
determines if the same author wrote them.

In this paper, we compare two published mod-
els. The first model, ADHOMINEM (Boenninghoff
et al., 2019; Boenninghoff et al., 2021b), outper-
formed all other systems at the PAN 2020 and 2021
AV shared tasks (Kestemont et al., 2021). The sec-
ond model, SROBERTA (Zhu and Jurgens, 2021),
showed impressive results on social media data
such as Amazon reviews and Reddit comments.

We made use of the publicly available source
codes4,5 of both implementations provided by the
authors, but inserted the German version of Fast-
Text6 word embeddings in ADHOMINEM, and re-
placed the pre-trained English-language RoBERTa
model by the German equivalent GBERT7 (Chan
et al., 2020). To keep the BERT-based models dis-
tinguishable, we refer to the fine-tuned model as
the SGBERT model hereinafter.

The AV task can be described as follows (Boen-
ninghoff et al., 2021a): Suppose that we have a
pair of comments C1 and C2 with an associated
ground-truth label a ∈ {0, 1}. The value of a in-
dicates whether the two comments were written
by the same author (a = 1) or by different au-
thors (a = 0). Both methods (SGBERT and AD-
HOMINEM) follow the same paradigm: They per-

4
https://github.com/boenninghoff/pan_2020_2021_a

uthorship_verification
5
https://github.com/lingjzhu/idiolect

6
https://fasttext.cc/docs/en/crawl-vectors.html

7
https://huggingface.co/deepset/gbert-base
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Figure 4: A block diagram of our author diarization framework. The input to the framework is a sequence of text
segments, each of which may have been written by a different author. The output is a sequence of author indices.
There is one index for each text segment. Text segments with the same index are attributed to the same author.

form neural feature extraction, m1 :{C1, C2} −→
{f1,f2}, followed by a (probabilistic) compari-
son of the extracted stylometric representations,
m2:{f1,f2} −→ p ∈ [0, 1]. The estimated label
â is obtained from a threshold test applied to the
output score p. For both methods, we choose â = 1
if p > 0.5 and â = 0 if p ≤ 0.5. Since we are only
interested in the writing style representations (map-
ping m1), we can express the feature extraction
stage as

FC×D = ADHOMINEM
(
C1, . . . , CC

)
,

FC×D = SGBERT
(
C1, . . . , CC

)
,

(1)

where FC×D = [f1, . . . ,fC ]T represents the fea-
ture matrix, C defines the maximum number of
comments in the discussion, and D denotes the
dimension of the feature embeddings f i.

3.2 Author-Conditional Chain Model

The stages 2 and 3 in Fig. 4 mainly follow the
neural probabilistic model proposed in (Fujita et al.,
2020). Given the stylometric representations of
stage 1 , the (binary) author diarizer consists of
an encoder-decoder topology that assigns all com-
ments uniquely to some author.

For the encoding part in stage 2 we use a three-
layer BiLSTM encoder as follows:

XC×D = BILSTM
(
FC×D

)
. (2)

The motivation behind stage 2 is that the feature
vectors in FC×D represent the writing style of a
single author while the features in XC×D are ca-
pable of capturing the temporal correlations and
dependencies of the authors of comments within a
discussion. Matrix XC×D in Eq. (2) denotes the
output of the encoding part and serves as an input
for the decoder.

The decoder in stage 3 of Fig. 4 runs through
an iterative procedure that computes a binary ac-
tivity mask for a single author at each stage. The
activity mask assigns a one to a comment deemed
to belong to the given author and assigns a zero
otherwise. The total number of comments in the
respective discussion defines the length of the ac-
tivity mask. In each iteration, the encoder features
and the previously estimated activity mask (Fu-
jita et al., 2020) are used as inputs for the next
update. Thus, the diarizer can process a variable
(unknown) number of authors. For the a-th au-
thor, we define the corresponding binary mask
y(a) as a C-dimensional vector of zeros and ones,
i.e. y(a) =

[
y
(a)
c ∈ {0, 1}|c = 1, . . . , C

]
. Again,

the ones in the masks indicate that the respective
comments were written by the a-th author. The
task is to find the most probable author-comment
alignments, i.e.:

ŷ(1), .., ŷ(A) = argmax
y(1)...y(A)

Pr(y(1), ..,y(A)|F ), (3)

where the variable A defines the number of authors
participating in the discussion. Applying the chain
rule results in

Pr(y(1), . . . ,y(A)|F )

=
A∏

a=1

Pr(y(a)|y(1), . . .y(a−1),F ).
(4)

The product in Eq. (4) is iteratively realized by the
LSTM-based decoder in stage 3 . The iterations
are initialized with a C×1-dimensional activity
mask estimate ŷ

(0)
C×1 of all zeros. In the a-th itera-

15724



tion, we compute:

H
(a)
C×D = (5)

LSTM
([

XT
C×D

Linear
(
ŷ
(a−1)
C×1

)T
C×D

]T

,H
(a−1)
C×D

)
,

z
(a)
C×1 = Sigmoid

(
Linear

(
H

(a)
C×D

)
C×1

)
,

where the LSTM cell in Eq. (5) receives two argu-
ments, the input of size C×2D and the LSTM hid-
den state from the previous step of size C×D, and
outputs the next hidden state H

(a)
C×D. The parame-

ter T in XT
C×D refers to the transpose of the ma-

trix, and Linear() is a linear projection that maps a
C×1-dimensional vector into aC×D-dimensional
matrix (and vice versa) to achieve dimensional con-
sistency with the encoder output XC×D in Eq. (2).
We map the concatenated 2D-dimensional input
to D dimensions while broadcasting both dimen-
sions, the batch size and C. Consequently, the
LSTM cell is recursive along the author-axis only.
Then, a linear projection with a Sigmoid function
transforms the hidden state to a C-dimensional soft
mask z

(a)
C×1. Finally, thresholding yields the binary

activity mask in the a-th iteration,

ŷ
(a)
C×1 =

[
1(z(a)c > 0.5)|c = 1, . . . , C

]
. (6)

A binary cross-entropy (BCE) loss between the
estimated activity masks and the (binary) ground-
truth labels is used as the first part of the overall
loss function to train the encode-decoder system.
Note that the order of the selected authors in Fig. 4
is not essential. All permutations of the identified
activity masks are valid. Therefore, we have to en-
sure that the training of the decoder is permutation-
invariant (Yu et al., 2017). Stage 3 in Figure 4
shows one possible solution in the order of the se-
lected authors. To mitigate the label ambiguity or
permutation problem, the optimal order of the au-
thor activity masks is now determined by selecting
the order that minimizes the BCE loss:

ϕ⋆ = argmin
ϕ∈perm(A)

{ C∑

c=1

A∑

a=1

BCE
(
z(a)c , y(ϕa)

c

)}
, (7)

where perm(A) represents all possible author per-
mutations of the given discussion and the terms
y
(ϕa)
c denote the permutated ground-truth labels. In

this way, the computation time is tractable because
we run through the decoder in Eq. (4) one time,
re-sort the ground-truth labels as shown in Eq. (7)

and perform backpropagation. The BCE loss is
then computed by two terms,

LBCE =
C∑

c=1

A∑

a=1

BCE
(
z(a)c , y(ϕ

∗
a)

c

)

+
C∑

c=1

Amax∑

a=A+1

BCE
(
z(a)c , 0

)
,

(8)

where Amax is the pre-defined maximum number
of authors, i.e., the maximum number of iterations
for the decoder step. Hence, the first term in Eq. (8)
measures the decoder output w.r.t. the ground-truth
labels, while the second term punishes false alarms.

3.3 CRF and Viterbi Decoding

There is one drawback of producing binary activ-
ity masks, as shown in Fig. 4: It is possible that
some comments may not be assigned to any author
and that some comments may be assigned to multi-
ple authors. For instance, the second comment in
Fig. 4 is not assigned to any author and the last com-
ment is assigned to two authors. As pointed out in
the Introduction, we do not expect multi-authored
comments. We address this problem in stage 4 by
transforming the estimated binary activity masks of
the optimal permutation into multiclass labels and
by performing sequence labeling based on a CRF
model. As described in (Ma and Hovy, 2016) and
confirmed by our results, it is beneficial to jointly
decode and refine the best chain of authorship la-
bels for a given temporal discussion.

We firstly transform the estimated binary activity
masks in Eq. (6) of the optimal permutation in
Eq. (7) into multiclass labels,

y
(CRF)
C×1 (9)

= BinaryToMulticlass
(
y
(ϕ∗

1)
C×1, . . . ,y

(ϕ∗
Amax

)

C×1

)
.

As a result, y
(CRF)
C×1 in Eq. (9) contains the au-

thor numbers (e.g. [1, 2, 1, 2, 3, 1] as in Fig. 4)
in order of appearance w.r.t. the re-ordered ac-
tivity masks for the given discussion. By rewrit-
ing the labels y(CRF)

C×1 = [ y
(CRF)
1 , . . . , y

(CRF)
C ]T and

the concatenated hidden cell states HC×Amax·D =

[H
(1)
C×D, . . . ,H

(Amax)
C×D ] = [h1, . . . ,hC ]T from

Eq. (5), we can use the Amax ·D-dimensional vec-
tors hc to define a probabilistic layer of the author-
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comment alignment,

p(y
(CRF)
1 , . . . , y

(CRF)
C |H)

=
1

Z
(
H

)
C∏

c=1

ψc

(
y
(CRF)
c−1 , y(CRF)

c ,hc

)
,

(10)

where the normalization factor in Eq. (10) is de-

fined asZ
(
H

)
=

∑
y(CRF)

C∏
c=1

ψc

(
y
(CRF)
c−1 , y

(CRF)
c ,hc

)

and ψc(y
′, y,hc) = exp

(
wT

y′y hc + by′y
)

repre-
sents the potential function. The terms wT

y′y and
by′y are trainable weights corresponding to the la-
bel pair (y′, y), respectively. The loss function is
then given by the negative log-likelihood of the
multiclass ground-truth hypothesis,

LCRF = − log p
(
y
(CRF)
1 , . . . , y

(CRF)
C |H

)
, (11)

and provides the second loss term in our overall
loss function. The training is efficiently imple-
mented with the forward-algorithm. During infer-
ence, we adopt the Viterbi decoder to search for the
most likely label sequence,

ŷ
(CRF)
C×1 = argmax

y
(CRF)
1 ...y

(CRF)
A

p
(
y
(CRF)
1 , . . . , y

(CRF)
C |H

)
.

(12)

The pseudocodes for training and inference are
summarized in Algorithms 1 and 2.

4 Experimental setup

The experimental setup discussion is divided into
two parts, i.e., for authorship verification and for
author diarization.

4.1 Authorship Verification

As mentioned in Section 3.1, we trained a fea-
ture extraction model that is used to deliver the
feature representations for the subsequent author
diarization model. In our experiments, we com-
pared two different models to perform the au-
thorship verification task: ADHOMINEM (Boen-
ninghoff et al., 2019; Boenninghoff et al., 2021b),
and SROBERTA (Zhu and Jurgens, 2021).

In the first step, we trained the models on the
same dataset splits for Amazon reviews and Red-
dit posts provided in (Zhu and Jurgens, 2021) to
validate the reproducibility of the results. We also
used the same discriminative evaluation metrics as
in (Zhu and Jurgens, 2021). In the second step, we

replaced the English-specific BERT and FastText
models with German equivalents in the source code
and trained these models on the new Zeit-Online
dataset. To capture the calibration capacity, we ad-
ditionally calculated the expected calibration error
(ECE) and maximum calibration error (MCE) as
described in (Guo et al., 2017). As a result, each
model was trained and evaluated on datasets that
were exclusively in one language.

Due to the lack of a comparable large English-
language author diarization dataset, we included
available English-language AV datasets to achieve
the following: Showing that models’ scores on
social media data are comparable across languages
and illustrating that the training adjustments we
made have a consistent impact.

4.2 Author Diarization
After fine-tuning the feature extraction models on
the Zeit-Online dataset (stage 1 ), we proceeded
to train the author diarizer. We evaluated the perfor-
mance of the author diarization model using met-
rics such as the diarization error rate (DER), the
Jaccard error rate (JER), and the F1-score. While
DER and JER are well-established and widely rec-
ognized in the area of speaker diarization, the F1-
score has been extensively employed in various
style change detection tasks. We aim to cater to a
diverse audience by presenting all three metrics.

Prior to applying evaluation metrics, an optimal
mapping between reference authors (ground truth)
and system authors (estimated authors) needs to
be established. The Hungarian algorithm (Kuhn,
1955) is employed to determine this optimal map-
ping, pairing each reference author with at most
one system author. In all evaluation metrics de-
scribed below, we assume that such a commensu-
rate mapping has been performed first.

The first metric utilized is the Jaccard error rate
(JER), derived from the Jaccard index, a measure
that assesses the similarity between sets. Follow-
ing the methodology in (Ryant et al., 2020), the
author-specific JER is computed for each reference
author concerning the corresponding system author.
Formally, for each author a, we have

JER(a) =
1

A

A∑

a=1

1−
∣∣ref(a) ∩ sys(a)

∣∣
∣∣ref(a) ∪ sys(a)

∣∣ , (13)

where A is the total number of reference authors.
The set ref(a) denotes the collection of all com-
ment indices associated with author a, i.e., if the
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1 Input: Features FC×D , binary author labels y(a)
C×1 ∀a ∈ {1, . . . , A}.

2 Output: Loss LCRF-BCE-PIT

3 XC×D = BILSTM
(
FC×D

)
// Eq. (2)

4 for a = 1, . . . , Amax do

5 H
(a)
C×D = LSTM

([
XT

C×D

Linear
(
ŷ
(a−1)
C×1

)T
C×D

]T

,H
(a−1)
C×D

)
// Eq. (5)

6 z
(a)
C×1 = Sigmoid

(
Linear

(
H

(a)
C×D

)
C×1

)
// Eq. (5)

7 ŷ
(a)
C×1 =

[
1(z

(a)
c > 0.5)|c = 1, . . . , C

]
// Eq. (6)

8 end

9 ϕ⋆ = argmin
ϕ∈perm(A)

{
C∑

c=1

A∑
a=1

BCE
(
z
(a)
c , y

(ϕa)
c

)}
// Eq. (7)

10 y
(CRF)
C×1 = BinaryToMulticlass

(
y
(ϕ∗

1)

C×1, . . . ,y
(ϕ∗

Amax
)

C×1

)
// Eq. (9)

11 p
(
y
(CRF)
1 , . . . , y

(CRF)
C |H

)
= CRF

(
HC×Amax·D,y

(CRF)
C×1

)
// Eq. (10)

12 LCRF-BCE-PIT = − log p
(
y
(CRF)
1 , . . . , y

(CRF)
C |H

)

+
C∑

c=1

A∑
a=1

BCE
(
z
(a)
c , y

(ϕ∗
a)

c

)
+

C∑
c=1

Amax∑
a=A+1

BCE
(
z
(a)
c , 0

)
// Eq. (8) and Eq. (11)

Algorithm 1: Loss computation for the author diarization framework.

1 Input: Features FC×D .
2 Output: Estimated multiclass labels ŷC×1.
3 XC×D = BILSTM

(
FC×D

)
// Eq. (2)

4 for a = 1, . . . , Amax do

5 H
(a)
C×D = LSTM

([
XT

C×D

Linear
(
ŷ
(a−1)
C×1

)T
C×D

]T

,H
(a−1)
C×D

)
// Eq. (5)

6 z
(a)
C×1 = Sigmoid

(
Linear

(
H

(a)
C×D

)
C×1

)
// Eq. (5)

7 ŷ
(a)
C×1 =

[
1(z

(a)
c > 0.5)|c = 1, . . . , C

]
// Eq. (6)

8 end
9 ŷ

(CRF)
C×1 = Viterbi

(
HC×Amax·D

)
// Eq. (12)

Algorithm 2: Inference of the author diarization framework.

first, third, and sixth comment are from author 1,
for example, then ref(1) = {1, 3, 6}. Similarly, the
set sys(a) denotes the collection of all comment
indices that were estimated to belong to author a
by our system. If there is no pairing for a reference
author a, then JER(a) is set to 1. The JER for a
discussion is then the average of all author-specific
JER values:

JER =
1

A

A∑

a=1

JER(a). (14)

The diarization error rate (DER) is the second met-
ric, measuring the proportion of comments incor-
rectly attributed to an author. It is expressed as:

DER = 1− 1

C

A∑

a=1

∣∣ref(a) ∩ sys(a)
∣∣. (15)

where C in Eq. (15) represents the number of com-
ments in the discussion, and A denotes the number
of reference authors.

As noted in (Ryant et al., 2020), JER and DER
exhibit a strong correlation, as evident in Eq. (13)
and (15). The range is given as 0 ≤ JER,DER ≤ 1
by design. Unlike the DER, the JER assigns equal
weight to each author’s contribution, irrespective of
their comment count. In discussions with numerous
authors, the JER tends to be higher.

Our final metric, the macro-averaged F1-score,
is also used in the PAN 2021 style change detection
task, as documented by Zangerle et al. (2021).

5 Results

We conducted ten repetitions of model training. Re-
sults are reported in Table 3 for authorship verifica-
tion and Table 4 for author diarization. The shown
metrics are the average values from the ten training
cycles, including respective standard deviations.

5.1 Authorship Verification
Table 3 provides a detailed look at the performance
of the employed authorship verification methods.
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Configuration #Tokens ACC (%) ↑ F1 ↑ AUC ↑ ECE ↓ MCE ↓
Amazon Reviews

Zhu and Jurgens (2021) n = 100 82.9 83.1 90.9 - -
Our results (SRoBERTA) n = 100 82.86 ± 0.05 82.98 ± 0.12 90.84 ± 0.05 - -

SRoBERTA + re-sampling n = 100 83.50 ± 0.06 83.74 ± 0.05 91.36 ± 0.08 - -
SRoBERTA + re-sampling n = 500 86.44 ± 0.05 86.48 ± 0.10 93.88 ± 0.04 - -

Reddit Posts

Zhu and Jurgens (2021) n = 100 73.0 73.7 81.2 - -
Our results (SRoBERTA) n = 100 73.08 ± 0.12 73.72 ± 0.17 81.00 ± 0.11 - -

SRoBERTA + re-sampling n = 100 74.28 ± 0.10 74.12 ± 0.21 82.50 ± 0.09 - -
SRoBERTA + re-sampling n = 500 76.40 ± 0.07 76.38 ± 0.08 84.80 ± 0.07 - -

Zeit-Online Comments

AdHominem + re-sampling n = 500 76.13 ± 0.13 77.14 ± 0.23 84.55 ± 0.07 0.46 ± 0.16 0.99 ± 0.34
SGBERT + re-sampling n = 500 80.01 ± 0.29 79.87 ± 0.33 88.62 ± 0.31 14.59 ± 0.34 20.47 ± 0.39

Table 3: Authorship verification results on the datasets used in (Zhu and Jurgens, 2021) and on the Zeit-Online
verification test set described in Table 1.

Method Features DER ↓ JER ↓ F1 ↑
Zeit-Online Comments (small)

Diarizer GBERT (Chan et al., 2020) 21.32 ± 0.25 23.83 ± 0.42 83.14 ± 0.35
Diarizer AdHominem (Boenninghoff et al., 2021a) 20.79 ± 0.26 22.83 ± 0.28 83.66 ± 0.31
Diarizer SGBERT 16.85 ± 0.35 19.79 ± 0.36 85.80 ± 0.24

Diarizer + CRF GBERT (Chan et al., 2020) 20.73 ± 0.58 22.81 ± 0.62 83.70 ± 0.49
Diarizer + CRF AdHominem (Boenninghoff et al., 2021a) 18.94 ± 0.54 21.49 ± 0.32 84.79 ± 0.27
Diarizer + CRF SGBERT 15.57 ± 0.30 20.05 ± 0.55 85.60 ± 0.41

Zeit-Online Comments (large)

Diarizer GBERT (Chan et al., 2020) 21.44 ± 0.25 23.94 ± 0.45 83.11 ± 0.21
Diarizer AdHominem (Boenninghoff et al., 2021a) 20.97 ± 0.33 23.27 ± 0.49 83.54 ± 0.32
Diarizer SGBERT 18.83 ± 0.40 21.59 ± 0.36 84.91 ± 0.31

Diarizer + CRF GBERT (Chan et al., 2020) 20.44 ± 0.36 22.82 ± 0.35 83.67 ± 0.23
Diarizer + CRF AdHominem (Boenninghoff et al., 2021a) 19.14 ± 0.23 21.67 ± 0.64 84.63 ± 0.45
Diarizer + CRF SGBERT 17.52 ± 0.20 20.93 ± 0.38 85.30 ± 0.29

Table 4: Diarization results for various configurations of the proposed system.

The initial two rows in Table 3 for each of the
Amazon and the Reddit datasets present perfor-
mance scores as reported in (Zhu and Jurgens,
2021), using identical hyper-parameters for our
evaluation runs. In particular, our results are closely
aligned with the discriminative scores reported re-
garding accuracy, F1-score, and AUC.

Additional experiments involve the re-sampling
strategy proposed in (Boenninghoff et al., 2019).
All datasets contain fixed pairs but provide author
identifiers. The idea is to increase the size (only of
the training set) by dissembling all predefined pairs
and re-sampling new same-author and different-
author pairs in each epoch. This ensures a diverse
and representative sample of possible author com-
binations and that the model learns to generalize
well across various types of author pairs.

As we can see, the re-sampling strategy leads
to significant improvements, particularly when the
input token number is increased to n = 500, re-
sulting in the highest accuracy, F1-score, and AUC
compared to all other configurations.

In the final rows of Table 3, we extended our
experiment to the Zeit-Online dataset, juxtaposing
our results for the two approaches ADHOMINEM

and SGBERT. Both methods exhibit competitive
results. Remarkably, ADHOMINEM displays well-
calibrated predictions, as evidenced by an ECE
of 0.46 and MCE of 0.99. Conversely, SGBERT
surpasses ADHOMINEM with superior scores in all
discriminative metrics.

Fig. 5 shows the reliability diagrams for both
models. In Fig. 5a, the red gaps between accuracy
and confidence signify miscalibration in the SG-

15728



0.5 0.6 0.7 0.8 0.9 1.0

Confidence

0.5

0.6

0.7

0.8

0.9

1.0

A
cc
ur
ac
y

Accuracy
Gap

(a) SGBERT.

0.5 0.6 0.7 0.8 0.9 1.0

Confidence

0.5

0.6

0.7

0.8

0.9

1.0

A
cc
ur
ac
y

Accuracy
Gap

(b) ADHOMINEM.
Figure 5: Reliability diagrams depict the average confi-
dence and accuracy on the Zeit-Online authorship verifi-
cation dataset. Darker red bars correspond to bins with
a higher number of trials (Guo et al., 2017).

BERT model. This observation suggests that the
model consistently provides under-confident pre-
dictions, as the accuracy consistently exceeds the
confidence. In contrast, Fig. 5b illustrates that for
ADHOMINEM, accuracy and confidence are closely
aligned, if not equal.

5.2 Author Diarization

Table 4 displays diarization results for two subsets
of the Zeit-Online dataset, denoted as small and
large (see Table 1). Recall that the small dataset
includes discussions with up to four contributors,
whereas the large dataset comprises discussions
with up to six contributors. For both Zeit-Online
datasets, we compare three feature extractors: di-
arizer with raw GBERT features, diarizer with AD-
HOMINEM features, and diarizer with SGBERT
features. We observe that SGBERT exhibits the
best performance, showcasing substantial reduc-
tions in DER and JER, along with an enhanced
F1-score compared to other methods. The incorpo-
ration of the CRF-layer (stage 4 in Section 3.3)
further boosts the results, with SGBERT + CRF
surpassing other configurations, achieving the low-
est DER, JER, and the highest F1-score.

Table 5 presents diarization results given the SG-
BERT + Diarizer + CRF configuration only. The
results are sorted w.r.t. the number of authors per
discussion. Unsurprisingly, we observe the follow-
ing trend: As the number of authors increases, the
DER and JER also increase. At the same time, the
F1-score decreases, indicating greater difficulty in
accurately distinguishing between authors in dis-
cussions with multiple contributors.

#Authors Ratio DER ↓ JER ↓ F1 ↑
Zeit-Online Comments (small)

A = 1 6.8% 13.53 ± 1.66 13.59 ± 1.66 90.94 ± 1.11
A = 2 28.1% 12.41 ± 0.35 12.70 ± 0.44 90.89 ± 0.40
A = 3 35.4% 15.35 ± 0.36 18.49 ± 0.67 86.51 ± 0.54
A = 4 29.7% 19.24 ± 0.67 30.43 ± 0.99 78.15 ± 0.78

Zeit-Online Comments (large)

A = 1 4.8% 12.81 ± 1.56 12.87 ± 1.56 91.40 ± 1.03
A = 2 19.9% 12.60 ± 0.68 13.00 ± 0.55 90.59 ± 0.45
A = 3 25.1% 17.17 ± 0.46 18.95 ± 0.90 86.17 ± 0.75
A = 4 21.1% 21.36 ± 0.36 25.00 ± 0.68 82.29 ± 0.55
A = 5 15.8% 21.70 ± 0.22 27.29 ± 0.39 81.17 ± 0.37
A = 6 13.4% 16.25 ± 0.53 26.44 ± 2.44 82.41 ± 0.90

Table 5: Diarization results vs. number of authors per
discussion for the SGBERT + Diarizer + CRF con-
figuration. The Ratio value indicates the respective
percentage of discussions with the commensurate au-
thor number.

5.3 Overall Analysis
The results indicate that SGBERT, in combination
with the CRF-layer, provides a powerful tool for
the diarization of our Zeit-Online dataset. The
approach consistently outperforms other configura-
tions, showcasing its effectiveness in segmenting
and attributing authors. The incorporation of the
CRF-layer as a post-processing step enhances the
temporal coherence of the diarization output, con-
tributing to improved overall performance.

6 Conclusion

Digital text forensics is crucial for verifying the
authenticity and integrity of electronic texts, aid-
ing in investigations related to cybercrime, fraud,
and misinformation. In conclusion, the diarization
experiments underscore the significance of feature
selection and show promising results for the pro-
posed author-conditional encoder-decoder frame-
work, enhanced by a Conditional Random Field
with Viterbi decoding. These findings contribute to
the ongoing efforts to enhance author diarization
techniques. Future directions of our work include
end-to-end training of the proposed system.
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7 Limitations

Our author-conditional encoder-decoder diariza-
tion framework, as demonstrated by our findings,
shows promising results and addresses various chal-
lenges in attributing text segments to different au-
thors. Nevertheless, it is essential to acknowledge
the limitations of the framework:

Dependency on feature extraction models
Our framework is dependent on the performance of
the authorship verification models (ADHOMINEM

and GBERT) for feature extraction. Inaccuracies
or biases in these models have the potential to prop-
agate to the diarization process, resulting in erro-
neous author attributions.

Assumption of single authorship
In this work, we assume that each comment is writ-
ten by a single individual. However, in other sce-
narios, text segments may involve multiple authors
collaborating, leading to inaccuracies in attribution.
Stages 1 to 3 of our framework, as illustrated in
Fig. 4, generally output activity masks that facili-
tate multi-author assignments.

Permutation-invariant training
The permutation-invariant training process poses
a challenge, as finding the optimal author permu-
tation can be computationally expensive, particu-
larly in discussions involving a large number of
participants. One workaround is segmenting longer
discussions into shorter ones to facilitate computa-
tionally tractable permutation-invariant training.

Sensitivity to different text genres
The effectiveness of the extracted feature represen-
tation may vary depending on the text genre. It
is possible that the presented framework may not
generalize well to diverse datasets with different
linguistic characteristics.

Dependency on language-specific models
We acknowledge that the author diarization dataset
used in this work is in German and that the author
diarization framework was not tested in other lan-
guages, including English. We leave this aspect for
future investigation.

Missing state-of-the-art comparison
Our baseline for the diarization task employs
GBERT as a feature extractor, without further fine-
tuning on the AV dataset. This method was chosen

because of the absence of publicly available, state-
of-the-art models specifically tailored for this task.
Current research, including the PAN competition,
primarily addresses style change detection, which
is not directly applicable to author diarization.

8 Ethical Statement

In conducting this research, constructing the
dataset, and developing the author diarization
framework described in this paper, we have been
mindful of the ethical implications and responsi-
bilities associated with working with textual data,
particularly in the realm of authorship analysis. We
recognize the potential for misuse of such tech-
nology and are committed to maintaining ethical
standards throughout our work.

We emphasize the following potential implica-
tions of identifying individuals:

• Unintended identification: If the AD frame-
work is used on text data containing per-
sonal or sensitive information, it may inadver-
tently reveal the identity of users if the system
can link specific writing styles or content to
known individuals.

• Cross-referencing with other datasets: If
diarization results are combined with other
datasets, there is a risk of re-identifying users
even if their names are not explicitly men-
tioned in the text.

To mitigate these risks, we have implemented the
following strategies:

• Our dataset is semi-automatically anonymized
by replacing personally identifiable informa-
tion like author names or emails. Addition-
ally, we will not provide any person-based
meta-data, as well as the URLs linking to the
original data source.

• To further mitigate risks, we publish the
dataset on request only. This controlled ac-
cess allows us to approve requests based on
ethical considerations, ensuring that the data
is used appropriately and responsibly.

We respect the privacy and confidentiality of
the individuals whose comments are used in our
research. Therefore, we have taken manual and
automated measures to anonymize and protect sen-
sitive information to the best of our ability.

We are open to feedback and constructive criti-
cism to improve the ethical integrity of our work.
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A Appendix

A.1 Dataset construction
As described in Section 2, we collected two large
data sets comprised of comments from the discus-
sion forums of the articles published from 2005 to
2021 in the German Zeit-Online newspaper.8

We created both, small and large data splits to
easily investigate the scalability and robustness of
our model. The construction of the dataset was
conducted as follows:

1. We extracted the plain text of the collected
HTML files that contained the discussions
and performed text normalization, including
Unicode normalization, whitespace normal-
ization, and normalization of quotation marks.

2. We discarded discussions with comments that
consisted of less than 10 tokens, determined
using the German BERT model (Chan et al.,
2020).

3. We removed discussions in which single com-
ments were written in languages other than
German or were modified or deleted by the
Zeit-Online moderator team.

4. Longer discussions were randomly partitioned
into shorter ones. The distribution of the num-
ber of unique authors per number of com-
ments in the discussions is provided in Fig. 7.

5. We collected all comments from removed dis-
cussions (in steps 2 and 3) for the authorship
verification dataset, verified that this comment
is not part of any discussion in the author di-
arization dataset, and applied the first three
steps.

6. We replaced URLs, author names, emails,
and direct quotes with placeholders ([URL],
[NAME], [EMAIL], [QUOTE]).

7. Finally, we split each dataset into 70%, 15%,
and 15% portions to obtain the training, devel-
opment, and test sets.

8. For ADHOMINEM, we utilized the Tokenizer
SoMaJo9, specialized for Web text, to seg-
ment each comment into sentences and each
sentence into tokens. We used the German
version of FastText10 to initialize the token-to-
embedding matrix.

8
https://www.zeit.de

9
https://github.com/tsproisl/SoMaJo

10
https://fasttext.cc/docs/en/crawl-vectors.html

Tokens Characters

Train Dev Test Train Dev Test

Mean 89 90 88 422 425 414
Std 79 80 80 377 380 381
Median 63 64 62 298 300 290
Min 10 10 10 10 10 10
Max 8,062 7,130 19,239 38,847 35,225 91,535

Table 6: Statistics of the corpus for the authorship
verification task

Tokens Characters

Train Dev Test Train Dev Test

Mean 92 93 93 440 440 440
Std 79 79 80 379 379 380
Median 67 67 67 316 315 315
Min 10 10 10 12 12 12
Max 2,966 2,168 2,202 14,037 10,177 9,473

Table 7: Statistics of the corpus for the authorship
diarization task.

B Dataset assessment

In this Section, we evaluate the dataset to determine
its quality and suitability for author diarization.

Tables 6 and 7 show descriptive statistics of the
number of tokens (using the GBERT tokenizer)
and characters in the authorship diarization and
authorship verification datasets.

Both datasets comprise a small range of text
lengths, with mean token counts of 88 and 93 and
constant standard deviations (std), demonstrating
that training, test, and development sets were care-
fully crafted to contain texts with similar statisti-
cal properties. The median values are consistently
lower than the means, showing a right-skewed
distribution, where most comments are relatively
short, but a few very long comments raise the av-
erage. Both tasks show a minimum of 10 tokens
and character counts around 10-12, pointing to the
inclusion of very short texts.

Figure 6 presents the number of discussions in
the (large) authorship diarization dataset from dif-
ferent perspectives: The top histogram compares
the number of discussions to the number of com-
ments, indicating that the dataset is evenly dis-
tributed in terms of comment counts. The middle
image shows the distribution of discussions with re-
spect to the number of unique authors. Our analysis
reveals that the majority of the discussions involve
three to six commenters, indicating a rich interac-
tion landscape. The bottom histogram displays the
counts of style changes (author turns) occurring
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Figure 6: Number of comments (top), unique authors
(middle), and style changes (bottom) in the discussions
of the (large) author diarization dataset for the train, dev,
and test sets.

between comments during a discussion. Again, our
dataset shows that the majority of discussions ex-
hibit a high level of dynamic author participation.

Figure 7 provides a more detailed view com-
pared to the previous aggregated histogram in
Fig. 6 (top) and presents histograms of the dis-
cussion counts regarding the number of unique au-
thors. The figure includes several subplots, each
corresponding to a different number of comments
C in the discussions. The subplots display data for
C = 2 through C = 10. In each plot, the x-axis
represents the number of unique authors partici-

pating in a discussion while the y-axis shows the
number of discussions. Each bar in the plots cor-
responds to a count of discussions with a specific
number of unique authors. The histograms show
that although a significant number of discussions
with fewer comments involve only one or two com-
menters, most discussions feature a more diverse
group of participants.

The dataset statistics emphasize that our author
diarization dataset is challenging. It involves man-
aging discussions where comments are short, less
stylized, and multiple authors contribute frequently
and interchangeably on the same topic. As dis-
cussed in (Kestemont et al., 2020), traditional au-
thorship verification methods struggle in such sce-
narios and they can be misled by topic similarity.
In our dataset, participants discuss the same topic,
which requires diarization techniques to disregard
topical content to ensure accurate attribution in
these challenging environments.

C Training procedure and inference

Our training and inference follows the pseudo-code
scheme in Algorithm 1 and 2. Training our model
with our data typically requires a single GPU with
24GB of memory (NVIDIA RTX A5000). On aver-
age, and depending on early-stopping, this training
process can be completed within two weeks.

We made minimal changes to the original au-
thorship verification source codes, focusing mainly
on hyper-parameter tuning and adapting specific
parts to train the models on our dataset, i.e., using
language-specific BERT and FastText models.

The authorship verification results in Table 1
are based on the fixed train, dev, and test splits
for all datasets. We randomly initialized the mod-
els (i.e., all weights for ADHOMINEM and the At-
tentionPool layer for SGBERT (Zhu and Jurgens,
2021)) ten times, trained each model, and aver-
aged the metrics returned from the test set. The
results demonstrate the stability of the model train-
ing, indicated by the consistent performance across
different runs.

The baseline for the author diarization frame-
work used in our experiments is the pre-
trained GBERT model used as a feature extrac-
tor, without fine-tuning on the AV dataset. Next,
we trained the ADHOMINEM and SGBERT mod-
els using the AV dataset, enabling them to serve
as input features for the author diarizer. We ran-
domly initialized the weights of the author diariza-
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Figure 7: Distribution of the number of unique authors per number of discussion comments.

tion model and commenced training. This pro-
cess yielded ten trained author diarization mod-
els for each: the baseline model (GBERT), AD-
HOMINEM, and SGBERT.

D Calibration of AV models

Fig. 8 shows the posterior histograms including
the averaged confidence as well as the sensitivity
and specificity for both methods, SGBERT and
ADHOMINEM. All confidence values lie within
the interval [0.5, 1], since authorship verification
represents a binary classification task in this pa-
per. Hence, to obtain confidence scores, the out-
put scores are transformed w.r.t. to the estimated
authorship label, showing Pr(same author) if m2:
{f1,f2} −→ p = 1 and Pr(different authors) if
m2:{f1,f2} −→ p = 0.

By comparing the histograms for ADHOMINEM

and SGBERT, we see that these models return
different output score distributions. While SG-
BERT follows a bell shaped distribution, with
peaks around 0.6 and 0.4, which are the pre-defined
thresholds mentioned in (Zhu and Jurgens, 2021),
ADHOMINEM tries to align the scores with accu-
racy on average.
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(a) Same-author (SBERT)
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(c) Same-author (AdHominem)
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Figure 8: Posterior histograms for both methods (True
positive rates or sensitivity, true negative rates or speci-
ficity).
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