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Abstract

Reinforcement Learning from Human Feed-
back (RLHF) is an effective approach for align-
ing language models to human preferences and
reducing risks in deploying them in the wild.
Central to RLHF is learning a reward function
for scoring human preferences. Two main ap-
proaches for learning a reward model are 1)
training an EXplicit Reward Model (EXRM)
as in RLHF, and 2) using an implicit reward
learned from preference data through methods
such as Direct Preference Optimization (DPO).
Prior work has shown that the implicit reward
model of DPO (denoted as DPORM) can ap-
proximate an EXRM in the limit. However, it is
unclear how well DPORM empirically matches
the performance of EXRM. DPORM’s effec-
tiveness directly implies the optimality of the
learned policy, and also impacts preference la-
beling in LLM alignment methods including it-
erative DPO. This work studies the accuracy at
distinguishing preferred and rejected answers
for both DPORM and EXRM. Our findings
indicate that even though DPORM fits the train-
ing dataset comparably, it generalizes less effec-
tively than EXRM, especially when the valida-
tion datasets contain distribution shifts. Across
five out-of-distribution settings, DPORM has
a mean drop in accuracy of 3% and a max-
imum drop of 7%. These findings highlight
that DPORM has limited generalization ability
and substantiates the integration of an explicit
reward model in iterative DPO approaches.

1 Introduction

Large language models (LLMs) have demonstrated
exceptional performance on many tasks in diverse
applications, including mathematical reasoning,
coding capabilities, and knowledge-based question
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Figure 1: Overview of methods for learning reward mod-
els explicitly and implicitly (via DPO). Figure adapted
from Rafailov et al. (2024).

answering (Brown et al., 2020; Bubeck et al., 2023;
OpenAI, 2023). Whilst LLMs have broad knowl-
edge and reasoning skills, the pre-training objective
is often misaligned from the objective of instruc-
tion following (Ouyang et al., 2022) according to
human preferences (Christiano et al., 2017), and
LLMs can exhibit undesirable behaviors including
hallucinating, and providing harmful or biased in-
structions (Huang et al., 2023; Zhang et al., 2023).
As LLMs become more commonplace, it is impor-
tant for them to be aligned with human preferences
for helpfulness, harmlessness, and honesty (Bai
et al., 2022).

A common practice for aligning LLMs to human
preference is through Reinforcement Learning with
Human Feedback (RLHF) (Ouyang et al., 2022),
which is based on a reward model trained to score
model outputs according to human preference an-
notations. In RLHF alignment, a high quality re-
ward model is required for policy learning (Ramé
et al., 2024). However, in practice, learned reward
models are typically imperfect approximations of
the “true” human reward label function (Gao et al.,
2023), because they are trained on a fixed set of
human preference data collected offline. When
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Figure 2: Examples of different types of distributional
shifts for reward models and accuracy drops on real-
world datasets.

used within the RLHF policy optimization, they
may see out-of-distribution (OOD) data when an-
notating the response of the model. Aligning ac-
cording to an imperfect reward model can lead to
worse performing language models as policy op-
timization continues to optimize a mis-specified
reward. This can lead to an increased gap between
the learned and true reward, a phenomena known as
over-optimization and reward hacking (Gao et al.,
2023; Skalse et al., 2022).

Recently, Rafailov et al. (2024) proposed Direct
Preference Optimization (DPO), and show that any
reward model can be implicitly represented by the
optimal policy learned by DPO and a reference pol-
icy under certain assumptions. Similar to RLHF,
DPO assumes access to a preference dataset, but
directly finetunes a language model policy by mini-
mizing a negative log likelihood objective. Due to
its simplicity, DPO offers a more stable and conve-
nient alignment process (Liu et al., 2023).

While, DPO is often regarded as simpler alterna-
tive to RLHF fine-tuning, and models trained with
DPO have been shown to empirically match or out-
perform the RLHF policy performance even on
OOD data (Rafailov et al., 2024), its generalization
ability still remains under-explored.

In this work, we conduct a systematic compar-
ison between EXplicit Reward Models (EXRM)
learned by RLHF and DPO’s implicit Reward
Model (DPORM) in terms of their generalization
ability at distinguishing preferred and rejected an-
swers. We train EXRM and DPORM on datasets
containing chat, instruction following, and sum-
marization, and evaluate them on in-distribution
(ID) evaluation sets, and ten OOD evaluation sets.
Across five train-test shifts, and three model se-
ries: Gemma-2B, Gemma-7B (Team et al., 2024)

and Mistral-7B (with instruction tuning) (Jiang
et al., 2023) totaling 35 experiments, we find that
DPORM underperforms EXRM when the valida-
tion dataset contains distributional shifts. DPORM
has a mean drop in accuracy of 3% and a maximum
drop of 7%. Our results highlight the importance of
learning an EXRM and justifies more complex on-
line approaches that combine EXRM with iterative
DPO (Xu et al., 2023b; Liu et al., 2023).

2 Background

Training a reward model r involves training a clas-
sifier according to a preference dataset D. The
reward model takes as input a prompt x ∈ X and re-
sponse y ∈ Y pair, and scores the response r(x, y).
The reward model is typically parameterized by a
language model with an additional linear layer, the
output of which is a scalar reward, which is used to
compute the preference probability. An overview
of the learning procedures RLHF via DPO and RL
algorithms are included in Figure 1.

Given a set of collected preference datasets
D = {x(i), y(i)w , y

(i)
ℓ }Ni=1 where y

(i)
w and y

(i)
ℓ are

the chosen and rejected responses to the prompt
x(i), and N is the number of samples, an explicit
reward model r(x, y) is trained by minimizing the
negative log-likelihood over the preference dataset

rrm(x, y) = max
ϕ

(
− E(x,yw,yl)∼D

[log σ(rϕ(x, yw)− rϕ(x, yl))]
)
. (1)

RLHF methods train a LLM πrm to maximize
the reward given by rrm:

πrm = max
πθ

Ex ∼ D, y ∼ π(·|x; θ)
[
rrm(x, y)

− βKL(π(·|x; θ)||πref(·|x))
]
. (2)

Direct Preference Optimization (Rafailov et al.,
2024) assumes there is a ground truth reward func-
tion r∗ and that the human preferences follow
the Bradley-Terry (BT) model (Bradley and Terry,
1952), such that given a prompt x with two re-
sponses yw and yℓ, the probability that yw is pre-
ferred over yℓ is:

P(yw ≻ yℓ|x) = σ(r∗(x, yw)− r∗(x, yℓ)), (3)

where σ(z) = 1/(1+exp(−z)),∀z ∈ R and yw ≻
yℓ means the response yw is preferred over yℓ.
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Settings Training Set ID Testing OOD Testing Shift Type

Setting I(a) Ultra Ultra Arena, HH, Nectar, WebGPT, Sum Mixture
Setting I(b) Arena Arena Ultra, HH, Nectar, WebGPT, Sum Mixture
Setting I(c) HH HH Ultra, Arena, Nectar, WebGPT, Sum Mixture

Setting II(a) Ultra Ultra Ultra-LM3-SFT, Ultra-LM3-RLHF Response shift
Setting II(b) Sum-Reddit Sum-Reddit Sum-DailyMail, Sum-CNN Prompt shift

Table 1: Detailed experimental settings. Note HH, Ultra and Sum are short for HH-RLHF, UltraFeedBack and
Summarisation dataset, respectively.

Under these assumptions, an aligned LLM πdpo
can be optimized without explicitly training a re-
ward model. Combining Equation 2 with 3, the RL
optimization can be reduced to the objective:

πdpo = min
πθ

E(x,yw,yl)∼D
[
log σ

(
β

πθ(yw|x)
πref(yw|x)

− β
πθ(yl|x)
πref(yl|x)

)]
,

(4)

and the implicit reward model can be expressed in
terms of the DPO policy as

rdpo(x, y) = β log
πdpo(y|x)
πref(y|x)

. (5)

where πref(y|x) is a reference language model.
Because DPO parameterizes its reward function
through the language model, the quality of the re-
ward model is conditioned on the generative power
of the language model (Li et al., 1972). Conse-
quently, the implicit reward model can face issues
when the representation features are mis-specified,
for example due to different training datasets, or dif-
ferent architectures (Li et al., 1972; Xu et al., 2024).
Prior work also conjectures that the task of gener-
ating preferred responses as in DPO’s objective
is more challenging than learning a discriminator
between responses (Dong et al., 2024). In Sec-
tion 3, we investigate the generalization capability
of EXRM (Equation 1) and DPORM (Equation 5).

3 Experiments

To study the generalization ability of EXRM and
DPORM, we investigate both the ID performance
on a held-out validation set, and the OOD gener-
alization performance. We study two distribution
shifts summarized in Figure 2: (1) Prompt Shift:
the distribution of the testing prompts differs from
that of training prompts. This shift could occur

when training a reward model on prompts within
some domain and using the reward model to anno-
tate the prompts from other domains as in iterative
DPO. (2) Response Shift: the distributions of the
training and testing prompts are the same, whereas
the responses to the prompts come from different
distributions. This shift could occur when a differ-
ent model is used to generate responses for a given
prompt set, or in online updates of the model (Dong
et al., 2024; Liu et al., 2023; Meng et al., 2024). In
the following, we conduct experiments in two set-
tings: (I) evaluation of reward models on data from
different sources, which contain a mixture of the
distribution shifts introduced above (Section 3.1),
(II) controlled evaluations on the two types of the
distribution shifts (Section 3.2) with datasets and
shift types enumerated in Table 1. We additionally
investigate the impact of reward model generaliza-
tion capability on alignment by both EXRM and
DPORM in an iterative DPO setting in Section 3.3.

For all experiments we finetune decoder-only
transformer models (Vaswani et al., 2017) at 2B
and 7B model parameter scales. The models are
trained using the TRL1 library. For reward mod-
eling we fine-tune all models for 1 epoch using a
learning rate of 5e−6. For DPO, we train for two
epochs using a learning rate of 1e−6 and β = 0.03.
All other hyperparameters correspond to the de-
fault parameter setting in the TRL library. Hyper-
parameters for all model-data combinations were
selected using Gemma-2B and 7B with UltraFeed-
Back as the training set. Details of our sweep are
given in Section D. For all experiments, unless
otherwise stated we report the mean and standard
deviations of the accuracy over three random seeds.

1https://github.com/huggingface/trl
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Figure 3: (a) The aggregated mean ID and OOD accuracy for different experiments across Setting I: a mixture of all
distribution shifts in Table 1. (b) The proportion of experiments where EXRM outperform DPORM in Setting I with
three models and three seeds. (c) Results on specific types of distributional shift Setting II in Table 1. (c-Top) The
response shift evaluated on UltraFeedBack (ID) and our annotated dataset based on the generation of LLaMA3-8B
(OOD). (c-Bottom) Prompt shift evaluated on summarization TL;DR (ID), CNN and DailyMail (OOD).

3.1 Experimental Setting I: Mixture of
Distributions

We use six datasets: HH-RLHF (Bai et al., 2022),
Arena, UltraFeedBack (Cui et al., 2023), Nectar
(Zhu et al., 2023), Summarisation (Liu et al., 2020)
and WebGPT (Nakano et al., 2021). Dataset statis-
tics are summarized in Table 3 and described in
greater detail in Appendix C. We have three sub-
settings I(a)-I(c) as shown in Table 1. In each set-
ting, we train on one dataset (HH-RLHF, Arena or
UltraFeedBack), and then evaluate on the respec-
tive ID validation split as well as 5 other datasets
as OOD evaluation sets. For example, in Sub-
setting I(a), we train on UltraFeedBack and use
HH-RLHF, Arena, Nectar, Summarisation and We-
bGPT to evaluate OOD performance.

We use three instruction-tuned LLMs: Gemma-
2B, Gemma-7B (Team et al., 2024), and Mistral-
7B (Jiang et al., 2023). Figure 3(a) aggregates
the results of Settings I(a)-I(c) to report their av-
erage ID and OOD accuracy. We highlight the
following observations: (1) DPORM and EXRM
have a similar ID accuracy. This is evidenced in
Figure 3(b), which shows the proportion of exper-
iments where EXRM outperforms DPORM. The
results show that EXRM has higher ID accuracy
than DPORM in 52% of the total experiments indi-
cating an equal win rate for the two reward models.
(2) While both DPORM and EXRM experience per-
formance drops in OOD data on all three models,
DPORM suffers from a larger drop and achieves
consistently inferior OOD performance to EXRM
even on datasets where DPORM performed better
on the ID data (additional details for individual

evaluation sets and RewardBench benchmarks in
Section F). The win rate of EXRM on OOD data
increases to over 90% highlighting a lack of gener-
alization capability for DPORM.

3.2 Experimental Setting II: Controlled
Distribution Shifts

Based on results from Section 3.1, we explore the
impact of singular distribution shifts. In particular,
we study (1) Prompt Shift, where we train on the
Reddit TL;DR subset of Summarisation (denoted
by Sum-Reddit) and evaluate on the CNN and Dai-
lyMail subsets (Denoted by Sum-CNN and Daily-
Mail, respectively). These subsets are annotated
by the same labelers in (Liu et al., 2020), however
the prompts in these subsets contain distribution
shifts. (2) Response Shift, where we experiment
with UltraFeedBack, and induce a response shift
by generating responses using the SFT LLaMA3-
8B-Instruct2 model and LLaMA3-8B model after
iterative DPO3, we generate responses for the val-
idation set of Ultra. GPT4 is used to annotate
pairwise response preferences following the pro-
tocol in creating Ultra (Cui et al., 2023). The re-
sulting datasets are referred to as Ultra-LM3-SFT
and Ultra-LM3-RLHF (Table 1). We finetune the
instruction-tuned Gemma-2B using the same hyper-
parameters. The results in Figure 3(c) show that
DPO consistently under-performs explicit reward
modeling under both response and prompt shifts.

2https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

3https://huggingface.co/RLHFlow/
LLaMA3-iterative-DPO-final

16018

https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/RLHFlow/LLaMA3-iterative-DPO-final
https://huggingface.co/RLHFlow/LLaMA3-iterative-DPO-final


3.3 Iterative Alignment Under Distribution
Shifts

Due to the potential limitations of the implicit re-
ward model, recent works study combining DPO
with an explicit reward model through iterative
training (Xu et al., 2023b; Xiong et al., 2024), and
sample selection (Liu et al., 2023). Still other work
uses the implicit reward of DPO and observe sim-
ilar gains (Yuan et al., 2024). While the results
summarized in Figure 3 show that DPORM un-
derperforms EXRM under distribution shifts, the
capability of DPORM towards aligning LLMs is
still important to investigate.

To demonstrate the impact a reward model with
worse generalization capability has on the align-
ment procedure, we fine-tune language models us-
ing Algorithm 1, similar to (Dong et al., 2024; Liu
et al., 2023; Meng et al., 2024). We study align-
ment with iterative DPO as it shows stronger perfor-
mance than offline DPO, and has distribution shifts
within the alignment process as both the model up-
dates during training, and the prompt set for the
iterative stage is different from those used to train
the reward model (Dong et al., 2024).

For iterative DPO experiments, we fine-tune
the instruction-tuned Gemma-2B model. We first
train the DPORM and EXRM using the UltraFeed-
back dataset and the later iterative procedure is
conducted on the prompt set provided in RLHF
Workflow4. To compare the impact of EXRM and
DPORM on alignment, we consider the above algo-
rithm where the RM in Step 3 is either a separately
trained EXRM on the original preference dataset
or the DPORM from the policy trained with DPO.

Results are reported in Table 2 on the AlpacaE-
val benchmark (Li et al., 2023), which measures
the instruction following capability of language
models by comparing responses generated by the
model with GPT-4 (OpenAI, 2023). First, we find
that the iterative DPO procedure improves with it-
erations over the base model with both DPORM
and EXRM. However, the resulting win rate with
EXRM exceeds the model trained with DPORM.
This indicates that when the prompt set and model
changes during training, the better robustness of
the EXRM improves model training, confirming
that our findings in Sections 3.1-3.2 extend to in-
struction following capability of the final model.

4https://github.com/RLHFlow/Online-RLHF

RM Base DPO Iter 1 Iter 2

EXRM 5.88 10.09 13.56 13.86
DPORM 5.88 10.09 11.02 11.13

Table 2: Length Controlled Win-rate (%) over GPT-4 on
Alpaca Eval for models trained with iterative DPO using
an EXRM or DPORM. The base model is Gemma-2b
instruction tuned model.

4 Conclusion and Discussion

This work takes a step towards explicitly charac-
terizing the generalization ability of the implicit re-
ward function of DPO compared with an explicitly
trained reward model. Our findings highlight that
the implicit reward model consistently underper-
forms the explicit reward model. For researchers
and practitioners aligning LLMs, our work sheds
light on the potential benefits of using reinforce-
ment learning algorithms to fine-tune over the sim-
pler approach of DPO, and substantiates the field of
recent work investigating iterative DPO algorithms
that combine explicit reward models with DPO.

5 Limitations

This work focuses on training reward models (2B-
7B) across a range of datasets. However, the impact
of the models themselves is difficult to control as
these models are pre-trained on data which is not
publicly available. Additionally, varying model
sizes may be impacted more. We focused on 2B-
7B models, as these are commonly benchmarked
reward models (Lambert et al., 2024).

Finally, this work focuses on aligning language
models to human preferences with primary appli-
cations including chat, summarization, and instruc-
tion following. Beyond such applications, there are
a range of applications not covered by this work in-
cluding code generation (Xu et al., 2023a), and rea-
soning tasks (Chung et al., 2024), which are left to
future work. This limitation further extends to our
focus on English in this work. While there is signif-
icant interest in training English language models,
it remains important future work to understand to
what extent results hold for other languages.
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A Additional Details for
Out-of-Distribution Problems in RLHF

Out-of-Distribution Problems in RLHF. Under-
standing the impact of out-of-distribution (OOD)
data on reward models is an ongoing and impor-
tant direction. The primary issue for training re-
sults from the offline three-step process of RLHF
which trains the reward model on a static prefer-
ence dataset. When the reward model is subse-
quently optimized during LLM fine-tuning, the
generated samples may appear out of distribution
resulting in improper rewards and over optimiza-
tion (Eisenstein et al., 2023a; Gao et al., 2023; Lang
et al., 2024; Lin et al., 2023b; Yang et al., 2024).
Prior works studied properties of RLHF robustness
including reward hacking (Skalse et al., 2022; Pang
et al., 2022), and underspecification (Eisenstein
et al., 2023b,a), but did not conduct systematic
studies across different tasks, and types of reward
models. Other benchmarks evaluate reward models
and RLHF across a range of tasks, however they do
not control for OOD robustness as they do not con-
trol the training data (Lambert et al., 2024; Dong
et al., 2024). Multiple prior works aim to enhance
the reward model’s OOD generalization ability by
leveraging model ensembles (Coste et al., 2023;
Eisenstein et al., 2023b; Ramé et al., 2024; Zhang
et al., 2024; Lin et al., 2023a), adversarial data aug-
mentation (Cheng et al., 2023), multiple attribute
data annotation (Wang et al., 2024) or on-policy
data (Lang et al., 2024; Zhai et al., 2024).

B Dataset Descriptions

Details of the preferences and collection of each
dataset are summarized below. Table 3 includes
details about the response and annotation types as
well as the dataset sizes. Note that in our experi-
ments we train and test on both a variety of dataset
sizes, annotation schemes, and tasks.

• HH-RLHF (Bai et al., 2022) contains multi-
round conversations between users and Claude.
The chosen and rejected answers are selected by
humans.

• Chatbot Arena Conversations (Zheng et al.,
2023) contains 33K cleaned conversations with
pairwise human preferences. It is collected on
the Chatbot Arena from April to June 2023. Each
sample includes the conversation between user
and two models.

Dataset Size Resp. Ann.

HH-RLHF 115K LLM Human
UltraFeedBack 340K LLM GPT4

Nectar 365K LLM GPT4
Arena 22K LLM Human

WebGPT 13K LLM Human
Summarisation 92K LLM Human

Table 3: Dataset statistics. Note the responses of dif-
ferent datasets are derived from different LLMs as dis-
cussed in Appendix C. Resp. = Response, Ann. =
Annotator.

• UltraFeedBack (Cui et al., 2023) contains
prompts from a wide range of datasets, i.e.,
UltraChat, FLAN, FalseQA, TruthfulQA, Evol-
Instrauct, and ShareGPT. For each prompt, re-
sponses are generated by multiple, high-quality
LLMs. GPT4 selects the chosen versus rejected
answers.

• UltraFeedBack-Binarized-Cleaned is a subset
of UltraFeedBack that does not include samples
with prompts from Truthful-QA.

• Summarisation (Liu et al., 2020) is a TL;DR
dataset from Reddit posts on a variety of topics,
as well summaries of the posts written by the
users. The preference labels are provided by
humans.

• Nectar (Zhu et al., 2023). Nectar’s prompts
are from a diverse set of sources, including
lmsys-chat-1M, ShareGPT, Antropic/hh-rlhf, Ul-
traFeedback, Evol-Instruct, and Flan. They use
GPT-4, GPT-3.5-turbo, GPT-3.5-turbo-instruct,
LLama-2-7B-chat, and Mistral-7B-Instruct to
generate responses and GPT-4 to select the cho-
sen versus rejected responses.

• WebGPT (Nakano et al., 2021) contains prompts
from the “Explain Like I’m Five” subreddit.
They collected answers generated by human and
models with the web-browsing environment. Hu-
mans select the chosen versus rejected responses.

C Model Descriptions

Details of the language models we finetune are
detailed. We use three finetuned LLMs:

• Gemma-2B: https://huggingface.co/
google/gemma-2b-it,
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Epoch LR Val Acc (%)

1 1e-6 81.1
1 5e-6 81.4
1 1e-5 80.8
2 1e-6 81.2
2 5e-6 80.9
2 1e-5 80.0

Table 4: Validation Accuracy for Different Epochs and
Learning Rates (in %)

• Gemma-7B: https://huggingface.co/
google/gemma-7b-it,

• Mistral-7B: https://huggingface.co/
HuggingFaceH4/mistral-7b-sft-beta.

D Experimental Details

We conduct our experiments based on Hugging-
face’s TRL5 package. We conduct a grid search for
the hyper-parameters search with Gemma 2B and
7B (instruction-tuned) models on UltraFeedBack
and use the hyper-parameter found with best ID
valuation accuracy for other experimental settings.
For reward modeling, we sweep learning rates in
[1e−5, 5e−6, 1e−6] and epochs in [1, 2, 3] follow-
ing (?). The best hyper-parameters are learning
rate= 5e−6 and epoch = 1. Reward model accu-
racy over all hyperparameters are provided for the
Gemma-7B EXRM model in Table 5

For DPO, we sweep learning rates in
[5e−6, 1e−6, 5e−7], β in [0.01, 0.03, 0.1], epochs
in [1, 2, 3]. The best hyper-parameter we found are
learning rate= 1e−6, β = 0.03 and epoch = 2. For
all other hyper-parameters, we adopt the default
setting in TRL. Reward model accuracy over all
hyperparameters are provided for the Gemma-7B
DPORM model in Table 5. Results for the 2B
models follow similar patterns.

Training a 2B reward model on the Ultrafeed-
back dataset (∼ 100k samples) takes ∼ 12 GPUh
using A100 GPUs, while a 7B model takes 36
GPUh. DPO models take roughly twice as long as
they are trained for two epochs.

E Iterative DPO Algorithm

We conduct experiments with iterative DPO using
the RLHFlow library6. We use the default hyper-
parameters setting K = 8, learning rate 5e − 7

5https://github.com/huggingface/trl
6https://github.com/RLHFlow/Online-RLHF

Epoch Beta LR Val Acc (%)

1 0.03 1e-6 78.1
1 0.03 5e-6 80.0
1 0.1 1e-6 79.1
1 0.1 5e-6 80.0
2 0.03 1e-6 80.5
2 0.03 5e-6 80.2
2 0.1 1e-6 79.2
2 0.1 5e-6 79.9
3 0.03 1e-6 79.7
3 0.03 5e-6 79.1
3 0.1 1e-6 80.4
3 0.1 5e-6 78.7

Table 5: Validation Accuracy for Different Epochs, Beta
Values, and Learning Rates

with cosine learning rate scheduler, max steps 1200,
and max-min for chosen preferences. The iterative
DPO algorithm is provided in Algorithm 1.

Algorithm 1 Iterative DPO

1: Input: prompt set S = {x(i)}Mi=1, preference
dataset D = {x(i), y(i)w , y

(i)
l }Ni=1, initial policy

π, and sample size per prompt K.
2: Obtain DPO policy π0 from π by (4).
3: Obtain r through (1) or (5).
4: for Iteration t = 1 . . . T do
5: Set Dt as the empty set {}.
6: for Prompt x(j) in S do.
7: Sample response y

(j)
1 , ..., y

(j)
K ∼

πiter(i−1)(·|x(j)).
8: Annotate r

(j)
k = r(x(j), y

(j)
k ) for k =

1, ...,K.
9: Select the chosen sample y

(j)

k̄
and re-

jected sample y(j)k where k̄ = argmaxk rk and
k = argmink rk.

10: Dt ←− Dt ∪ {(x(j), y(j)k̄
, y

(j)
k )}.

11: end for
12: Obtain πt by (4) with Dt.
13: end for
14: Output π0...πT .

F Results of Section I

F.1 Detailed Results for Setting (I)
Table 6 shows the ID and average OOD perfor-
mance for each model and training datasets, ex-
panding on the results in Figure 3a and 3b. We see
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that even in settings where DPO performs better
(2%) in ID settings such as Mistral-7B trained on
Arena and Gemma-7B trained on Arena and HH,
the OOD performance drops by 1-2%, and in set-
tings such as Gemma-2B and Mistral-7B trained
on HH, where the ID accuracy is similar, the OOD
accuracy decreases by 4-5%.

F.2 Detailed Results for Setting (I) for
Individual Eval Sets

We further compare the OOD accuracy per evalua-
tion set in Table 7 for the Gemma-2B model. While
the findings remain consistent with Table 6, we note
that it is not strictly the case that DPORM always
underperforms EXRM on all datasets. For example
training on Arena and evaluating on Ultra or Nec-
tar (OOD datasets) would result in a 1% increase.
However, in contrast for heavy distribution shifts
such as training on HH and evaluating on Nectar
or Arena where the response and prompts have
changed, we note substantial drop in performance
for DPORM. In contrast, evaluating training on
Arena and evaluating on Nectar - two chat datasets,
resulted in improved performance from DPORM
over EXRM.

F.3 RewardBench Results
Finally, we compare the performance of DPORM
and EXRM trained on different preference datasets
on the RewardBench, a collection of evaluation
datasets spanning chat, reasoning, and safety for
challenging OOD evaluations (Lambert et al.,
2024). We focus only on evaluation in compari-
son with the prior experiments as the datasets are
small containing fewer than 1500 samples.

Results for the Gemma-2B model are summa-
rized in Table 8. For the Arena dataset, we find
surprisingly that DPORM outperforms EXRM on
average, but training with HH and Ultra leads to
EXRM performing better. We conjecture that this
may be due to RewardBench having two datasets
with chat. However, we also note that the reasoning
performance is higher for DPORM when trained
on Arena but lower for both HH and Ultra. Under-
standing OOD reasoning capabilities from RLHF
requires further investigation as our experiments
do not test reasoning capabilities for ID data.
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Model Training Set Method ID Acc (%) OOD Acc (%)

Gemma-2b Arena DPORM 74.6 ± 1.0 59.2 ± 0.3
EXRM 75.3 ± 0.6 62.2 ± 0.2

HH DPORM 70.8 ± 0.7 59.7 ± 0.7
EXRM 70.8 ± 0.5 64.1 ± 0.4

Ultra DPORM 74.8 ± 0.5 62.0 ± 0.9
EXRM 77.5 ± 0.3 65.6 ± 0.2

Gemma-7b Arena DPORM 81.2 ± 3.7 64.3 ± 1.4
EXRM 79.1 ± 3.3 65.3 ± 3.1

HH DPORM 75.3 ± 1.7 66.3 ± 1.0
EXRM 71.7 ± 0.2 68.3 ± 0.5

Ultra DPORM 79.9 ± 0.7 67.7 ± 0.3
EXRM 82.5 ± 0.4 69.0 ± 0.4

Mistral-7B Arena DPORM 81.1 ± 1.2 62.6 ± 0.7
EXRM 78.8 ± 0.5 64.6 ± 0.3

HH DPORM 70.7 ± 2.2 63.2 ± 1.5
EXRM 72.3 ± 0.1 68.1 ± 0.1

Ultra DPORM 81.7 ± 0.6 66.4 ± 1.0
EXRM 81.6 ± 0.4 69.2 ± 0.3

Table 6: ID and OOD accuracy for different train sets in Setting I in Table 1.

Training Set Method Ultra HH WebGPT Sum Nectar Arena

Arena DPORM 67.02 52.39 58.64 55.19 68.75 72.87
EXRM 66.24 54.17 59.08 58.73 67.78 74.13

HH DPORM 60.11 70.75 59.57 56.52 63.96 62.63
EXRM 63.92 70.42 59.50 55.22 68.93 67.35

Ultra DPORM 74.20 56.78 57.31 60.64 65.43 71.14
EXRM 77.73 57.98 62.17 62.47 69.70 74.38

Table 7: ID and OOD accuracy for different train sets in Setting I in Table 1.

Training Set Method Chat Easy Chat Hard Safety Reasoning Avg

Arena DPORM 95.83 37.5 33.33 73.64 60.08
EXRM 89.61 35.86 37.70 62.02 56.30

HH DPORM 65.63 47.66 68.23 64.95 61.62
EXRM 89.33 40.35 74.05 70.34 68.52

Ultra DPORM 93.75 39.06 50.52 71.74 63.77
EXRM 95.79 46.60 52.43 82.95 69.44

Table 8: RewardBench accuracy for DPORM and EXRM Gemma-2B models trained on Arena, HH, and UltraFeed-
back.
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