
Findings of the Association for Computational Linguistics: EACL 2024, pages 16781–16805
November 12-16, 2024 ©2024 Association for Computational Linguistics

Uncertainty Calibration for Tool-Using Language Agents

Hao Liu1 Zi-Yi Dou2 Yixin Wang3 Nanyun Peng2 Yisong Yue1

1Caltech 2University of California, Los Angeles 3University of Michigan
{hliu3,yyue}@caltech.edu {zdou,violetpeng}@cs.ucla.edu yixinw@umich.edu

Abstract

There is increasing interest in equipping lan-
guage models with the ability to leverage ex-
ternal tools for complex, goal-oriented tasks.
However, interacting with external tools in-
troduces inherent uncertainties due to imper-
fections and misalignments between the tools’
outputs and the agents’ internal models, of-
ten leading to suboptimal outcomes. We thus
study the problem of tool-use calibration in lan-
guage agents, and identify prompt design and
execution trace selection as two primary areas
that suffer from miscalibration. We then pro-
pose PROBECAL, which recalibrates the inter-
nal probabilities of tool-using language agents
to better reflect the actual effectiveness of tool
interactions, and enables a more appropriate
selection of prompts and execution paths. We
empirically show that PROBECAL can signif-
icantly and consistently improve off-the-shelf
language models in tool-using applications.

1 Introduction

Language agents are increasingly used to perform
tasks and interact with a variety of external tools to
achieve specific, goal-oriented objectives (Schick
et al., 2024; Hao et al., 2024). Recent advance-
ments have focused on designing agents to more
effectively utilize a diverse set of tools for differ-
ent tasks (Surís et al., 2023; Lu et al., 2024; Wang
et al., 2024b). Tool-using agents have also been
applied to many domains, such as employing re-
trieval tools for multi-hop reasoning (Yang et al.,
2018), leveraging visual perception models for vi-
sual question answering (Hudson and Manning,
2019), and utilizing calculators for mathematical
reasoning (Hendrycks et al., 2021).

Despite these advances, tool use poses inherent
uncertainties for language agents. Tools may be
imperfect and produce erroneous outputs, leading
to suboptimal interactions and outcomes. For in-
stance, in tasks requiring knowledge retrieval, the

quality of the retrieval tool can significantly af-
fect the agent’s performance. If the retrieval tool
fails to fetch accurate or relevant information, the
agent’s ability to reason and generate correct re-
sponses is compromised. In visual question an-
swering tasks, Surís et al. (2023) demonstrated that
even with the correct algorithms, the performance
bottleneck often lies in imperfect visual perception.

The above challenges highlight the need for sys-
tematically modeling and managing the uncertain-
ties associated with tool-use in language agents.
Existing approaches generally rely on the agent’s
internal probabilities to choose which tools to use
and how to use them (e.g., Lu et al. (2024); Wang
et al. (2024b)). However, because these tools are
typically not involved during the agent’s training,
their operation and outputs can be misaligned with
how the agent reasons using the tools’ outputs.

In this paper, we study this problem of tool-
use calibration, where the goal is to calibrate a
language agent’s internal probability estimates to
more accurately reflect the actual success rates of
tool-using decisions. As illustrated in Figure 1,
we identify two primary scenarios where such mis-
alignment can be significantly mitigated through
uncertainty calibration: language agent prompts
and tool execution traces. Our key technical contri-
bution is a set of calibration methods called Probing
Calibration (PROBCAL), which draws inspiration
from probing literature (Elazar et al., 2021; Be-
linkov, 2022), involves training a classifier using
large language model embeddings to predict the
expected reward for a given prompt or execution
trace. We also explore other design choices such as
reweighting during training and temperature scal-
ing (Guo et al., 2017) during inference to further
refine the calibration of language agents, and pro-
vide a systematic analysis of different techniques.

We conduct experiments using various types of
tool-using language agents, including both static
and dynamic agents, depending on whether a fixed
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Figure 1: Overview of our PROBECAL framework for calibrating tool-using language agents. The process begins
with a given task, exemplified by calculating pay after taxes from a pay stub. The agent is provided with a user
prompt to utilize its tool-using capabilities, generating multiple execution traces. These traces involve different
combinations of tool applications, such as row lookup, column lookup, and calculations. However, integrating
user prompts and external tools introduces uncertainties, often resulting in misalignment between the agent’s
internal confidence levels and actual success rates. The framework addresses these issues by calibrating the agent’s
confidence levels with actual performance, based on which we select the most suitable prompt and execution trace.
The calibration model is implemented as an MLP with LLM embeddings as inputs and calibrated probabilities as
outputs, and is trained with the execution result supervision. The figure is adapted from Lu et al. (2024).

or dynamic set of tools is available. Our results
on the MATH dataset (Hendrycks et al., 2021)
and the TabMWP dataset (Lu et al., 2022) demon-
strate that off-the-shelf language models are not
well-calibrated for tool-using applications. Our
PROBECAL approach significantly improves both
the calibration and performance of these models
consistently across different tasks. For example,
applying PROBECAL results in over 7% improve-
ment on TabMWP in dynamic tool-using settings
compared with strong baselines. Furthermore, our
analyses reveal that our approach can generally per-
form well without the need for the LLM logit or
posthoc calibration, such as temperature scaling,
which can translate into simpler overall frameworks
for tool-using language agents.

2 Tool-Use Calibration for Language
Agents

Tool-Using Language Agents. We define a tool-
using language model as an agent that can inter-
act with external environment such as program
compilers via a defined set of function interfaces
F = {f1, . . . , fk}. Each function fi in F repre-
sents a callable program that the LM can utilize to
perform specific tasks or computations external to
the LM itself. Given a textual query q and the tool-
box F , the language model synthesizes a program
z = LM(π(q,F)), where π(q,F) is the prompt
generated from both q and F , and fed to the lan-

guage agent; LM is the language agent being able
to interpret natural language queries and generate
corresponding executable code. The generated pro-
gram z is then executed in the given environment
e by an execution engine ϕ, such that the result of
the execution is given by r = ϕ(e, z).

Following previous work (Surís et al., 2023;
Wang et al., 2024b), the programs z ∈ Z are
directly represented as Python code. The exe-
cution engine ϕ is capable of handling various
types of inputs x (e.g., images, videos) and pro-
ducing outputs r of different types (e.g., text, im-
age crops). In practice, multiple plausible candi-
date programs {z1, . . . , zN} are generated from
the language agent, with each program zi being a
tool execution trace, and decoding strategies such
as beam search and self-consistency (Wang et al.,
2022; Chen et al., 2023) are used to select the best
program from this candidate set.

2.1 Misalignment Scenarios in Tool-Using
Language Agents

The central challenge that we study is when lan-
guage agents do not have a calibrated or aligned
internal model of the effectiveness of tools, thereby
leading to suboptimal tool-use.

Because the model is typically not trained with
tools, their estimation of whether a tool-using tra-
jectory is correct is often mis-calibrated. Con-
sider the following question from Math Algebra
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Figure 2: The LLM generates two different code se-
quences to answer the question, with the first one being
incorrect and second one being correct. However, their
textual formats are similar, resulting in similar uncer-
tainty estimations with the uncalibrated LMs.

(Hendrycks et al., 2021): “The sum of two numbers
is 25 and their difference is 9. What is their prod-
uct?”, the LLM (CodeLlama-7B-Instruct-hf)
generates two different code sequences to answer
this question, with the first one being incorrect and
second one being correct, as shown in Figure 2.
However, their textual formats are rather similar,
resulting in similar uncertainty estimations with the
uncalibrated LMs. We identify two primary scenar-
ios where uncertainty misalignment can be allevi-
ated through calibration: language agent prompts
and tool execution traces. The calibration in these
scenarios can significantly impact the performance
and reliability of the language agents.

2.1.1 Language Agent Prompts

Language models are often equipped with tool-
using capabilities through the provision of care-
fully designed prompts. These prompts, denoted
as π, include information about the tools, such
as task instructions, example pairs of queries and
their corresponding solutions, and comprehensive
documentation detailing the tools’ functionalities.
The variability in the design and content of these
prompts introduces uncertainty in the performance
of the language models. Formally, let P represent
the space of possible prompts. The prompt π ∈ P
for a given query q can vary based on factors such
as the specificity of the examples, the clarity of
the instructions, and the comprehensiveness of the
documentation. This variability can be an area of
miscalibration, as different prompts may lead to
different levels of tool utilization proficiency.
Prompt Design. These prompts can include in-
formation such as task instructions, example pairs
of queries and solutions involving the tools, and

documentation detailing the tools’ functionality.
In addition, the prompts can specify if the agents
(1) only use primitive functions, which are basic,
low-level operations within the task environment,
such as retrieving data from a database; (2) can
induce and use composite functions, such as data
aggregation or filtering, integrate multiple primi-
tive functions into a single, cohesive operation. By
defining whether the use of composite functions is
allowed, prompts can guide the agents to either rely
on simpler, more granular steps or leverage more
advanced, integrated actions that align better with
the overall task objectives.

Variability in prompt design can significantly af-
fect the agent’s performance, as different prompts
may result in varying levels of understanding and
application of the tools. Effective prompt design
should balance between providing sufficient detail
to guide the agent while avoiding overwhelming
it with unnecessary complexity. Clear and con-
cise prompts help minimize misunderstandings and
reduce the likelihood of errors in task execution.
Therefore, prompt design is a crucial factor in man-
aging uncertainty and enhancing the reliability of
tool-using language agents.

2.1.2 Tool Execution Traces
Another significant area of miscalibration arises
from variations in tool sequencing and the avail-
ability of multiple tools that can perform the same
task. For any given task, there can be numerous
plausible execution traces, each represented as a
sequence of tool usages. Let T denote the set of all
possible execution traces, where each trace z ∈ T
is a sequence of function calls from the toolbox F .
The challenge lies in selecting the optimal execu-
tion trace that leads to the correct solution.

Given a set of candidate execution traces
{z1, . . . , zN} generated by the language model,
decoding strategies such as beam search and
self-consistency are employed to select the best
trace (Wang et al., 2024b). However, the presence
of multiple valid but suboptimal traces introduces
uncertainty in the model’s performance. The cor-
rect trace z∗ that yields the desired output r is not
always apparent, making it difficult for the lan-
guage agent to consistently produce the correct
solution.
Trace Selection. The process of selecting the op-
timal execution trace involves evaluating the plau-
sibility and effectiveness of different sequences of
tool usages. Each candidate trace must be assessed
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for its potential to achieve the desired result. This
evaluation can be challenging due to the inherent
complexity and variability of the tasks. The lan-
guage agent must not only generate multiple po-
tential traces but also rank and choose the most
promising one. This adds a layer of complexity
and potential for error, as even minor deviations in
the trace can lead to incorrect outcomes.

3 Probing Calibration (PROBECAL)

As discussed, the performance of tool-using lan-
guage agents is influenced by the variability in tool
information prompts and the complexity of deter-
mining the correct tool execution traces. In this
part, we introduce our proposed methods to cal-
ibrate these uncertainties and use the calibrated
scores to enhance the performance of language
agents. Inspired by the literature on probing, where
a separate diagnostic model is trained on top of
a pretrained language model’s internal represen-
tations to study linguistically-informed properties
(Belinkov, 2022; Lasri et al., 2022), we employ the
training of a classification model that takes inputs
as the embeddings from a large language model
and to predict the expected reward given a prompt
or execution trace.
Reward Estimation. Given a dataset containing
questions and their corresponding answers, we feed
models with different candidate prompts or sample
multiple execution traces to collect the correspond-
ing embeddings from a language agent and the final
reward r for each prompt or trace. For example, in
question-answering settings, the reward r equals 1
if the final result matches the ground truth answer
and 0 otherwise. Formally, given the embedding
ϕ from the language model and the corresponding
reward r, reward calibration involves training a re-
ward classification calibration model to learn the
mapping P (r|ϕ) from ϕ to r. In our setting, we
use a three-layer MLP as the model.

We propose to use the embedding-based re-
ward estimation to calibrate the language model,
which we call Probing Calibration (PROBCAL).
We apply the embedding-based reward estimation
to the prompt design setting, (Prompt Calibration
(PROBECAL-PROMPT)), the trace selection set-
ting (Trace Calibration (PROBECAL-TRACE)), and
both of the settings (Prompt and Trace Calibration
(PROBECAL-PROMPT&TRACE)) as follows.
Prompt Selection Calibration. Under our frame-
work, we consider the problem of calibrating the

probability of selecting which prompt to choose for
different questions. Formally, for each question q,
we want to select each prompt π ∈ P proportional
to the estimated reward P (r̂|ϕ) obtained from a
calibration method, which we will illustrate in the
next section. This is related to a classic method for
decision-making under uncertainty called Boltz-
mann exploration, where each action is selected
proportional to the exponential of the expected re-
ward divided by a temperature parameter (Cesa-
Bianchi et al., 2017).
Execution Trace Selection Calibration. Many
existing strategies rely on language agents to esti-
mate the success probability, which can be unre-
liable since these tools are external to the agents.
We explicitly calibrate the success probability and
compute the answer by estimating the expected
reward P (r|a, zi, q) using a calibration model:
argmaxa P(a|q) = argmaxa

∑
zi
P(r̂|a, zi, q).

This approach is related to the literature on
confidence-weighted majority voting (Nitzan and
Paroush, 1982; Grofman et al., 1983; Meyen et al.,
2021), which posits that the theoretically opti-
mal method for aggregating individual confidences
is confidence-weighted majority voting, where
more reliable individual responses are given greater
weight.

3.1 Design Choices
Weighted Training. Reweighting has been a cru-
cial technique in various machine learning domains,
particularly for enhancing the robustness of train-
ing in the presence of significant class imbalances
(Philip and Chan, 1998; Bankes et al., 2023; Huang
et al., 2016; Cui et al., 2019). This technique is
well-suited to our setting, as our data samples typi-
cally include a few successful instances alongside a
large number of failure cases. Specifically, for each
question, we generate multiple answers from the
training set, assigning a weight of 1.0 to the nega-
tive samples. The weight of the positive samples
is then set as the ratio of the number of negative
samples to the number of positive samples. This
approach ensures that the positive samples are ap-
propriately emphasized, addressing the imbalance
and improving overall model performance.
LLM Logits. We further study whether to incor-
porate the logit generated from the LLM along-
side the LLM embedding. This transforms the
learning problem into mapping the LLM embed-
ding to the scaling factor necessary to adjust the
LLM logit to match the ground truth reward. Pre-
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vious literature has explored the extent to which
the LLM-generated logit can accurately represent
uncertainty (Malinin and Gales, 2020; Lin et al.,
2023; Tian et al., 2023). Given token probabili-
ties {p1, ..., pK} from a token sequence of length
K, we adopt two different ways to compute the
sequence-level logit. The first is to compute the fi-
nal logit as exp

∑
i log(pi), i = 1, ...,K, which we

denoted as Exp Sum Log (E.S.L.). As suggested
by recent literature (Gupta et al., 2024), we also
adopt a method where {p1, ..., pK} are first sorted,
and the second smallest value is then used to be the
final sequence logit. We denote this as SORT.
Temperature Scaling. Temperature scaling is a
widely used post-processing calibration method for
neural networks (Guo et al., 2017). This technique
is particularly effective for adjusting the confidence
of predictions without altering the model’s accu-
racy. Specifically, the calibration model produces
logits z. The softmax function is applied to these
logits, resulting in the original output probabilities
p = softmax(z). In temperature scaling, the logits
z are divided by a temperature parameter T > 0
before applying the softmax function. This process
modifies the distribution of the probabilities, yield-
ing calibrated probabilities q = softmax(z/T ).
The temperature parameter T is optimized using
the negative log-likelihood (NLL) loss on the val-
idation set. Note that while temperature scaling
adjusts the confidence scores, the parameter T does
not change the class with the highest probability.
Therefore, the final accuracy of the model remains
unaffected, but the output probabilities become bet-
ter calibrated. By appropriately scaling the logits,
the model’s predicted probabilities become more
aligned with the true likelihoods, improving the
overall reliability of the predictions.

4 Experiments

4.1 Datasets

We evaluate our method on widely-used code-
generation benchmarks, specifically MATH
(Hendrycks et al., 2021) and TabMWP (Lu et al.,
2022). The task statistics for our experiments
are detailed in Table 4 in Appendix A. MATH
(Hendrycks et al., 2021) is a benchmark com-
prising challenging competition mathematics
problems. Each problem in MATH has a complete
step-by-step solution and allows the use of code to
obtain the final answer. TabMWP (Lu et al., 2022)
is a math reasoning dataset featuring relatively

straightforward questions such as numerical
calculations based on relational tables. We employ
500 questions from the training set to train the
calibration model and 500 questions from the test
set for evaluating the results for TabMWP.

4.2 Language Agents
We study applications of our framework to both
static and dynamic tool-using agents.
Static Tool-Using Agents. We first consider static
tool-using language agents that utilize a fixed set
of tools. We feed agents with the Primitive and In-
stance prompts in (Wang et al., 2024b). The Prim-
itive instructs agents to generate programs using
primitive functions, which is the standard approach
for program-aided problem solving without tool in-
duction (Cheng et al., 2022; Gao et al., 2023). The
Instance prompt allows agents to compose high-
level functions to solve tasks accordingly (Qian
et al., 2023). We perform sampling with both of the
prompts to collect multiple tool execution traces.
Dynamic Tool-Using Agents. In addition to static
tool-using agents, our experiments extend to dy-
namic language agents capable of adaptively con-
structing and utilizing tools tailored to specific in-
puts. One notable example is the TroVE frame-
work (Wang et al., 2024b). In TroVE, three distinct
prompts are employed for each problem instance,
offering choices to import pre-existing tools, cre-
ate new tools, or opt for a simpler approach by
relying solely on primitive functions. For every
problem, each prompt is sampled identically K
times, and the final solution is determined through
self-consistency via a majority vote from the re-
sulting pool of 3K answers. TroVE can deliver
solutions that are simpler compared to static tool-
using language agents.

4.3 Settings
Implementation Details. We primarily use
CODELLAMA-7B-INSTRUCT-hf in our experiments
without extra notice. The embedding dimension
used in our experiments is 4096. We implement
the calibration model as a multi-layer perceptron
(MLP) consisting of three hidden layers with 256,
256, and 80 units, respectively. The classifier is
trained for 10 epochs using Adam optimizer with a
learning rate 1e-4, which can be completed within
minutes given the training set. For model selection,
we split the training dataset into training and vali-
dation sets with a ratio of 9:1. The final model is
selected based on the minimum loss achieved on
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Table 1: Experiment results for static and dynamic tool-using in TabMWP and Algebra. Our approach, despite being
simple, outperforms baseline methods consistently and substantially. Specifically, PROBECAL-PROMPT&TRACE
achieves the best performance in all settings. The ECE for INSTANCE, INSTANCE-SAMPLE, TROVE, and
TROVE-SAMPLE are computed between all one vectors and the label, reflecting each prompt and trace is treated
equally. The ECE for PROBECAL-PROMPT&TRACE is computed between the average of PROBECAL-PROMPT
and PROBECAL-TRACE logits, and the label. Acc@k refers to the accuracy with the number of samples being k.

Method TabMWP Algebra

Acc@1 Acc@5 Acc@10 ECE Acc@1 Acc@5 Acc@10 ECE

Static Tool-Using

INSTANCE 30.90 48.54 51.79 0.690 17.69 26.45 28.96 0.823
INSTANCE-SAMPLE 34.49 50.09 52.70 0.690 18.26 26.92 29.30 0.823
INSTANCE-SORT 30.90 48.52 51.97 0.305 17.69 26.77 29.08 0.407
INSTANCE-E.S.L. 30.90 49.25 52.64 0.163 17.69 26.38 28.22 0.048
PROBECAL-PROMPT 40.14 51.29 53.87 0.067 19.64 27.68 29.94 0.052
PROBECAL-TRACE 30.90 51.97 56.35 0.057 17.69 27.98 30.68 0.047
PROBECAL-PROMPT&TRACE 40.14 53.92 57.31 0.035 19.64 28.88 31.23 0.026

Dynamic Tool-Using

TROVE 21.27 36.69 42.00 0.788 15.06 28.47 32.03 0.851
TROVE-SAMPLE 23.19 38.51 43.59 0.788 16.45 29.04 32.10 0.851
TROVE-SORT 21.27 37.49 42.38 0.387 15.06 28.30 31.70 0.396
TROVE-E.S.L. 21.27 37.13 41.39 0.148 15.06 27.85 30.92 0.096
PROBECAL-PROMPT 28.50 42.15 46.16 0.078 19.92 30.17 32.78 0.054
PROBECAL-TRACE 21.27 41.54 48.47 0.072 15.06 29.26 32.86 0.051
PROBECAL-PROMPT&TRACE 28.50 45.87 50.93 0.043 19.92 31.05 33.60 0.027

the validation set. The temperature parameter is
trained on the validation set when applying temper-
ature scaling.

Metric. We use the task accuracy and Expected
Calibration Error (ECE) (Guo et al., 2017) as the
main metrics. ECE measures the calibration of a
model’s predicted probabilities by approximating
the difference in expectation between confidence
and accuracy. It is defined as

∑M
m=1

B
n |acc(Bm)−

conf(Bm)|, where M is the number of bins and n
is the number of samples, Bm is the set of samples
whose predicted probabilities fall into the m-th bin,
acc(Bm) is the accuracy and conf(Bm) is the aver-
age predicted confidence in m-th bin. We choose
bin numbers to be 15 in the experiments.

Baselines. Our first baseline is denoted as
INSTANCE in the static setting and TROVE in the
dynamic setting, where each prompt is sampled uni-
formly and the final trace is selected based on self-
consistency without confidence-weighting (Wang
et al., 2022). We further compare with the base-
line where each prompt is sampled proportional to
the total number of positive answers generated by

that prompt in the training set, with the final result
selected using self-consistency without confidence-
weighting. We denote it as INSTANCE-SAMPLE

and TROVE-SAMPLE in the static and dynamic set-
tings, respectively. We also compare with baselines
where each prompt is selected uniformly, and the
trace is selected based on a confidence-weighted
majority vote using LLM logits, resulting in meth-
ods with suffixes E.S.L. and SORT.

4.4 Main Results
We begin by applying our embedding-based
reward estimation method to prompt cali-
bration (PROBECAL-PROMPT), trace cali-
bration (PROBECAL-TRACE), and a combi-
nation of both prompt and trace calibration
(PROBECAL-PROMPT&TRACE), and compare
them against our baselines. To evaluate prompt
selection calibration performance, we initially
sample T answers from various prompts to
create a subset of samples, with and without
prompt calibration. Subsequently, we select the
final answer from this pool of T samples, with
(self-consistency with confidence-weighting) and
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Table 2: Experimental results for Count, Geometry, TabMWP, and Algebra for static and dynamic tool-using settings
with different variants.

Method Count Geometry TabMWP Algebra

Acc ECE Acc ECE Acc ECE Acc ECE

Static Tool-Using

PROBECAL-TRACE 28.03 0.072 11.94 0.036 56.35 0.057 30.68 0.047
PROBECAL-TRACE-TS 28.05 0.079 11.97 0.034 56.40 0.060 30.68 0.051
PROBECAL-TRACE-WEIGHT 28.06 0.066 12.03 0.029 56.52 0.052 30.75 0.046
PROBECAL-TRACE-SORT 27.88 0.072 11.16 0.040 56.25 0.050 30.66 0.048
PROBECAL-TRACE-E.S.L. 26.84 0.118 10.39 0.203 53.84 0.144 29.84 0.118

Dynamic Tool-Using

PROBECAL-TRACE 27.55 0.052 9.26 0.024 53.40 0.072 35.23 0.051
PROBECAL-TRACE-TS 27.54 0.055 9.26 0.025 53.50 0.079 35.21 0.055
PROBECAL-TRACE-WEIGHT 27.58 0.049 9.27 0.019 53.72 0.071 35.24 0.049
PROBECAL-TRACE-SORT 27.42 0.054 9.03 0.022 53.68 0.075 34.97 0.050
PROBECAL-TRACE-E.S.L. 26.67 0.093 6.72 0.127 51.98 0.083 34.44 0.100

without trace calibration (self-consistency without
confidence-weighting). We vary T from 1 to
20 for dynamic and 1 to 10 for static tool-using
cases. The final results are averaged over 5 runs.
Within each run, performance is averaged across
10 instances of sampling T answers.

We present a subset of results in Table 1, focus-
ing on tasks including TabMWP and Algebra in
both static and dynamic tool-using contexts. De-
spite its simplicity, our method consistently out-
performs baseline approaches in both settings. No-
tably, PROBECAL-PROMPT&TRACE achieves the
highest performance across all datasets in all tool-
using scenarios, surpassing the baseline by over 7%
in the 5 and 10 sample settings for TabMWP in the
dynamic tool-using settings. While E.S.L. can pro-
duce a relatively calibrated logit, it does not always
lead to performance improvement when being used
in trace selection. We empirically find the aver-
age of the logits from PROBECAL-PROMPT and
PROBECAL-TRACE produce the most calibrated
logits measured with ECE, which is shown as
the ECE score for PROBECAL-PROMPT&TRACE.
Full results for each dataset are provided in Ap-
pendix B.4 and Appendix for static and dynamic
settings respectively. Full results on the ECE loss
are provided in Table 12 and 13 in Appendix B and
the calibration curves for PROBECAL and LLM
logit are provided in Appendix D.

4.5 Ablation Studies

Design Choice Variants. We compare the per-
formance of our method with different variants of
design choices. As discussed in Section 3.1, we
consider variants of PROBECAL including whether
to apply temperature scaling, utilize weighted train-
ing, and incorporate the logit generated from the
LLM alongside the LLM embedding as the input
to PROBECAL, with suffixes being TS, WEIGHT,
SORT and E.S.L. respectively. We summarize a
subset of results of PROBECAL-TRACE variants on
tasks including Count, Geometry, TabMWP, and
Algebra in Table 2 and the full results can be found
in Appendix B. As seen in the tables, TS does not
impact the model accuracy and calibration results
significantly, which is expected considering it only
multiplies all the LLM logits with a single constant.
WEIGHT, on the other hand, can generally improve
the model marginally and achieve the most robust
performance compared to other designs. For the
SORT and E.S.L. models, their performance can
fluctuate, and can occasionally degrade the model
performance significantly.
Effect of Temperature Scaling on ECE. We fur-
ther investigate the effect of temperature scaling by
investigating the ECE before and after temperature
scaling on both the training and testing datasets,
as shown in Table 12 and 13 in Appendix B. We
observe that the PROBECAL model without temper-
ature scaling can already produce a well-calibrated
logit with a low ECE. Furthermore, we note a no-
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table distribution shift between the training and
test sets, resulting in a higher ECE loss on the test
set compared to the training set. Moreover, a low
train ECE loss does not always correspond to a low
test ECE loss. We find that applying temperature
scaling to the proposed calibration model method
does not significantly improve either the ECE loss
or task accuracy. This observation may stem from
the calibration model already being generally well-
calibrated and the distribution shift between the
train and test sets.
Different Base Language Models. We also
evaluate on other representative language
models, including Mistral-7B (Jiang et al.,
2023), CODELLAMA-13B-INSTRUCT-hf and
Llama3-8b-Instruct. Results of Mistral-7B
in dynamic tool-using setting are summarized in
Table 3. Further results can be found in Table 5
and 15 in the Appendix. We find that our proposed
method can still deliver improvement when applied
to a different base language model. For example,
our method can improve the baseline accuracy
by up to 5% on TabMWP as shown in Table 3,
demonstrating the generality of our method to
different LLM-based language agents.

5 Additional Experiment Results

5.1 Effect of the Size of the Training Set

To further analyze the generalization ability of
our method, we conducted experiments with dif-
ferent sizes of training sets ranging from 50
to 500 questions for TabMWP. The results for
CODELLAMA-13B-INSTRUCT-hf on TabMWP in the
static tool-using setting are summarized in Table 14
in Appendix C. Our results show that our method
PROBECAL can still deliver performance improve-
ment even with only 50 questions from the training
set.

5.2 Verbal Confidence

We further compare the proposed method with the
method of verbal confidence (Tian et al., 2023),
where we instructed the LLM to output the prob-
ability between 0 to 1 to represent the uncer-
tainty itself. We summarize the results of using
CODELLAMA-13B-INSTRUCT-hf on TabMWP in the
static tool-using setting in Table 16 in Appendix C.
We find that verbal confidence performs badly for
the tool-using reasoning tasks we considered, and
fails to bring improvement to the original baseline.

5.3 Closed-source LLMs

While we focus on the experimentes with open-
source LLMs due to their transparency in this pa-
per, we also conducted experiments with closed-
source LLMs. For instance, We find that GPT-4o-
mini (500 output length) results in an accuracy of
75.80%, but with a ECE of 0.5149 for E.S.L. and
0.1183 for SORT on Math Count & prob. This
demonstrates that our claim “LLMs are not well-
calibrated for tool-using scenarios” still holds for
these models.

6 Related Work

Tool-Using Language Agents. Tools serve as ex-
ternal functional interfaces that significantly en-
hance and extend the task-solving capabilities of
language models (Wang et al., 2024a). Recently,
there has been a surge of interest in equipping lan-
guage models with various tools, such as calcula-
tors, search engines, and general code programs.
A notable example in this line of research is Tool-
former (Schick et al., 2024), which integrates tools
like Wikipedia search and machine translation sys-
tems. Toolformer utilizes GPT-J models (Wang
and Komatsuzaki, 2021) as a baseline, fine-tuning
the model on self-supervised, model-synthesized
examples. Another significant development is Tool-
LLM (Qin et al., 2023), which fine-tunes LLaMA
using instructions generated from ChatGPT. Addi-
tionally, ToolkenGPT (Hao et al., 2024) represents
each tool as a token, learning their embeddings and
augmenting the original vocabulary, thus eliminat-
ing the need for fine-tuning. TroVE (Wang et al.,
2024b) prompts code language models to curate
reusable high-level functions for writing solutions.
However, addressing the uncertainty involved in us-
ing these tool-using agents has been rarely studied.
Uncertainty in Large Language Models. Various
works have explored different methods to quan-
tify the uncertainty within language models. These
methods include the utilization of token-level logit
(Malinin and Gales, 2020; Gupta et al., 2024), mul-
tiple response generation as a proxy (Lin et al.,
2023), and enabling the language model itself to ex-
press confidence verbally (Tian et al., 2023). How-
ever, only a few of them study uncertainty calibra-
tions for language or embodied agents(Ahn et al.,
2022; Ren et al., 2023). Among them, Han et al.
(Han et al., 2024) propose the UALA framework,
which uses uncertainty as a metric to switch be-
tween the language model’s own reasoning trajec-
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Table 3: Results for Count and TabMWP in Dynamic Tool-Using setting using Mistral-7B. Our approach can still
deliver improvement when applied to a different base language model. The full results can be found in Table 5.
Acc@k refers to the accuracy with the number of samples being k.

Method Count TabMWP

Acc@1 Acc@5 Acc@20 ECE Acc@1 Acc@5 Acc@20 ECE

TROVE 18.00 26.00 29.97 0.820 32.59 56.07 61.07 0.668
PROBECAL-PROMPT 20.00 26.98 30.53 0.059 46.60 60.53 63.56 0.087
PROBECAL-TRACE 18.00 26.54 29.58 0.062 32.59 59.06 65.77 0.084
PROBECAL-PROMPT&TRACE 20.00 27.59 29.87 0.037 46.60 63.01 66.56 0.041

tory and the use of external tools, highlighting the
importance of incorporating uncertainty in the de-
sign of language model agents. While in this paper
we focus on the task of tool-using where the output
is completely operated by external tool execution,
such as code generation, it would be an interesting
direction to further integrate our calibration method
with reasoning frameworks that utilize uncertainty
such as UALA. Additionally, research has been
conducted on investigating uncertainty calibration
in few-shot learning (Zhao et al., 2021), long-form
generation (Huang et al., 2024), and knowledge
discovery settings (Jiang et al., 2021; Burns et al.,
2022). Distinct from these works, our focus is on
language agents where external tools are involved.
Probing. Probing is a growing area within ma-
chine learning interpretability (Elazar et al., 2021;
Belinkov, 2022). Similar to our approach, probing
in large language models involves training a small
classification model, often linear, on the internal
representations of the language model. This tech-
nique is used to uncover various types of informa-
tion, including linguistic properties and significant
behaviors of the LLM, such as truthfulness (Azaria
and Mitchell, 2023; Li et al., 2024b,a). Different
from this line of work, our focus is to align the
confidence level of language agents with their ac-
tual success rates instead of interpreting the model
behaviors.

7 Conclusion

This paper addresses the inherent uncertainties in
tool-using language agents, crucial for performing
complex tasks. Despite advancements, challenges
persist due to variability and errors from integrating
external tools. Our framework recalibrates proba-
bility estimates for tool-using decisions to improve
robustness and effectiveness. We focused on two
primary areas of miscalibration: language agent

prompts and tool execution traces. We system-
atically addressed these uncertainties by training
a classification model using embeddings from a
large language model and employing complemen-
tary methods like reweighting during training and
temperature scaling during inference. Experiments
on the MATH and TabMWP datasets demonstrate
improvements in calibration and performance, un-
derscoring the effectiveness of our approach. Our
work fills a critical research gap, enhancing the reli-
ability and accuracy of tool-using language agents.

Acknowledgement

YW is supported in part by the Office of Naval
Research under grant number N00014-23-1-2590,
the National Science Foundation under Grant No.
2231174, No. 2310831, No. 2428059, and a Michi-
gan Institute for Data Science Propelling Original
Data Science (PODS) grant.

Limitations

It is worth noting that our framework requires train-
ing an external model for calibration, which in-
troduces computational overhead. The proposed
framework has the potential to yield significant pos-
itive societal impacts by enhancing the reliability
and effectiveness of tool-using language agents.
However, providing agents with ill-intentioned
tools could lead to negative consequences. There-
fore, careful guidance on tool use should be pro-
vided before deploying these models to ensure eth-
ical and responsible application.
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A Task statistics

We show the statistics of the dataset used in our
experiments in Table.

Table 4: Task Statistics

Task Dataset # of train # of test

Math

Precalculus 198 156
Geometry 474 237
Count & prob. 483 291
Number 780 497
Algebra 1065 881
Prealgebra 814 636
Intermediate 607 503

TableQA TabMWP 500 500

B Experimental Results

B.1 Different base language model
We here show the full results for Count and
TabMWP in the Dynamic Tool-Using setting using
Mistral-7B in Table 5. Our approach can still de-
liver improvement when applied to a different base
language model.

B.2 Static Tool-Using results
We here show the full results of Static Tool-Using
settings on each dataset in Table 6.

B.3 Static Tool-Using results of different
variants

We here show the full results of Static Tool-Using
settings of different variants on each dataset in Ta-
ble 7 and 8.

B.4 Dynamic Tool-Using results on each
dataset

We here show the full experimental results on each
dataset in the dynamic tool-using setting in Table
9.

B.5 Dynamic Tool-Using results of different
variants on each dataset

We here show the full experimental results of dif-
ferent variants on each dataset in the dynamic tool-
using setting in Table 10 and 11.

B.6 Static Tool-Using ECE results
We here show the full experimental results of ECE
loss on each dataset in the static tool-using settings
in Table 12

B.7 Dynamic Tool-Using ECE results
We here show the full experimental results of ECE
loss on each dataset in the static tool-using settings
in Table 13.

C More Experimental Results

We here show additional experimental results on
the effect of the size of the training set, the perfor-
mance of other language models and verbal confi-
dence in Table 14, 15 and 16.

D Calibration Curve

We show examples of the calibration curve of
PROBECAL and the LLM logits for each dataset
in both static and dynamic settings. The cali-
bration curve for PROBECAL-PROMPT&TRACE

is computed between the average of the
PROBECAL-PROMPT and PROBECAL-TRACE

logits, and the label.
In each figure of calibration curve, the X-axis

represents the predicted probability (model con-
fidence), the Y axis represents the accuracy, the
red line (y=x) demonstrates perfect calibration, the
blue curve is the model’s calibration curve, and
the grey histogram shows the number of instances
within each confidence bin.

D.1 Static tool-using calibration curve
We here show the calibration curve of PROBECAL

and LLM logit including SORT and E.S.L. for each
dataset in the static tool-using setting.

D.2 Dynamic tool-using calibration curve
We here show the calibration curve of PROBECAL

and LLM logit including SORT and E.S.L. for each
dataset in the dynamic tool-using setting.
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Table 5: Results for Count and TabMWP in Dynamic Tool-Using setting using Mistral-7B. Our approach can still
deliver improvement when applied to a different base language model.

Method Count

#Samples 1 2 3 4 5 10 15 20

TROVE 18.00 21.42 23.68 25.08 26.00 28.47 29.51 29.97
PROBECAL-PROMPT 20.00 23.12 24.65 26.25 26.98 29.12 30.23 30.53
PROBECAL-TRACE 18.00 22.42 24.54 25.84 26.54 28.41 29.11 29.58
PROBECAL-PROMPT&TRACE 20.00 24.16 25.77 26.97 27.59 28.99 29.50 29.87

Method TabMWP

#Samples 1 2 3 4 5 10 15 20

TROVE 32.59 44.79 50.75 53.84 56.07 59.80 60.76 61.07
PROBECAL-PROMPT 46.60 54.87 57.86 59.66 60.53 62.38 63.13 63.56
PROBECAL-TRACE 32.59 46.22 52.72 56.54 59.06 63.66 65.21 65.77
PROBECAL-PROMPT&TRACE 46.60 56.08 59.72 61.93 63.01 65.37 66.23 66.56

Figure 3: Calibration curve of PROBECAL-PROMPT logits of LLM in Static Tool-Using

Figure 4: Calibration curve of PROBECAL-TRACE logits of LLM in Static Tool-Using
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Table 6: Static Tool-Using results on each dataset

Dataset Prealgebra

# Samples 1 2 3 4 5 7 9 10

INSTANCE 25.02 28.32 30.01 31.20 31.87 32.62 33.00 33.21
INSTANCE-SAMPLE 25.30 28.25 30.19 31.29 31.91 32.53 32.92 33.24
INSTANCE-SORT 25.02 28.47 30.17 31.29 32.13 32.53 32.90 33.08
INSTANCE-E.S.L. 25.02 28.76 29.85 30.87 31.28 31.63 31.86 32.09
PROBECAL-PROMPT 25.99 28.84 30.54 31.63 32.09 33.06 33.43 33.69
PROBECAL-TRACE 25.02 29.05 30.91 31.99 32.60 33.35 33.75 33.96
PROBECAL-PROMPT&TRACE 25.99 29.74 31.24 32.21 32.74 33.47 33.92 34.01

Dataset Count

# Samples 1 2 3 4 5 7 9 10

INSTANCE 19.60 21.30 23.68 24.47 25.17 26.09 26.61 27.06
INSTANCE-SAMPLE 20.18 21.59 23.93 24.72 25.43 26.20 26.83 26.72
INSTANCE-SORT 19.60 22.62 24.57 25.06 25.52 26.13 26.55 26.92
INSTANCE-E.S.L. 19.60 23.60 24.90 25.66 25.79 26.39 26.52 26.92
PROBECAL-PROMPT 22.44 23.87 26.07 26.96 27.50 28.18 28.62 29.01
PROBECAL-TRACE 19.60 23.97 25.62 26.41 26.82 27.47 27.89 28.03
PROBECAL-PROMPT&TRACE 22.44 25.70 26.70 27.48 27.58 28.08 28.44 28.69

Dataset TabMWP

# Samples 1 2 3 4 5 7 9 10

INSTANCE 30.90 40.68 44.72 47.11 48.54 50.54 51.27 51.79
INSTANCE-SAMPLE 34.49 43.58 46.99 48.75 50.09 51.42 52.32 52.70
INSTANCE-SORT 30.90 40.40 44.54 46.92 48.52 50.54 51.49 51.97
INSTANCE-E.S.L. 30.90 40.60 45.16 47.73 49.25 51.22 52.12 52.64
PROBECAL-PROMPT 40.14 46.24 48.87 50.20 51.29 52.60 53.34 53.87
PROBECAL-TRACE 30.90 41.34 46.72 49.96 51.97 54.57 55.81 56.35
PROBECAL-PROMPT&TRACE 40.14 47.43 50.67 52.47 53.92 55.83 56.79 57.31

Dataset Geometry

# Samples 1 2 3 4 5 7 9 10

INSTANCE 7.35 8.48 9.54 10.10 10.77 11.34 11.70 11.95
INSTANCE-SAMPLE 7.49 8.78 9.65 10.17 10.78 11.35 11.81 11.88
INSTANCE-SORT 7.35 8.85 9.93 10.44 10.88 11.39 11.61 11.90
INSTANCE-E.S.L. 7.35 8.82 9.66 10.25 10.42 10.56 10.61 10.81
PROBECAL-PROMPT 8.28 9.51 10.16 10.86 11.12 11.64 11.97 11.90
PROBECAL-TRACE 7.35 9.13 10.04 10.67 11.10 11.64 11.81 11.94
PROBECAL-PROMPT&TRACE 8.28 9.95 10.53 11.11 11.32 11.64 11.72 11.89

Dataset Algebra

# Samples 1 2 3 4 5 7 9 10

INSTANCE 17.69 21.83 24.21 25.70 26.45 27.77 28.75 28.96
INSTANCE-SAMPLE 18.26 22.32 24.48 25.92 26.92 28.12 28.87 29.30
INSTANCE-SORT 17.69 21.97 24.49 25.97 26.77 27.97 28.85 29.08
INSTANCE-E.S.L. 17.69 22.03 24.38 25.70 26.38 27.38 28.13 28.22
PROBECAL-PROMPT 19.64 23.47 25.61 26.85 27.68 28.86 29.67 29.94
PROBECAL-TRACE 17.69 22.74 25.47 27.08 27.98 29.44 30.43 30.68
PROBECAL-PROMPT&TRACE 19.64 24.49 26.75 28.06 28.88 30.14 30.99 31.23

Dataset Intermediate

# Samples 1 2 3 4 5 7 9 10

INSTANCE 6.39 9.71 11.29 12.47 13.20 14.12 14.74 15.03
INSTANCE-SAMPLE 6.40 9.63 11.30 12.39 13.08 14.00 14.68 14.91
INSTANCE-SORT 6.39 9.80 11.45 12.64 13.33 14.28 14.86 15.22
INSTANCE-E.S.L. 6.39 9.82 11.50 12.79 13.56 14.39 14.97 15.33
PROBECAL-PROMPT 7.82 10.39 11.69 12.65 13.25 14.19 14.81 14.96
PROBECAL-TRACE 6.39 9.84 11.51 12.80 13.62 14.58 15.32 15.63
PROBECAL-PROMPT&TRACE 7.82 10.48 11.84 12.91 13.59 14.43 15.12 15.35

Dataset Precalculus

# Samples 1 2 3 4 5 7 9 10

INSTANCE 11.61 15.42 17.86 19.40 20.09 21.53 22.32 22.59
INSTANCE-SAMPLE 12.91 16.92 19.08 20.04 21.27 22.33 23.21 23.39
INSTANCE-SORT 11.61 15.75 18.43 20.13 20.93 22.07 22.64 22.82
INSTANCE-E.S.L. 11.61 16.18 18.44 20.20 20.60 21.89 22.30 22.56
PROBECAL-PROMPT 14.09 17.44 19.43 20.36 21.18 22.35 23.22 23.51
PROBECAL-TRACE 11.61 16.18 18.50 20.08 20.65 21.91 22.65 22.69
PROBECAL-PROMPT&TRACE 14.09 17.87 19.63 20.56 21.27 22.10 22.72 22.85

Dataset Number

# Samples 1 2 3 4 5 7 9 10

INSTANCE 23.84 25.15 27.53 28.38 29.36 30.50 31.45 31.68
INSTANCE-SAMPLE 24.25 25.64 27.97 29.17 30.01 31.03 31.98 31.97
INSTANCE-SORT 23.84 26.71 28.65 29.28 30.03 30.94 31.66 31.91
INSTANCE-E.S.L. 23.84 26.78 28.42 29.03 29.66 30.50 31.08 31.23
PROBECAL-PROMPT 25.02 26.50 28.50 29.34 30.29 31.16 31.69 31.87
PROBECAL-TRACE 23.84 27.96 29.99 31.04 31.94 32.90 33.48 33.72
PROBECAL-PROMPT&TRACE 25.02 28.71 30.46 31.33 32.11 33.03 33.58 33.60
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Table 7: Static Tool-Using results of different variants on each dataset - I

Dataset Prealgebra

# Samples 1 2 3 4 5 7 9 10

PROBECAL-PROMPT 25.99 28.84 30.54 31.63 32.09 33.06 33.43 33.69
PROBECAL-TRACE 25.02 29.05 30.91 31.99 32.60 33.35 33.75 33.96
PROBECAL-PROMPT&TRACE 25.99 29.74 31.24 32.21 32.74 33.47 33.92 34.01
PROBECAL-PROMPT-TS 25.90 28.97 30.60 31.52 32.10 33.00 33.38 33.59
PROBECAL-TRACE-TS 25.02 29.05 30.91 31.98 32.58 33.32 33.73 33.95
PROBECAL-PROMPT&TRACE-TS 25.90 29.76 31.35 32.14 32.66 33.38 33.85 33.96
PROBECAL-PROMPT-WEIGHT 26.15 29.01 30.58 31.74 32.28 33.11 33.60 33.69
PROBECAL-TRACE-WEIGHT 25.02 29.04 30.90 31.95 32.65 33.35 33.69 33.99
PROBECAL-PROMPT&TRACE-WEIGHT 26.15 29.91 31.29 32.18 32.69 33.41 33.84 33.93
PROBECAL-PROMPT-SORT 26.13 28.86 30.53 31.52 32.02 32.82 33.36 33.48
PROBECAL-TRACE-SORT 25.02 29.03 30.85 31.94 32.59 33.32 33.74 34.04
PROBECAL-PROMPT&TRACE-SORT 26.13 29.83 31.25 32.05 32.51 33.13 33.80 33.80
PROBECAL-PROMPT-E.S.L. 25.70 28.51 30.03 30.99 31.72 32.52 33.02 33.29
PROBECAL-TRACE-E.S.L. 25.02 28.74 30.42 31.42 32.10 33.02 33.37 33.72
PROBECAL-PROMPT&TRACE-E.S.L. 25.70 28.89 30.44 31.16 31.91 32.88 33.48 33.61

Dataset Count

# Samples 1 2 3 4 5 7 9 10

PROBECAL-PROMPT 22.44 23.87 26.07 26.96 27.50 28.18 28.62 29.01
PROBECAL-TRACE 19.60 23.97 25.62 26.41 26.82 27.47 27.89 28.03
PROBECAL-PROMPT&TRACE 22.44 25.70 26.70 27.48 27.58 28.08 28.44 28.69
PROBECAL-PROMPT-TS 22.48 23.84 25.92 26.84 27.59 28.25 28.81 28.75
PROBECAL-TRACE-TS 19.60 23.97 25.60 26.40 26.79 27.47 27.87 28.05
PROBECAL-PROMPT&TRACE-TS 22.48 25.91 26.65 27.32 27.60 27.98 28.27 28.49
PROBECAL-PROMPT-WEIGHT 22.50 23.84 25.88 26.64 27.45 28.08 28.60 28.77
PROBECAL-TRACE-WEIGHT 19.60 24.00 25.68 26.42 26.90 27.71 27.91 28.06
PROBECAL-PROMPT&TRACE-WEIGHT 22.50 25.79 26.68 27.23 27.72 28.19 28.51 28.56
PROBECAL-PROMPT-SORT 22.51 23.98 25.98 26.53 27.31 27.81 28.38 28.46
PROBECAL-TRACE-SORT 19.60 23.86 25.52 26.26 26.71 27.33 27.70 27.88
PROBECAL-PROMPT&TRACE-SORT 22.51 25.62 26.52 26.98 27.45 27.76 28.25 28.25
PROBECAL-PROMPT-E.S.L. 21.62 22.71 25.18 25.51 26.53 27.24 27.66 27.98
PROBECAL-TRACE-E.S.L. 19.60 23.05 24.48 25.13 25.50 26.11 26.74 26.84
PROBECAL-PROMPT&TRACE-E.S.L. 21.62 24.09 25.16 25.59 25.81 26.50 27.10 27.15

Dataset TabMWP

# Samples 1 2 3 4 5 7 9 10

PROBECAL-PROMPT 40.14 46.24 48.87 50.20 51.29 52.60 53.34 53.87
PROBECAL-TRACE 30.90 41.34 46.72 49.96 51.97 54.57 55.81 56.35
PROBECAL-PROMPT&TRACE 40.14 47.43 50.67 52.47 53.92 55.83 56.79 57.31
PROBECAL-PROMPT-TS 39.76 46.26 48.59 50.38 51.17 52.48 53.37 53.72
PROBECAL-TRACE-TS 30.90 41.34 46.73 49.97 51.99 54.60 55.87 56.40
PROBECAL-PROMPT&TRACE-TS 39.76 47.51 50.43 52.71 53.78 55.55 56.78 57.37
PROBECAL-PROMPT-WEIGHT 40.35 46.26 48.86 50.35 51.31 52.66 53.51 53.84
PROBECAL-TRACE-WEIGHT 30.90 41.35 46.76 49.99 52.01 54.59 55.94 56.52
PROBECAL-PROMPT&TRACE-WEIGHT 40.35 47.48 50.71 52.71 53.98 55.93 57.10 57.65
PROBECAL-PROMPT-SORT 39.57 45.85 48.41 49.92 50.89 52.23 53.09 53.41
PROBECAL-TRACE-SORT 30.90 41.40 46.67 49.91 51.89 54.44 55.67 56.25
PROBECAL-PROMPT&TRACE-SORT 39.57 47.03 50.04 51.99 53.30 55.17 56.28 56.81
PROBECAL-PROMPT-E.S.L. 36.31 43.40 46.03 48.05 48.99 50.57 51.56 51.93
PROBECAL-TRACE-E.S.L. 30.90 41.06 45.69 48.31 50.06 52.31 53.30 53.84
PROBECAL-PROMPT&TRACE-E.S.L. 36.31 43.88 46.73 48.88 49.99 51.72 52.77 53.06

Dataset Geometry

# Samples 1 2 3 4 5 7 9 10

PROBECAL-PROMPT 8.28 9.51 10.16 10.86 11.12 11.64 11.97 11.90
PROBECAL-TRACE 7.35 9.13 10.04 10.67 11.10 11.64 11.81 11.94
PROBECAL-PROMPT&TRACE 8.28 9.95 10.53 11.11 11.32 11.64 11.72 11.89
PROBECAL-PROMPT-TS 8.37 9.31 10.33 10.73 11.06 11.51 11.94 11.95
PROBECAL-TRACE-TS 7.35 9.13 10.03 10.67 11.09 11.64 11.82 11.97
PROBECAL-PROMPT&TRACE-TS 8.37 9.79 10.70 11.08 11.34 11.53 11.95 11.94
PROBECAL-PROMPT-WEIGHT 8.42 9.33 10.48 10.90 11.30 11.67 12.03 11.91
PROBECAL-TRACE-WEIGHT 7.35 9.14 10.14 10.76 11.11 11.71 11.88 12.03
PROBECAL-PROMPT&TRACE-WEIGHT 8.42 9.82 10.65 10.92 11.41 11.52 11.86 11.75
PROBECAL-PROMPT-SORT 7.66 8.81 9.82 10.11 10.71 10.94 11.22 11.37
PROBECAL-TRACE-SORT 7.35 8.93 9.74 10.19 10.46 10.79 11.00 11.16
PROBECAL-PROMPT&TRACE-SORT 7.66 8.93 9.63 9.71 9.98 10.33 10.43 10.51
PROBECAL-PROMPT-E.S.L. 6.88 7.83 8.75 8.96 9.51 9.95 10.35 10.52
PROBECAL-TRACE-E.S.L. 7.35 8.50 9.07 9.51 9.80 10.02 10.32 10.39
PROBECAL-PROMPT&TRACE-E.S.L. 6.88 7.93 8.46 8.84 9.22 9.61 9.83 10.01
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Table 8: Static Tool-Using results of different variants on each dataset - II

Dataset Algebra

# Samples 1 2 3 4 5 7 9 10

PROBECAL-PROMPT 19.64 23.47 25.61 26.85 27.68 28.86 29.67 29.94
PROBECAL-TRACE 17.69 22.74 25.47 27.08 27.98 29.44 30.43 30.68
PROBECAL-PROMPT&TRACE 19.64 24.49 26.75 28.06 28.88 30.14 30.99 31.23
PROBECAL-PROMPT-TS 19.81 23.32 25.58 26.79 27.73 28.83 29.62 29.88
PROBECAL-TRACE-TS 17.69 22.74 25.48 27.08 27.97 29.44 30.43 30.68
PROBECAL-PROMPT&TRACE-TS 19.81 24.31 26.67 27.96 28.98 30.17 30.98 31.22
PROBECAL-PROMPT-WEIGHT 19.90 23.53 25.86 27.04 27.77 29.03 29.65 29.94
PROBECAL-TRACE-WEIGHT 17.69 22.77 25.44 27.12 27.98 29.42 30.41 30.75
PROBECAL-PROMPT&TRACE-WEIGHT 19.90 24.56 26.91 28.21 29.10 30.34 31.10 31.41
PROBECAL-PROMPT-SORT 19.69 23.51 25.62 26.77 27.64 28.83 29.60 29.95
PROBECAL-TRACE-SORT 17.69 22.74 25.43 27.02 27.94 29.36 30.30 30.66
PROBECAL-PROMPT&TRACE-SORT 19.69 24.41 26.64 27.94 28.85 30.02 30.88 31.28
PROBECAL-PROMPT-E.S.L. 19.18 22.65 24.71 26.03 27.01 28.09 28.88 29.21
PROBECAL-TRACE-E.S.L. 17.69 22.49 25.08 26.54 27.27 28.67 29.53 29.84
PROBECAL-PROMPT&TRACE-E.S.L. 19.18 23.40 25.34 26.60 27.57 28.59 29.48 29.83

Dataset Intermediate

# Samples 1 2 3 4 5 7 9 10

PROBECAL-PROMPT 7.82 10.39 11.69 12.65 13.25 14.19 14.81 14.96
PROBECAL-TRACE 6.39 9.84 11.51 12.80 13.62 14.58 15.32 15.63
PROBECAL-PROMPT&TRACE 7.82 10.48 11.84 12.91 13.59 14.43 15.12 15.35
PROBECAL-PROMPT-TS 7.78 10.33 11.83 12.64 13.21 14.10 14.83 15.05
PROBECAL-TRACE-TS 6.39 9.84 11.51 12.80 13.62 14.59 15.32 15.64
PROBECAL-PROMPT&TRACE-TS 7.78 10.47 11.99 12.86 13.54 14.48 15.20 15.43
PROBECAL-PROMPT-WEIGHT 7.77 10.25 11.88 12.69 13.44 14.18 14.77 14.97
PROBECAL-TRACE-WEIGHT 6.39 9.83 11.54 12.80 13.64 14.59 15.37 15.71
PROBECAL-PROMPT&TRACE-WEIGHT 7.77 10.41 12.11 12.97 13.72 14.59 15.17 15.36
PROBECAL-PROMPT-SORT 7.58 10.20 11.37 12.34 12.97 13.77 14.54 14.71
PROBECAL-TRACE-SORT 6.39 9.75 11.40 12.69 13.46 14.43 15.13 15.42
PROBECAL-PROMPT&TRACE-SORT 7.58 10.25 11.54 12.57 13.22 14.04 14.88 15.09
PROBECAL-PROMPT-E.S.L. 6.64 8.90 10.24 11.03 11.64 12.55 13.09 13.22
PROBECAL-TRACE-E.S.L. 6.39 9.63 11.19 12.34 13.07 13.91 14.54 14.85
PROBECAL-PROMPT&TRACE-E.S.L. 6.64 8.86 10.12 10.98 11.61 12.44 13.09 13.20

Dataset Precalculus

# Samples 1 2 3 4 5 7 9 10

PROBECAL-PROMPT 14.09 17.44 19.43 20.36 21.18 22.35 23.22 23.51
PROBECAL-TRACE 11.61 16.18 18.50 20.08 20.65 21.91 22.65 22.69
PROBECAL-PROMPT&TRACE 14.09 17.87 19.63 20.56 21.27 22.10 22.72 22.85
PROBECAL-PROMPT-TS 14.11 17.27 19.42 20.28 21.29 22.55 23.15 23.53
PROBECAL-TRACE-TS 11.61 16.18 18.50 20.11 20.67 21.93 22.69 22.70
PROBECAL-PROMPT&TRACE-TS 14.11 17.86 19.64 20.56 21.34 22.30 22.88 22.95
PROBECAL-PROMPT-WEIGHT 14.25 17.74 19.74 20.83 21.45 22.39 23.28 23.47
PROBECAL-TRACE-WEIGHT 11.61 16.16 18.43 20.09 20.74 21.89 22.65 22.68
PROBECAL-PROMPT&TRACE-WEIGHT 14.25 18.14 19.87 20.92 21.38 22.15 22.81 23.08
PROBECAL-PROMPT-SORT 13.15 16.98 19.15 19.91 21.11 22.08 22.81 23.05
PROBECAL-TRACE-SORT 11.61 16.17 18.45 20.07 20.59 21.82 22.53 22.60
PROBECAL-PROMPT&TRACE-SORT 13.15 17.45 19.36 19.91 20.79 21.34 21.76 21.97
PROBECAL-PROMPT-E.S.L. 12.96 15.96 17.99 19.20 20.21 21.26 22.19 22.25
PROBECAL-TRACE-E.S.L. 11.61 16.13 18.33 19.87 20.36 21.32 21.88 21.90
PROBECAL-PROMPT&TRACE-E.S.L. 12.96 16.34 17.91 19.07 19.55 20.22 20.97 21.00

Dataset Number

# Samples 1 2 3 4 5 7 9 10

PROBECAL-PROMPT 25.02 26.50 28.50 29.34 30.29 31.16 31.69 31.87
PROBECAL-TRACE 23.84 27.96 29.99 31.04 31.94 32.90 33.48 33.72
PROBECAL-PROMPT&TRACE 25.02 28.71 30.46 31.33 32.11 33.03 33.58 33.60
PROBECAL-PROMPT-TS 25.07 26.31 28.36 29.28 30.05 31.10 31.75 31.86
PROBECAL-TRACE-TS 23.84 27.96 29.99 31.04 31.95 32.94 33.52 33.77
PROBECAL-PROMPT&TRACE-TS 25.07 28.57 30.27 31.20 31.93 33.01 33.64 33.89
PROBECAL-PROMPT-WEIGHT 25.10 26.31 28.64 29.38 30.34 31.32 31.85 31.96
PROBECAL-TRACE-WEIGHT 23.84 27.91 29.96 30.90 31.73 32.74 33.47 33.75
PROBECAL-PROMPT&TRACE-WEIGHT 25.10 28.51 30.43 31.26 32.05 33.00 33.56 33.75
PROBECAL-PROMPT-SORT 25.25 26.72 28.69 29.49 30.24 31.18 31.72 31.87
PROBECAL-TRACE-SORT 23.84 27.85 29.80 30.85 31.69 32.63 33.34 33.59
PROBECAL-PROMPT&TRACE-SORT 25.25 28.74 30.30 31.29 32.00 32.85 33.49 33.69
PROBECAL-PROMPT-E.S.L. 24.64 26.22 28.22 29.14 29.84 30.67 31.43 31.53
PROBECAL-TRACE-E.S.L. 23.84 27.33 29.13 29.94 30.68 31.62 32.42 32.57
PROBECAL-PROMPT&TRACE-E.S.L. 24.64 27.60 29.15 30.12 30.57 31.45 32.12 32.27
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Table 9: Dynamic Tool-Using results on each dataset

Dataset Prealgebra

# Samples 1 2 3 4 5 10 15 20

TROVE 19.90 24.43 26.88 28.42 29.64 32.12 32.89 33.57
TROVE-SAMPLE 20.35 24.51 27.25 28.76 29.84 32.00 32.94 33.39
TROVE-SORT 19.90 24.90 27.28 28.78 29.78 31.93 32.78 33.36
TROVE-E.S.L. 19.90 25.05 27.12 28.38 29.14 30.95 31.76 32.17
PROBECAL-PROMPT 19.66 23.79 26.63 28.31 29.34 31.79 32.81 33.36
PROBECAL-TRACE 19.90 25.79 28.25 29.68 30.59 33.01 33.98 34.45
PROBECAL-PROMPT&TRACE 19.66 25.04 27.80 29.27 30.23 32.52 33.58 34.25

Dataset Count

# Samples 1 2 3 4 5 10 15 20

TROVE 16.97 20.59 21.96 23.05 23.68 25.45 26.18 26.49
TROVE-SAMPLE 18.41 21.50 22.91 23.71 24.34 25.83 26.24 26.54
TROVE-SORT 16.97 20.41 22.07 22.74 23.37 25.01 25.54 25.76
TROVE-E.S.L. 16.97 20.15 21.58 22.03 22.36 23.58 23.79 23.85
PROBECAL-PROMPT 20.14 22.79 24.17 24.98 25.61 26.59 27.11 27.28
PROBECAL-TRACE 16.97 21.29 23.45 24.34 25.16 26.59 27.32 27.55
PROBECAL-PROMPT&TRACE 20.14 23.56 24.78 25.52 26.13 27.06 27.63 27.76

Dataset TabMWP

# Samples 1 2 3 4 5 10 15 20

TROVE 21.27 28.16 32.34 34.84 36.69 42.00 44.00 45.56
TROVE-SAMPLE 23.19 30.01 33.93 36.76 38.51 43.59 45.69 46.84
TROVE-SORT 21.27 29.05 33.24 35.73 37.49 42.38 44.37 45.91
TROVE-E.S.L. 21.27 29.15 33.30 35.60 37.13 41.39 43.03 44.09
PROBECAL-PROMPT 28.50 34.60 38.08 40.49 42.15 46.16 48.13 48.87
PROBECAL-TRACE 21.27 30.23 35.58 39.06 41.54 48.47 51.45 53.40
PROBECAL-PROMPT&TRACE 28.50 36.82 40.93 43.83 45.87 50.93 53.32 54.34

Dataset Geometry

# Samples 1 2 3 4 5 10 15 20

TROVE 3.99 5.32 6.03 6.68 7.17 8.65 8.91 9.39
TROVE-SAMPLE 3.98 5.65 6.32 6.87 7.30 8.53 9.25 9.69
TROVE-SORT 3.99 5.36 6.31 6.78 7.28 8.55 8.92 9.32
TROVE-E.S.L. 3.99 5.43 6.32 6.73 7.16 7.93 7.84 8.21
PROBECAL-PROMPT 4.67 5.99 6.70 7.32 7.66 8.88 9.58 10.01
PROBECAL-TRACE 3.99 5.44 6.33 6.89 7.40 8.41 8.80 9.26
PROBECAL-PROMPT&TRACE 4.67 6.23 6.86 7.56 7.76 8.70 9.28 9.61

Dataset Algebra

# Samples 1 2 3 4 5 10 15 20

TROVE 15.06 21.12 24.64 26.89 28.47 32.03 33.39 34.14
TROVE-SAMPLE 16.45 22.66 25.61 27.82 29.04 32.10 33.36 33.96
TROVE-SORT 15.06 21.14 24.58 26.79 28.30 31.70 33.14 33.90
TROVE-E.S.L. 15.06 21.12 24.47 26.50 27.85 30.92 32.24 32.82
PROBECAL-PROMPT 19.92 25.13 27.66 29.13 30.17 32.78 33.83 34.42
PROBECAL-TRACE 15.06 21.59 25.35 27.61 29.26 32.86 34.37 35.23
PROBECAL-PROMPT&TRACE 19.92 25.80 28.44 29.92 31.05 33.60 34.73 35.48

Dataset Intermediate

# Samples 1 2 3 4 5 10 15 20

TROVE 5.40 8.26 10.17 11.49 12.35 14.57 15.64 16.11
TROVE-SAMPLE 5.83 8.82 10.58 11.67 12.76 14.69 15.68 16.18
TROVE-SORT 5.40 8.32 10.20 11.50 12.26 14.44 15.40 15.91
TROVE-E.S.L. 5.40 8.32 10.26 11.51 12.27 14.37 15.28 15.74
PROBECAL-PROMPT 7.20 9.66 11.07 11.97 12.57 14.43 15.30 15.63
PROBECAL-TRACE 5.40 8.28 10.21 11.46 12.33 14.57 15.54 16.07
PROBECAL-PROMPT&TRACE 7.20 9.74 11.23 12.09 12.72 14.59 15.49 15.97

Dataset Precalculus

# Samples 1 2 3 4 5 10 15 20

TROVE 10.11 13.72 15.55 16.95 17.52 20.07 20.74 21.51
TROVE-SAMPLE 10.43 14.16 15.97 17.03 17.76 20.05 20.57 21.16
TROVE-SORT 10.11 13.76 15.76 16.89 17.55 19.53 20.00 20.75
TROVE-E.S.L. 10.11 13.80 15.64 16.81 17.42 19.16 19.56 20.08
PROBECAL-PROMPT 11.99 15.33 16.89 17.63 18.45 20.16 21.10 21.27
PROBECAL-TRACE 10.11 13.83 15.77 16.94 17.45 19.67 20.25 20.85
PROBECAL-PROMPT&TRACE 11.99 15.43 17.08 17.47 18.23 19.82 20.74 21.11

Dataset Number

# Samples 1 2 3 4 5 10 15 20

TROVE 13.96 19.44 22.22 23.81 24.84 27.12 27.70 28.30
TROVE-SAMPLE 16.31 21.04 23.53 24.69 25.60 27.42 28.06 28.30
TROVE-SORT 13.96 19.57 22.38 23.90 24.74 26.73 27.18 27.81
TROVE-E.S.L. 13.96 19.62 22.37 23.87 24.52 26.16 26.60 26.97
PROBECAL-PROMPT 16.94 21.17 23.63 24.96 25.59 27.67 28.42 28.93
PROBECAL-TRACE 13.96 20.07 23.29 25.15 26.20 28.75 29.83 30.83
PROBECAL-PROMPT&TRACE 16.94 22.01 24.78 26.26 27.01 29.30 30.43 31.00
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Table 10: Dynamic Tool-Using results of different variants on each dataset I

Dataset Prealgebra

# Samples 1 2 3 4 5 10 15 20

PROBECAL-PROMPT 19.66 23.79 26.63 28.31 29.34 31.79 32.81 33.36
PROBECAL-TRACE 19.90 25.79 28.25 29.68 30.59 33.01 33.98 34.45
PROBECAL-PROMPT&TRACE 19.66 25.04 27.80 29.27 30.23 32.52 33.58 34.25
PROBECAL-PROMPT-TS 19.58 23.99 26.46 28.26 29.45 31.78 32.85 33.45
PROBECAL-TRACE-TS 19.90 25.79 28.25 29.68 30.59 33.00 33.97 34.43
PROBECAL-PROMPT&TRACE-TS 19.58 25.23 27.70 29.31 30.31 32.44 33.76 34.22
PROBECAL-PROMPT-WEIGHT 19.43 23.87 26.53 28.12 29.15 31.73 32.77 33.29
PROBECAL-TRACE-WEIGHT 19.90 25.78 28.29 29.68 30.61 33.15 34.12 34.69
PROBECAL-PROMPT&TRACE-WEIGHT 19.43 25.11 27.70 29.16 30.17 32.58 33.69 34.26
PROBECAL-PROMPT-SORT 19.85 23.98 26.64 28.22 29.24 31.73 32.62 33.25
PROBECAL-TRACE-SORT 19.90 25.78 28.13 29.65 30.57 33.01 33.94 34.47
PROBECAL-PROMPT&TRACE-SORT 19.85 25.16 27.72 29.19 30.03 32.59 33.53 34.28
PROBECAL-PROMPT-E.S.L. 19.15 23.17 25.73 27.28 28.41 30.72 31.60 32.22
PROBECAL-TRACE-E.S.L. 19.90 25.54 27.72 29.19 30.06 32.31 33.45 33.88
PROBECAL-PROMPT&TRACE-E.S.L. 19.15 24.15 26.45 27.81 28.74 30.97 32.09 32.67

Dataset Count

# Samples 1 2 3 4 5 10 15 20

PROBECAL-PROMPT 20.14 22.79 24.17 24.98 25.61 26.59 27.11 27.28
PROBECAL-TRACE 16.97 21.29 23.45 24.34 25.16 26.59 27.32 27.55
PROBECAL-PROMPT&TRACE 20.14 23.56 24.78 25.52 26.13 27.06 27.63 27.76
PROBECAL-PROMPT-TS 20.08 22.43 24.11 25.03 25.56 26.63 27.19 27.30
PROBECAL-TRACE-TS 16.97 21.29 23.46 24.35 25.16 26.56 27.30 27.54
PROBECAL-PROMPT&TRACE-TS 20.08 23.29 24.78 25.41 25.89 26.88 27.38 27.89
PROBECAL-PROMPT-WEIGHT 19.99 22.63 24.19 24.94 25.62 26.91 27.30 27.50
PROBECAL-TRACE-WEIGHT 16.97 21.35 23.43 24.33 25.07 26.62 27.23 27.58
PROBECAL-PROMPT&TRACE-WEIGHT 19.99 23.54 24.75 25.56 25.94 27.07 27.70 28.10
PROBECAL-PROMPT-SORT 19.89 22.75 24.17 25.14 25.70 26.90 27.39 27.56
PROBECAL-TRACE-SORT 16.97 21.28 23.36 24.26 24.96 26.45 27.22 27.42
PROBECAL-PROMPT&TRACE-SORT 19.89 23.48 24.74 25.44 25.96 27.26 27.70 28.04
PROBECAL-PROMPT-E.S.L. 19.63 22.08 23.46 24.31 24.73 25.88 26.38 26.53
PROBECAL-TRACE-E.S.L. 16.97 20.94 22.94 23.77 24.59 25.65 26.33 26.67
PROBECAL-PROMPT&TRACE-E.S.L. 19.63 22.71 23.73 24.57 24.89 25.70 26.16 26.28

Dataset TabMWP

# Samples 1 2 3 4 5 10 15 20

PROBECAL-PROMPT 28.50 34.60 38.08 40.49 42.15 46.16 48.13 48.87
PROBECAL-TRACE 21.27 30.23 35.58 39.06 41.54 48.47 51.45 53.40
PROBECAL-PROMPT&TRACE 28.50 36.82 40.93 43.83 45.87 50.93 53.32 54.34
PROBECAL-PROMPT-TS 27.93 34.22 38.31 40.37 42.05 46.23 48.11 48.97
PROBECAL-TRACE-TS 21.27 30.23 35.59 39.06 41.55 48.51 51.51 53.50
PROBECAL-PROMPT&TRACE-TS 27.93 36.39 41.19 43.97 45.89 51.06 53.31 54.50
PROBECAL-PROMPT-WEIGHT 28.37 34.32 38.13 40.32 41.98 46.42 48.25 49.02
PROBECAL-TRACE-WEIGHT 21.27 30.26 35.70 39.10 41.65 48.64 51.71 53.72
PROBECAL-PROMPT&TRACE-WEIGHT 28.37 36.60 41.12 43.98 45.93 51.31 53.63 54.74
PROBECAL-PROMPT-SORT 28.08 34.33 38.37 40.35 41.74 46.50 48.18 49.10
PROBECAL-TRACE-SORT 21.27 30.26 35.63 39.08 41.65 48.69 51.69 53.68
PROBECAL-PROMPT&TRACE-SORT 28.08 36.67 41.24 44.01 45.81 51.33 53.66 54.97
PROBECAL-PROMPT-E.S.L. 27.30 33.23 37.10 39.18 41.02 45.36 47.34 48.40
PROBECAL-TRACE-E.S.L. 21.27 30.15 35.32 38.60 41.05 47.39 50.25 51.98
PROBECAL-PROMPT&TRACE-E.S.L. 27.30 35.30 39.73 42.17 44.35 49.29 51.48 52.61

Dataset Geometry

# Samples 1 2 3 4 5 10 15 20

PROBECAL-PROMPT 4.67 5.99 6.70 7.32 7.66 8.88 9.58 10.01
PROBECAL-TRACE 3.99 5.44 6.33 6.89 7.40 8.41 8.80 9.26
PROBECAL-PROMPT&TRACE 4.67 6.23 6.86 7.56 7.76 8.70 9.28 9.61
PROBECAL-PROMPT-TS 4.65 5.82 6.67 7.11 7.75 8.94 9.61 10.12
PROBECAL-TRACE-TS 3.99 5.44 6.33 6.88 7.37 8.38 8.79 9.26
PROBECAL-PROMPT&TRACE-TS 4.65 6.15 6.83 7.32 7.99 8.81 9.23 9.58
PROBECAL-PROMPT-WEIGHT 4.55 5.82 6.75 7.20 7.51 8.81 9.31 9.77
PROBECAL-TRACE-WEIGHT 3.99 5.46 6.32 6.94 7.45 8.46 8.72 9.27
PROBECAL-PROMPT&TRACE-WEIGHT 4.55 6.10 7.05 7.41 7.65 8.67 9.04 9.47
PROBECAL-PROMPT-SORT 4.55 6.00 6.70 7.09 7.67 9.01 9.82 10.51
PROBECAL-TRACE-SORT 3.99 5.44 6.16 6.81 7.28 8.19 8.48 9.03
PROBECAL-PROMPT&TRACE-SORT 4.55 6.18 6.86 7.32 7.62 8.50 8.91 9.49
PROBECAL-PROMPT-E.S.L. 3.80 4.68 5.37 5.53 6.11 7.08 7.78 8.15
PROBECAL-TRACE-E.S.L. 3.99 5.25 5.81 6.36 6.70 6.81 6.76 6.72
PROBECAL-PROMPT&TRACE-E.S.L. 3.80 4.65 5.20 5.34 5.61 5.92 6.38 6.53
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Table 11: Dynamic Tool-Using results of different variants on each dataset II

Dataset Algebra

# Samples 1 2 3 4 5 10 15 20

PROBECAL-PROMPT 19.92 25.13 27.66 29.13 30.17 32.78 33.83 34.42
PROBECAL-TRACE 15.06 21.59 25.35 27.61 29.26 32.86 34.37 35.23
PROBECAL-PROMPT&TRACE 19.92 25.80 28.44 29.92 31.05 33.60 34.73 35.48
PROBECAL-PROMPT-TS 19.84 25.07 27.58 29.20 30.28 32.82 33.90 34.55
PROBECAL-TRACE-TS 15.06 21.59 25.34 27.61 29.26 32.84 34.35 35.21
PROBECAL-PROMPT&TRACE-TS 19.84 25.69 28.41 29.97 31.11 33.69 34.82 35.55
PROBECAL-PROMPT-WEIGHT 19.89 25.09 27.53 29.05 30.33 32.65 33.78 34.41
PROBECAL-TRACE-WEIGHT 15.06 21.56 25.33 27.62 29.26 32.89 34.31 35.24
PROBECAL-PROMPT&TRACE-WEIGHT 19.89 25.75 28.34 29.87 31.06 33.59 34.69 35.50
PROBECAL-PROMPT-SORT 20.15 25.20 27.41 29.12 30.08 32.56 33.66 34.17
PROBECAL-TRACE-SORT 15.06 21.55 25.30 27.59 29.20 32.69 34.17 34.97
PROBECAL-PROMPT&TRACE-SORT 20.15 25.87 28.26 29.85 30.94 33.41 34.56 35.20
PROBECAL-PROMPT-E.S.L. 18.78 23.67 26.11 27.92 29.03 31.59 32.84 33.53
PROBECAL-TRACE-E.S.L. 15.06 21.40 25.01 27.26 28.82 32.20 33.66 34.44
PROBECAL-PROMPT&TRACE-E.S.L. 18.78 24.14 26.73 28.51 29.62 32.29 33.54 34.26

Dataset Intermediate

# Samples 1 2 3 4 5 10 15 20

PROBECAL-PROMPT 7.20 9.66 11.07 11.97 12.57 14.43 15.30 15.63
PROBECAL-TRACE 5.40 8.28 10.21 11.46 12.33 14.57 15.54 16.07
PROBECAL-PROMPT&TRACE 7.20 9.74 11.23 12.09 12.72 14.59 15.49 15.97
PROBECAL-PROMPT-TS 7.21 9.69 11.05 11.99 12.72 14.57 15.34 15.76
PROBECAL-TRACE-TS 5.40 8.28 10.21 11.46 12.33 14.58 15.53 16.07
PROBECAL-PROMPT&TRACE-TS 7.21 9.74 11.18 12.14 12.83 14.61 15.47 15.91
PROBECAL-PROMPT-WEIGHT 7.27 9.73 10.99 11.86 12.56 14.22 15.01 15.39
PROBECAL-TRACE-WEIGHT 5.40 8.30 10.21 11.47 12.33 14.63 15.56 16.20
PROBECAL-PROMPT&TRACE-WEIGHT 7.27 9.84 11.15 12.11 12.71 14.41 15.26 15.73
PROBECAL-PROMPT-SORT 7.05 9.39 10.69 11.59 12.21 14.00 14.99 15.27
PROBECAL-TRACE-SORT 5.40 8.27 10.24 11.50 12.38 14.61 15.58 16.02
PROBECAL-PROMPT&TRACE-SORT 7.05 9.51 10.92 11.79 12.37 14.31 15.25 15.74
PROBECAL-PROMPT-E.S.L. 6.34 8.33 9.60 10.57 11.26 13.22 14.08 14.53
PROBECAL-TRACE-E.S.L. 5.40 8.29 10.20 11.44 12.26 14.47 15.29 15.66
PROBECAL-PROMPT&TRACE-E.S.L. 6.34 8.42 9.62 10.62 11.29 13.24 14.21 14.63

Dataset Precalculus

# Samples 1 2 3 4 5 10 15 20

PROBECAL-PROMPT 11.99 15.33 16.89 17.63 18.45 20.16 21.10 21.27
PROBECAL-TRACE 10.11 13.83 15.77 16.94 17.45 19.67 20.25 20.85
PROBECAL-PROMPT&TRACE 11.99 15.43 17.08 17.47 18.23 19.82 20.74 21.11
PROBECAL-PROMPT-TS 11.88 15.41 17.09 17.81 18.41 20.12 20.94 21.20
PROBECAL-TRACE-TS 10.11 13.83 15.77 16.95 17.43 19.70 20.26 20.87
PROBECAL-PROMPT&TRACE-TS 11.88 15.61 17.11 17.61 18.30 19.83 20.61 21.02
PROBECAL-PROMPT-WEIGHT 11.96 15.01 16.64 17.53 18.43 19.94 20.69 21.11
PROBECAL-TRACE-WEIGHT 10.11 13.77 15.72 16.97 17.49 19.66 20.25 21.10
PROBECAL-PROMPT&TRACE-WEIGHT 11.96 15.27 16.88 17.68 18.41 20.01 20.66 21.33
PROBECAL-PROMPT-SORT 11.72 15.05 16.62 17.64 18.47 20.43 21.34 21.82
PROBECAL-TRACE-SORT 10.11 13.83 15.67 16.99 17.38 19.81 20.27 20.98
PROBECAL-PROMPT&TRACE-SORT 11.72 15.27 16.63 17.49 18.20 19.90 20.84 21.34
PROBECAL-PROMPT-E.S.L. 11.30 14.76 16.07 16.99 17.23 18.50 19.19 19.45
PROBECAL-TRACE-E.S.L. 10.11 13.57 15.41 16.43 16.93 18.97 19.35 20.14
PROBECAL-PROMPT&TRACE-E.S.L. 11.30 14.63 15.70 16.49 16.86 17.94 18.23 18.75

Dataset Number

# Samples 1 2 3 4 5 10 15 20

PROBECAL-PROMPT 16.94 21.17 23.63 24.96 25.59 27.67 28.42 28.93
PROBECAL-TRACE 13.96 20.07 23.29 25.15 26.20 28.75 29.83 30.83
PROBECAL-PROMPT&TRACE 16.94 22.01 24.78 26.26 27.01 29.30 30.43 31.00
PROBECAL-PROMPT-TS 16.81 21.45 23.53 24.87 25.70 27.64 28.44 28.89
PROBECAL-TRACE-TS 13.96 20.07 23.29 25.15 26.20 28.76 29.86 30.83
PROBECAL-PROMPT&TRACE-TS 16.81 22.28 24.75 26.24 27.07 29.44 30.51 31.09
PROBECAL-PROMPT-WEIGHT 17.37 22.00 24.11 25.17 26.04 28.11 28.72 29.21
PROBECAL-TRACE-WEIGHT 13.96 20.10 23.33 25.24 26.28 28.87 29.89 30.87
PROBECAL-PROMPT&TRACE-WEIGHT 17.37 22.93 25.29 26.49 27.50 29.82 30.73 31.27
PROBECAL-PROMPT-SORT 16.78 21.21 23.58 24.84 25.72 27.60 28.46 28.86
PROBECAL-TRACE-SORT 13.96 20.07 23.19 25.12 26.16 28.69 29.67 30.70
PROBECAL-PROMPT&TRACE-SORT 16.78 22.05 24.65 25.98 26.81 29.09 30.23 30.78
PROBECAL-PROMPT-E.S.L. 15.61 19.80 21.85 23.13 23.94 25.96 26.88 27.20
PROBECAL-TRACE-E.S.L. 13.96 19.92 22.95 24.65 25.64 27.74 28.67 29.34
PROBECAL-PROMPT&TRACE-E.S.L. 15.61 20.28 22.52 23.80 24.58 26.51 27.59 28.21
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Table 12: ECE loss on the static tool using settings on each dataset. The settings are denoted using two letters, the
first letter corresponds to whether to use weighted training, with ‘W’ representing yes and ‘N’ representing no. The
second letter corresponds to whether and in which way using LLM logit as the input or not, with ‘S’ representing
using SORT to get the logit, ‘E’ representing using E.S.L. to get the logit, and ‘N’ representing not using LLM
logit. When there are two numbers for the result of a setting, the first number denotes the training ECE loss and the
second number denotes the testing ECE loss. When there is one number for the result of a setting, the number refers
to the testing ECE loss.

Settings NN WN NS WS NE WE

Dataset Prealgebra

LLM Logit 0.730, 0.749 0.730, 0.749 0.345, 0.326 0.345, 0.326 0.149, 0.055 0.148, 0.055
PROBECAL-PROMPT 0.012, 0.094 0.013, 0.092 0.014, 0.093 0.015, 0.094 0.096, 0.154 0.099, 0.153
PROBECAL-PROMPT(TS) 0.022, 0.081 0.022, 0.082 0.026, 0.081 0.026, 0.082 0.114, 0.148 0.111, 0.150
PROBECAL-TRACE 0.013, 0.088 0.021, 0.081 0.018, 0.083 0.021, 0.078 0.108, 0.136 0.115, 0.139
PROBECAL-TRACE(TS) 0.010, 0.094 0.038, 0.111 0.011, 0.092 0.013, 0.089 0.100, 0.138 0.104, 0.142
PROBECAL-PROMPT&TRACE 0.055 0.046 0.052 0.049 0.130 0.131

Dataset Count

LLM Logit 0.841, 0.804 0.841, 0.804 0.515, 0.470 0.516, 0.470 0.156, 0.095 0.156, 0.095
PROBECAL-PROMPT 0.010, 0.076 0.013, 0.070 0.010, 0.078 0.012, 0.075 0.074, 0.125 0.078, 0.128
PROBECAL-PROMPT(TS) 0.014, 0.069 0.014, 0.068 0.012, 0.075 0.014, 0.072 0.082, 0.126 0.085, 0.129
PROBECAL-TRACE 0.009, 0.072 0.011, 0.066 0.010, 0.072 0.014, 0.066 0.082, 0.118 0.085, 0.117
PROBECAL-TRACE(TS) 0.007, 0.079 0.007, 0.074 0.008, 0.077 0.008, 0.078 0.076, 0.118 0.108, 0.134
PROBECAL-PROMPT&TRACE 0.051 0.047 0.055 0.049 0.121 0.119

Dataset TabMWP

LLM Logit 0.632, 0.690 0.632, 0.690 0.301, 0.305 0.301, 0.305 0.303, 0.163 0.304, 0.163
PROBECAL-PROMPT 0.009, 0.067 0.012, 0.062 0.013, 0.064 0.012, 0.067 0.131, 0.166 0.130, 0.165
PROBECAL-PROMPT(TS) 0.019, 0.054 0.018, 0.053 0.021, 0.054 0.023, 0.054 0.145, 0.170 0.139, 0.168
PROBECAL-TRACE 0.010, 0.057 0.014, 0.052 0.012, 0.050 0.015, 0.049 0.135, 0.144 0.140, 0.145
PROBECAL-TRACE(TS) 0.009, 0.060 0.009, 0.060 0.010, 0.053 0.011, 0.055 0.151, 0.152 0.154, 0.154
PROBECAL-PROMPT&TRACE 0.035 0.033 0.038 0.040 0.163 0.160

Dataset Geometry

LLM Logit 0.957, 0.925 0.957, 0.925 0.190, 0.284 0.189, 0.284 0.044, 0.044 0.044, 0.044
PROBECAL-PROMPT 0.006, 0.041 0.010, 0.036 0.006, 0.046 0.008, 0.042 0.229, 0.198 0.235, 0.206
PROBECAL-PROMPT(TS) 0.009, 0.036 0.011, 0.034 0.009, 0.042 0.011, 0.039 0.239, 0.209 0.242, 0.213
PROBECAL-TRACE 0.005, 0.036 0.010, 0.029 0.007, 0.040 0.006, 0.039 0.229, 0.203 0.231, 0.204
PROBECAL-TRACE(TS) 0.006, 0.034 0.006, 0.033 0.005, 0.041 0.005, 0.040 0.240, 0.215 0.247, 0.223
PROBECAL-PROMPT&TRACE 0.034 0.028 0.037 0.037 0.194 0.200

Dataset Algebra

LLM Logit 0.814, 0.823 0.814, 0.823 0.428, 0.407 0.428, 0.407 0.119, 0.048 0.119, 0.048
PROBECAL-PROMPT 0.009, 0.052 0.010, 0.050 0.010, 0.053 0.014, 0.049 0.095, 0.126 0.101, 0.129
PROBECAL-PROMPT(TS) 0.019, 0.041 0.018, 0.041 0.019, 0.044 0.022, 0.042 0.110, 0.131 0.107, 0.131
PROBECAL-TRACE 0.010, 0.047 0.011, 0.046 0.011, 0.048 0.015, 0.040 0.102, 0.118 0.108, 0.123
PROBECAL-TRACE(TS) 0.007, 0.051 0.006, 0.052 0.007, 0.053 0.007, 0.049 0.104, 0.119 0.109, 0.125
PROBECAL-PROMPT&TRACE 0.026 0.024 0.029 0.025 0.121 0.125

Dataset Intermediate

LLM Logit 0.916, 0.936 0.916, 0.936 0.448, 0.435 0.449, 0.435 0.065, 0.043 0.065, 0.043
PROBECAL-PROMPT 0.007, 0.032 0.010, 0.026 0.007, 0.033 0.012, 0.033 0.094, 0.118 0.107, 0.137
PROBECAL-PROMPT(TS) 0.011, 0.030 0.012, 0.026 0.012, 0.031 0.015, 0.032 0.104, 0.126 0.114, 0.142
PROBECAL-TRACE 0.008, 0.038 0.007, 0.035 0.009, 0.037 0.008, 0.035 0.102, 0.132 0.117, 0.144
PROBECAL-TRACE(TS) 0.004, 0.042 0.006, 0.038 0.005, 0.044 0.005, 0.040 0.115, 0.142 0.122, 0.147
PROBECAL-PROMPT&TRACE 0.025 0.022 0.027 0.028 0.127 0.141

Dataset Precalculus

LLM Logit 0.898, 0.884 0.897, 0.884 0.346, 0.323 0.347, 0.323 0.085, 0.042 0.084, 0.042
PROBECAL-PROMPT 0.011, 0.058 0.011, 0.059 0.010, 0.063 0.013, 0.060 0.145, 0.177 0.152, 0.182
PROBECAL-PROMPT(TS) 0.020, 0.051 0.014, 0.057 0.016, 0.057 0.016, 0.059 0.157, 0.183 0.165, 0.191
PROBECAL-TRACE 0.014, 0.056 0.013, 0.053 0.013, 0.054 0.016, 0.054 0.150, 0.182 0.167, 0.193
PROBECAL-TRACE(TS) 0.012, 0.058 0.012, 0.062 0.012, 0.061 0.013, 0.062 0.160, 0.189 0.183, 0.207
PROBECAL-PROMPT&TRACE 0.041 0.043 0.043 0.042 0.172 0.186

Dataset Number

LLM Logit 0.758, 0.762 0.758, 0.762 0.368, 0.366 0.368, 0.366 0.137, 0.067 0.137, 0.067
PROBECAL-PROMPT 0.011, 0.073 0.015, 0.068 0.012, 0.074 0.013, 0.074 0.087, 0.123 0.096, 0.125
PROBECAL-PROMPT(TS) 0.016, 0.066 0.022, 0.060 0.020, 0.064 0.023, 0.063 0.100, 0.122 0.112, 0.125
PROBECAL-TRACE 0.011, 0.068 0.016, 0.063 0.017, 0.059 0.019, 0.055 0.101, 0.119 0.103, 0.121
PROBECAL-TRACE(TS) 0.008, 0.071 0.011, 0.070 0.010, 0.067 0.011, 0.063 0.098, 0.122 0.100, 0.122
PROBECAL-PROMPT&TRACE 0.044 0.038 0.038 0.037 0.107 0.114
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Table 13: ECE loss on the dynamic tool using settings on each dataset. The settings are denoted using two letters,
the first letter corresponds to whether to use weighted training, with ‘W’ representing yes and ‘N’ representing
no. The second letter corresponds to whether and in which way using LLM logit as the input or not, with ‘S’
representing using SORT to get the logit, ‘E’ representing using E.S.L. to get the logit, and ‘N’ representing not
using LLM logit. When there are two numbers for the result of a setting, the first number denotes the training ECE
loss and the second number denotes the testing ECE loss. When there is one number for the result of a setting, the
number refers to the testing ECE loss.

Settings NN WN NS WS NE WE

Dataset Prealgebra

LLM Logit 0.766, 0.801 0.767, 0.801 0.293, 0.326 0.293, 0.326 0.088, 0.064 0.088, 0.064
PROBECAL-PROMPT 0.009, 0.079 0.012, 0.077 0.008, 0.079 0.015, 0.071 0.076, 0.134 0.084, 0.139
PROBECAL-PROMPT(TS) 0.014, 0.073 0.014, 0.075 0.013, 0.072 0.014, 0.072 0.086, 0.132 0.087, 0.138
PROBECAL-TRACE 0.009, 0.092 0.012, 0.084 0.011, 0.091 0.013, 0.088 0.080, 0.121 0.086, 0.122
PROBECAL-TRACE(TS) 0.006, 0.094 0.006, 0.092 0.006, 0.098 0.006, 0.096 0.074, 0.127 0.080, 0.125
PROBECAL-PROMPT&TRACE 0.049 0.045 0.048 0.044 0.115 0.121

Dataset Count

LLM Logit 0.856, 0.831 0.855, 0.831 0.437, 0.435 0.437, 0.435 0.129, 0.138 0.129, 0.138
PROBECAL-PROMPT 0.006, 0.051 0.009, 0.048 0.007, 0.050 0.009, 0.048 0.078, 0.104 0.090, 0.109
PROBECAL-PROMPT(TS) 0.009, 0.045 0.009, 0.048 0.008, 0.048 0.009, 0.050 0.089, 0.104 0.087, 0.110
PROBECAL-TRACE 0.007, 0.052 0.010, 0.049 0.006, 0.054 0.009, 0.052 0.070, 0.093 0.075, 0.096
PROBECAL-TRACE(TS) 0.005, 0.055 0.005, 0.057 0.004, 0.058 0.005, 0.058 0.071, 0.093 0.073, 0.098
PROBECAL-PROMPT&TRACE 0.034 0.031 0.036 0.032 0.095 0.098

Dataset TabMWP

LLM Logit 0.768, 0.788 0.768, 0.788 0.341, 0.387 0.342, 0.387 0.187, 0.148 0.186, 0.148
PROBECAL-PROMPT 0.007, 0.078 0.013, 0.074 0.009, 0.076 0.010, 0.079 0.046, 0.098 0.048, 0.102
PROBECAL-PROMPT(TS) 0.013, 0.070 0.014, 0.072 0.012, 0.070 0.012, 0.076 0.052, 0.096 0.050, 0.101
PROBECAL-TRACE 0.011, 0.072 0.011, 0.071 0.011, 0.075 0.015, 0.071 0.059, 0.083 0.055, 0.081
PROBECAL-TRACE(TS) 0.006, 0.079 0.007, 0.077 0.006, 0.082 0.005, 0.085 0.058, 0.084 0.046, 0.084
PROBECAL-PROMPT&TRACE 0.043 0.039 0.043 0.042 0.083 0.081

Dataset Geometry

LLM Logit 0.977, 0.961 0.977, 0.961 0.260, 0.314 0.260, 0.314 0.068, 0.052 0.068, 0.052
PROBECAL-PROMPT 0.003, 0.025 0.006, 0.021 0.003, 0.023 0.006, 0.024 0.137, 0.117 0.161, 0.141
PROBECAL-PROMPT(TS) 0.003, 0.024 0.005, 0.022 0.004, 0.023 0.005, 0.024 0.159, 0.137 0.176, 0.152
PROBECAL-TRACE 0.004, 0.024 0.006, 0.019 0.005, 0.022 0.006, 0.019 0.151, 0.127 0.157, 0.132
PROBECAL-TRACE(TS) 0.003, 0.025 0.004, 0.022 0.004, 0.025 0.003, 0.023 0.173, 0.147 0.182, 0.155
PROBECAL-PROMPT&TRACE 0.021 0.016 0.020 0.017 0.123 0.136

Dataset Algebra

LLM Logit 0.846, 0.851 0.846, 0.851 0.401, 0.396 0.400, 0.396 0.103, 0.096 0.103, 0.096
PROBECAL-PROMPT 0.006, 0.054 0.009, 0.049 0.005, 0.055 0.011, 0.048 0.070, 0.107 0.076, 0.109
PROBECAL-PROMPT(TS) 0.010, 0.049 0.009, 0.048 0.009, 0.049 0.010, 0.050 0.085, 0.108 0.079, 0.109
PROBECAL-TRACE 0.007, 0.051 0.010, 0.049 0.009, 0.050 0.008, 0.051 0.073, 0.100 0.079, 0.103
PROBECAL-TRACE(TS) 0.004, 0.055 0.004, 0.057 0.005, 0.055 0.004, 0.055 0.070, 0.101 0.073, 0.104
PROBECAL-PROMPT&TRACE 0.027 0.025 0.028 0.025 0.100 0.105

Dataset Intermediate

LLM Logit 0.934, 0.945 0.934, 0.945 0.345, 0.357 0.346, 0.357 0.025, 0.036 0.025, 0.036
PROBECAL-PROMPT 0.005, 0.027 0.007, 0.026 0.005, 0.028 0.007, 0.028 0.085, 0.101 0.096, 0.111
PROBECAL-PROMPT(TS) 0.006, 0.025 0.007, 0.025 0.007, 0.025 0.006, 0.028 0.107, 0.116 0.104, 0.116
PROBECAL-TRACE 0.003, 0.029 0.007, 0.026 0.004, 0.027 0.008, 0.023 0.081, 0.093 0.091, 0.101
PROBECAL-TRACE(TS) 0.003, 0.029 0.003, 0.031 0.003, 0.027 0.004, 0.029 0.085, 0.094 0.096, 0.105
PROBECAL-PROMPT&TRACE 0.020 0.019 0.021 0.019 0.097 0.107

Dataset Precalculus

LLM Logit 0.913, 0.902 0.913, 0.902 0.272, 0.305 0.273, 0.305 0.041, 0.041 0.041, 0.041
PROBECAL-PROMPT 0.007, 0.040 0.009, 0.039 0.007, 0.041 0.011, 0.038 0.116, 0.118 0.138, 0.136
PROBECAL-PROMPT(TS) 0.010, 0.036 0.008, 0.039 0.011, 0.038 0.011, 0.038 0.126, 0.124 0.143, 0.139
PROBECAL-TRACE 0.009, 0.046 0.012, 0.042 0.008, 0.047 0.011, 0.043 0.150, 0.145 0.149, 0.135
PROBECAL-TRACE(TS) 0.007, 0.050 0.008, 0.052 0.007, 0.049 0.008, 0.048 0.163, 0.150 0.168, 0.143
PROBECAL-PROMPT&TRACE 0.027 0.027 0.030 0.031 0.128 0.142

Dataset Number

LLM Logit 0.808, 0.861 0.808, 0.861 0.290, 0.306 0.290, 0.306 0.066, 0.036 0.065, 0.036
PROBECAL-PROMPT 0.007, 0.032 0.009, 0.026 0.008, 0.035 0.013, 0.026 0.081, 0.126 0.087, 0.128
PROBECAL-PROMPT(TS) 0.010, 0.028 0.011, 0.026 0.011, 0.031 0.012, 0.027 0.089, 0.128 0.085, 0.127
PROBECAL-TRACE 0.007, 0.040 0.013, 0.031 0.008, 0.041 0.010, 0.036 0.084, 0.118 0.085, 0.117
PROBECAL-TRACE(TS) 0.005, 0.042 0.005, 0.041 0.005, 0.044 0.006, 0.040 0.087, 0.119 0.083, 0.116
PROBECAL-PROMPT&TRACE 0.021 0.020 0.024 0.024 0.130 0.133
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Table 14: Experiment results for TabMWP in static tool-using settings using CODELLAMA-13B-INSTRUCT-hf with
different size of training set from 50 to 500.

Method Size 50 Size 100 Size 200 Size 500

Acc ECE Acc ECE Acc ECE Acc ECE

Static Tool-Using

INSTANCE 65.66 0.571 65.66 0.571 65.66 0.571 65.66 0.571
PROBECAL-PROMPT 66.19 0.117 67.60 0.088 68.06 0.084 68.11 0.077
PROBECAL-TRACE 67.72 0.076 68.50 0.071 69.55 0.055 70.46 0.034
PROBECAL-PROMPT&TRACE 67.07 0.064 69.10 0.042 70.28 0.038 71.14 0.034

Table 15: Experiment results for TabMWP in static tool-using setting using CODELLAMA-13B-INSTRUCT-hf and
Llama3-8b-Instruct (Size 500).

Method CODELLAMA-13B-Inst Llama3-8b-Inst

Acc@5 Acc@10 ECE Acc@5 Acc@10 ECE

INSTANCE 62.94 65.66 0.571 73.07 75.20 0.404
PROBECAL-PROMPT 66.59 68.11 0.077 74.79 76.53 0.080
PROBECAL-TRACE 67.09 70.46 0.034 76.05 78.25 0.035
PROBECAL-PROMPT&TRACE 69.01 71.14 0.034 76.79 78.48 0.038

Table 16: Experiment results for TabMWP in static tool-using setting with CODELLAMA-13B-INSTRUCT-hf using
verbal confidence.

Method CODELLAMA-13B-Inst (Size 50)

Acc@5 Acc@10 ECE

INSTANCE 62.94 65.66 0.571
PROBECAL-PROMPT 64.27 66.19 0.117
PROBECAL-TRACE 64.81 67.72 0.076
PROBECAL-PROMPT&TRACE 65.23 67.07 0.064
VERBAL CONFIDENCE 61.52 64.68 0.212

Figure 5: Calibration curve of PROBECAL-PROMPT&TRACE logits of LLM in Static Tool-Using
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Figure 6: Calibration curve of SORT logits of LLM in Static Tool-Using

Figure 7: Calibration curve of E.S.L. logits of LLM in Static Tool-Using

Figure 8: Calibration curve of PROBECAL-PROMPT logits of LLM in Dynamic Tool-Using
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Figure 9: Calibration curve of PROBECAL-TRACE logits of LLM in Dynamic Tool-Using

Figure 10: Calibration curve of PROBECAL-PROMPT&TRACE logits of LLM in Dynamic Tool-Using

Figure 11: Calibration curve of SORT logits of LLM in Dynamic Tool-Using
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Figure 12: Calibration curve of E.S.L. logits of LLM in Dynamic Tool-Using
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