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Abstract

Large Language Models (LLMs) have shown
great ability in solving traditional natural lan-
guage tasks and elementary reasoning tasks
with appropriate prompting techniques. How-
ever, their ability is still limited in solving com-
plicated science problems. In this work, we
aim to push the upper bound of the reason-
ing capability of LLMs by proposing a col-
laborative multi-agent, multi-reasoning-path
(CoMM) prompting framework. Specifically,
we prompt LLMs to play different roles in a
problem-solving team, and encourage differ-
ent role-play agents to collaboratively solve the
target task. In particular, we discover that ap-
plying different reasoning paths for different
roles is an effective strategy to implement few-
shot prompting approaches in the multi-agent
scenarios. Empirical results demonstrate the
effectiveness of the proposed methods on two
college-level science problems over competi-
tive baselines. Our further analysis shows the
necessity of prompting LLMs to play different
roles or experts independently.

1 Introduction

Large Language Models (LLMs) such as
GPT (Brown et al., 2020; OpenAI, 2023),
LLaMA (Touvron et al., 2023a,b) and
PaLM (Chowdhery et al., 2022), have shown
remarkable proficiency in solving many down-
stream tasks (Liu et al., 2021), without furthering
fine-tuning the model parameters. However, their
ability is limited to solving reasoning and mathe-
matical problems (Wei et al., 2022b), especially
complicated science problems (Ma et al., 2023; Xu
et al., 2023; Ling et al., 2023a). In consideration of
this limitation, and the costly fine-tuning overhead
of the LLMs with billion-level parameters, many
prompting methods emerge, i.e., the process of
carefully crafting input queries to effectively
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communicate with LLMs and obtain desired
outputs. Apart from the benefit of exempting
from manipulating the parameters of the LLMs,
these prompting methods seamlessly integrate
the pre-trained models into downstream tasks by
eliciting desired model behaviors (Sahoo et al.,
2024).

Among these endeavored prompting approaches,
some of them prompt LLMs to reason with mul-
tiple middle-steps or subproblems for reasoning
tasks (Wei et al., 2022b; Wang et al., 2023b; Yao
et al., 2023; Hao et al., 2023; Zhou et al., 2023),
some of them prompt LLMs to take advantage of
external tools (Gao et al., 2023; Chen et al., 2023).
Despite that these methods have further pushed the
upper-bound reasoning and math abilities of LLMs,
their potential for complicated science problems
is still awaiting further improvement. Take the
college-level physical problem in Figure 1 as an
example, we can observe that the Chain-of-thought
prompting method still suffers from knowledge
and factual errors (incorrect equations used for the
given problem) and computing errors (incorrect
calculations).

Recently, agent-based prompting methods that
prompt an LLM to play a specific role or act as an
intelligent agent further unlock the ability of LLMs
to solve complicated problems. For example, Xu
et al. (2023) prompt an LLM to play as a domain
expert and successfully elicits the LLM to answer
domain questions. Huang et al. (2022); Shinn et al.
(2023); Madaan et al. (2023) prompt LLMs to do
self-reflection or self-refinement to correct the mis-
takes. Wang et al. (2023a); Sun et al. (2023) prompt
LLMs to do planning before solving a specific task.
Wang et al. (2023c) prompts a single agent to play
multiple roles with different personas, and Liang
et al. (2023); Chan et al. (2023); Du et al. (2023)
prompt LLMs to play different roles in debating
for problem-solving.

Following these works, we propose a collabora-
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Question: Light from a laser falls on a pair of very narrow slits separated by 0.5 micrometer, and bright 
fringes separated by 1.0 millimeter are observed on a distant screen. If the frequency of the laser light is 
doubled, what will be the separation of the bright fringes?
Correct Answer: 0.5 mm

Complex Science Problem

Answer: Let’s think step-by-step. The separation of the bright fringes in a double-slit interference pattern is 
given by the equation:

' ∗ sin(-) = 0 ∗ 1
where ' is the separation between the slits, - is the angle of the fringe, 0 is the order of the fringe, and 1 is 
the wavelength of the light. In this case, the separation between the slits is given as 0.5 micrometers. For the 
original frequency of the laser light, the separation of the bright fringes is given by:

0.5 00 ∗ sin(-) = 0 ∗ 1
Now, if the frequency of the laser light is doubled, the wavelength of the light will be halved. So the new 
separation of the bright fringes will be:

0.5 00 ∗ sin(-) = 0 ∗ 1/2
Simplifying this equation, we find:

0.25 00 ∗ sin(-) = 0 ∗ 1
So, the separation of the bright fringes is 0.25 mm.

Few-shot Chain-of-thought (CoT) Response

Figure 1: Chain-of-thought still makes Knowledge and Computing Errors in Solving the Complex Science Problem.

tive multi-agent framework (CoMM) that prompts
LLMs to play different roles with different do-
main knowledge or task-solving duties for problem-
solving. In particular, we propose a multi-path rea-
soning method that enables few-shot learning in the
multi-agent framework. Empirical results on mul-
tiple complicated college-level science problems
show that our method significantly outperforms
strong baselines. Our further analysis shows that
it is beneficial to include multiple agents for the
collaboration, instead of prompting one agent to
play multiple roles altogether.

2 Related Work

LLMs have shown remarkable proficiency in solv-
ing many downstream tasks (Qu et al., 2020b;
Chen et al., 2021; Xu et al., 2024c,b), paving
the way towards Artificial General Intelligence.
With the advent of GPT-3 (Brown et al., 2020)
and its emergent abilities (Wei et al., 2022a) in
solving downstream tasks on both zero-shot and
few-shot settings, many decoder-only LLMs fol-
low (Ling et al., 2023b), such as PaLM (Chowd-
hery et al., 2022), LLaMA (Brown et al., 2020;
OpenAI, 2023), BLOOM (Workshop et al., 2023),
Claude (Bai et al., 2022), OPT (Zhang et al., 2022),
Mistral (Jiang et al., 2023), Falcon (Penedo et al.,
2023) etc. Considering the inference speed and eco-
nomic expenditure, we choose GPT-3.5 as the back-

bone model for all the baselines and our CoMM
approach.

In order to unlock the potential of the LLMs in
solving downstream tasks (Yi and Qu, 2022; Chen
et al., 2022; Qu et al., 2020a; Zhang et al., 2023;
Yu et al., 2024; Xu et al., 2024a), many prompt-
ing approaches arise, exempting from manipulat-
ing the billion-level parameters (Li et al., 2023c).
Among these prompting methods, ordinary prompt-
ing methods follow Brown et al. (2020) and employ
task descriptions and sample demonstrations (few-
shot) as the prompts for downstream tasks. To alle-
viate the difficulty of directly outputting the answer
for LLMs, many prompting methods simplify the
process by predicting the middle reasoning steps
(chain-of-thought (Wei et al., 2022b)) or answering
the decomposed sub-problems first (Wang et al.,
2023b; Yao et al., 2023; Hao et al., 2023; Zhou
et al., 2023; Ling et al., 2024). To overcome the
lack of computing ability and outdated knowledge
base, some work prompt LLMs to utilize external
tools (Gao et al., 2023; Chen et al., 2023).

To further unlock the ability of LLMs in solving
complicated problems, agent-based methods that
prompt LLMs to play specific roles trend. Among
them, singe-agent methods only use one instance
of LLMs. ExpertPrompt (Xu et al., 2023) prompts
an LLM to play as a domain expert and success-
fully elicits the LLM to answer domain questions.
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Step 1: Explain the environment and task as the system 
message prompt !!= "!(!). 

Step 2: Prompt the three agents %"(&), %#(&), %$ & to play 
the domain experts and summarizer, with their role name, 
responsibility and principles.

Step 3: Each role will respond based on the current 
discussions, and when necessary, multi-turn dialogues are 
facilitated.   

Play 
Roles

Response

I solve the problem as a 
physicist, with physical 

reasoning path. 

I solve the problems 
as a mathematician, 
with mathematical 

reasoning path.

I summarize.

Answer

Given a task '

Figure 2: Overall Framework of CoMM: An Example from College Physics with the Few-shot Setting.

EmotionPrompt (Li et al., 2023a) improves the
performance of agents with emotional prompts.
Huang et al. (2022); Shinn et al. (2023); Madaan
et al. (2023) prompts LLMs to do self-reflection or
self-refinement to correct the mistakes. Wang et al.
(2023a); Sun et al. (2023) prompts LLMs to do
planning before solving a specific task. Wang et al.
(2023c) prompts a single agent to play multiple
roles with different personas.

Another branch of agent-based approaches are
with multi-agents. For example, Liang et al. (2023);
Chan et al. (2023); Du et al. (2023) prompt LLMs
to play different roles in debating for problem-
solving. ChatEval (Chan et al., 2023) uses multi-
ple agents debating for automatic LLM evaluation.
MathChat (Wu et al., 2023b) proposed a conver-
sational framework to solve math problems with
the user and LLM agent’s interactions. Park et al.
(2023) and Li et al. (2023b) prompts LLMs to play
as different agents for simulating human behaviors.
Our work is closely related to these works, but our
aim is to prompt LLMs to play different domain
experts in a collaborative framework on compli-
cated reasoning problems, and how to embed the
few-shot examples into the multi-agent framework.

Along with the agent-based prompting methods,
many open-sourced applications come out. For ex-
ample, AutoGPT (Wu et al., 2023a) plays as AI
agents that will attempt to achieve a given goal by
breaking it into sub-tasks and using the internet
and other tools in an automatic loop. AutoGen (Wu
et al., 2023a) designs a framework for building
LLM applications based on multi-agent conver-
sations. MetaGPT (Hong et al., 2023) prompts
multi-agent to play product managers, architects,
project managers, and engineers for a software
project. SkyAGI (Park et al., 2023) emerges human-

behavior simulation capability in LLM. While shar-
ing the same multi-agent framework, our work fo-
cuses on exploring the effectiveness of the frame-
work, i.e., we aim to answer whether multi-agent
is necessary and how to prompt multiple agents to
work collaboratively.

3 Methods

In this section, we first formally define the single-
agent prompting framework, and then introduce
the formal definition of the multi-agent prompting
framework, and its adaptions to both zero-shot and
few-shot settings (CoMM).

Single-agent Prompting Given a language
model P (θ) and input text x, single-agent prompt-
ing takes a function that is applied to the input
text x′ = fprompt(x) (usually defines the target
problem or task) and then predict the answer y by
the language model that plays as a single problem-
solving agent P (y|x′; θ). In the zero-shot setting,
the prompting function f does not contain any
demonstration examples, while in the few-shot set-
ting, the prompting function contains a few exam-
ples.

Multi-agent Prompting For multi-agent
prompting, we will have n language models
P1(θ1), P2(θ2), ... , Pn(θn) that play different
agents or roles in the framework. These language
models can be the same (θ1 = θ2... = θn) or differ-
ent (θ1! = θ2...! = θn). For input text x, each agent
i will have its own prompting functions f i

prompt(x)
that formats the input task or problem for the agent.
We define the interactions of these agents as a
non-parametric function ϕ(y|g1, g2, ..., gn) where
gi = Pi(yi|f i

prompt(x); θi) and yi is the output
from agent i and y is the final answer.
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Prompting Methods
Zero-shot Few-shot

Moral Scenarios College Physics Moral Scenarios College Physics

Standard (Brown et al., 2020) 38.65 44.12 38.21 48.04
CoT (Wei et al., 2022b) 45.58 50.00 64.92 56.86
Thought (Ma et al., 2023) 49.39 - 56.42 -

CoMM 52.17 (+ 2.78) 54.90 (+ 4.90) 65.03 (+ 0.11) 64.71 (+ 7.85)

Table 1: Main Test Results (Accuracy, %). Numbers in the parentheses are performance gains of the CoMM over
previous state-of-the-art.

Collaborative Zero-shot Scenario In our col-
laborative multi-agent setting, we restrict the multi-
ple agents to inherit from the same language mod-
els and the count of agents to be three. Then we
have three language models P1(θ), P2(θ), P3(θ) as
the agents: P1(θ) and P2(θ) as the problem-solving
experts and P3(θ) as the summarizar, as shown in
Figure 2.

Specifically, for a given input problem x, we
use a prompt function to turn it into a system mes-
sage that defines the collaborative team-working
environment xs = fs(x). For each agent, we de-
fine prompting functions to characterize its role
and prompt it to give its solution accordingly. In
particular, for the first expert agent, the prompt-
ing function formats the problem and the sys-
tem message as x1 = f1(x, xs), and then gives
its output P1(y1|x1; θ). For the second expert
agent, the prompting function formats the prob-
lem, the system message, and the output from y1
as x2 = f2(x, xs, y1), and then give its output
P1(y1|x1; θ). For the third summarizer, the prompt-
ing function will also consider the outputs from the
two experts x3 = f3(x, xs, y1, y2) and then the
agent gives the final answer P3(y|x3; θ).

For certain specific input tasks, multi-turn discus-
sions are necessary. In this case, the output of the
second expert agent will circulate back to the first
agent as the input prompt again, and then repeat
the afore-mentioned discussions, as demonstrated
in the Figure 2.

Collaborative Few-shot Scenario In a multi-
agent setting, it is not trivial to add the few-shot
examples to the various agents. Which agent
should we give the few-shot examples? We adopt
a multi-path reasoning approach that gives the few-
shot examples to the different agents. In particu-
lar, different agents will have their own expertise-
based reasoning path in the few-shot demonstra-

tions. Formally, the two expert prompting func-
tions x1 = f1(x, xs, e1) and x2 = f2(x, xs, e2, y1)
will take exemplars e1 and e2 as inputs. Take Fig-
ure 2 as an example, the few-shot examples will be
added to both the physicist and the mathematician
agents, but with different reasoning paths. More
details can be found in the Appendix A.

4 Experiments

In this section, we will first introduce the evaluation
datasets and benchmark that focus on complicated
science problems. After that, we introduce the
strong baseline prompting methods for comparison.
At last, we introduce the results of our methods and
the baselines on the benchmark.

4.1 Datasets

College Physics is a dataset from Massive Mul-
titask Language Understanding (MMLU), which
covers 57 subjects across different domain knowl-
edge. It focuses on college-level physics problems.
These problems are still very challenging and far
from satisfying performance with large language
models. Like the example from Figure 3, LLMs
are still suffering from the lack of knowledge and
computing ability.

Moral Scenarios is aother dataset from
MMLU (Hendrycks et al., 2020). Moral Scenarios
focus on advanced professional-level social sci-
ence problems that are yet challenging for large
language models, which is among the worst per-
forming tasks for many language models (Ma et al.,
2023).

Both datasets are multiple choice questions, and
we use the correct rate (Accuracy) as the metric for
comparison.
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4.2 Baselines

Standard (Brown et al., 2020) is the first work
that introduced performing tasks without any task-
specific training or examples, relying solely on its
general pre-training with prompting. In this work,
we format each problem as "Q: {question} A:" at
zero-shot settings, and as "Q: {question example
1)} A: {answer example 1} ... Q: {question ex-
ample n} A: {answer example n} Q: {question)}
A:" for the few-shot setting with n demonstration
examples.

Chain-of-thought (CoT) (Wei et al., 2022b)
improves the Standard prompting approaches by in-
troducing a series of intermediate natural language
reasoning steps that lead to the final output (chain
of thought). It hypothesize that giving the LLMs
longer predicting window, they have better chance
to reach the answer, in comparison with directly
requiring them to output the answer. For zero-shot
implementation, we follow the Zero-shot-CoT pro-
posed by Wang et al. (2023a), and add "Let’s think
step by step" prompt before the answer, i.e., "Q:
{question} A: Let’s think step by step.". As for the
few-shot implementation, we follow the indigenous
settings from Wei et al. (2022b), i.e., "Q: {question
example 1} A: Let’s think step by step. {answer
example 1 with chain of thought} ... Q: {question
example n} A: Let’s think step by step. {answer
example n with chain of thought} Q: {question} A:
Let’s think step by step." for the few-shot setting
with n demonstration examples.

Thought Experiment (Thought) (Ma et al.,
2023) is a reasoning framework that is specialized
in better moral reasoning by using counterfactual
reasoning. It is a multi-agent framework with multi-
step prompting, and each step involves prompting
the LLMs to solve a specific task. Specifically, this
method involves employing counterfactual thinking
to envision various, often hypothetical, situations,
and then deliberating on the consequences of these
imagined circumstances. By processing these sce-
narios, it aids in consolidating intermediate reflec-
tions, thereby leading to a deeper comprehension
of the issue at hand and guiding towards the most
appropriate solution. We adopt the same settings
for both zero-shot and few-shot as provided by the
Ma et al. (2023).

4.3 Settings

Backbone Model For a fair comparison, we
use gpt-3.5-turbo-06131 as the backbone
model, and set the temperature to be 0 in all our
experiments.

Settings for College Physics We prompt the first
agent P1(θ) to be a physicist, the second agent
P2(θ) to be a mathematician, and the third agent
P3(θ) to be the summarizer. In the zero-shot set-
ting, we do not provide demonstration examples,
while in the few-shot setting, we give the same 5
examples for the two experts, but with different rea-
soning paths, i.e., the reasoning path of a physicist
role and the reasoning path of a mathematician role
individually. We only prompt the group to discuss
once for this benchmark. More details can be found
in the Appendix A.

Settings for Moreal Scenarios In the zero-shot
setting, we prompt the first agent P1(θ) to be a task
decomposer, the second agent P2(θ) to be a sub-
problem solver, and the third agent P3(θ) to be the
summarize. In the few-shot setting, we also give
each expert 5 examples, and we prompt the first
agent P1(θ) to be a chain-of-thought reasoner with
CoT reasoning path, the second agent P2(θ) to be
a Thought reasoner with thought experiment path,
and the third agent P3(θ) to be the summarize. We
prompt the group to discuss twice for this bench-
mark. More details can be found in the Appendix
A.

4.4 Main Results

The main experimental results are shown in Ta-
ble 1. It is saliently observable that the proposed
CoMM approach can outperform the state-of-the-
art baselines on both zero-shot and few-shot set-
tings. In detail, it improves with absolute average
improvements of 3.84% at zero-shot setting and
8.23% at few-shot setting. CoMM improves more
in few-shot settings, further demonstrating the ef-
fectiveness of applying the multi-path reasoning
approaches in the multi-agent framework. Also,
CoMM improves more on the complicated College
Physics dataset that requires more domain knowl-
edge, further showcasing the efficacy of CoMM in
solving complex problems.

1https://openai.com/
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Benchmark Settings Single Agent Multiple Agents

Moral Scenarios
Zero-shot 27.71 52.17 (+24.46)
Few-shot 42.68 65.03 (+22.35)

College Physics
Zero-shot 42.16 54.90 (+12.74)
Few-shot 56.86 64.71 (+07.85)

Table 2: Single Agent v.s. Multiple Agents, (Accuracy, %). Numbers in the parentheses are the performance gains.

Settings Zero-shot Few-shot

CoT (Wei et al., 2022b) 50.00 56.86

One Physicist Only 47.06 44.12
One Mathematician Only 42.16 58.82
Two Physicists 47.05 50.98
Two Mathematicians 52.94 59.80

Both Experts (CoMM) 54.90 (+1.96) 64.71 (+4.91)

Table 3: Single Expert v.s. Multiple Experts on College Physics, (Accuracy, %). Numbers in the parentheses are the
performance gains.

5 Analysis

In this section, this work will demonstrate the ne-
cessity of multiple "multiples": multiple agents,
multiple experts, multiple path reasoning, and mul-
tiple turns discussions with empirical evidence.

5.1 Are Multiple Independent Agents
Necessary?

Our proposed CoMM approach prompts multiple
instances of LLMs to play different agents. But
why not prompt one single instance of LLMs to
play different roles altogether to solve the target
problem? This is similar to the multi-agent frame-
work proposed by Wang et al. (2023c).

We experiment with the same prompting text of
CoMM using a single instance of LLMs, and the
results are shown in Table 2. Apparently, the per-
formance of multiple agents (CoMM) significantly
outperforms the single-agent approach, across all
benchmarks and settings. We hypothesize the pos-
sible reason is that a single instance of LLMs tends
to be self-consistent, and prompting it to switch
among different roles confuses the model to make
the right predictions. Our results are in line with
the findings from Xu et al. (2023).

5.2 Are Multiple Domain Experts Necessary?

In the benchmark of College Physics, we prompt
the LLMs to play two experts: one physicist and

one mathematician, aiming at utilizing their do-
main knowledge independently in solving the prob-
lem collaboratively and complementarily. We hope
the physicist agent can elicit the domain knowl-
edge of physics and the mathematician agent can
overcome the computing errors. Here we empir-
ically demonstrate whether the multiple domain
experts are collaborating. As shown in Table 3, the
single-expert approach shows poor performance,
and could not beat the CoT benchmark. Further-
more, we prompt the LLMs to play multiple experts
but with the same expertise. The results shown in
Table 3 demonstrate that such settings will improve
over single-expert cases, but still under-perform
over the multiple different experts settings. Overall,
the results empirically demonstrate the necessity
and efficacy of the multiple-expert collaborative
framework.

5.3 Are Multiple Turns Discussions
Necessary?

As mentioned in Section 3, our proposed CoMM
framework supports multiple turns discussion,
which means that the agents can discuss multiple
times to reach a final answer. So are multiple-
turn discussions necessary? We experiment on the
benchmark with one-turn discussions and two-turn
discussions, as shown in Table 4.

It turns out that the turns of discussions depend
on the benchmark or dataset. For the Moral Sce-
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Benchmark Settings One Turn (Acc%) Two Turns (Acc%)

Moral Scenarios
Zero-shot 48.27 52.17
Few-shot 64.92 65.03

College Physics
Zero-shot 54.90 45.09
Few-shot 64.71 55.88

Table 4: Single Turn v.s. Multiple Turns.

narios dataset, two-turn discussions perform better,
while the one-turn discussion performs better on
the College Physics dataset. We hypothesize that
the possible rationale could be that the rigorous
science problems in College Physics require the
reasoning paths to be concise and clear. A plethora
of discussions may bring confusion and hallucina-
tions that are not beneficial to such problems. How-
ever, the social science problems from the Moral
Scenarios benchmark naturally benefit from thor-
ough discussions, as many of the truths from social
science originated from human discussions to reach
a consensus.

6 Case Study

In this Section, we provide case study of CoMM
on different benchmarks.

In Figure 3, we show the reasoning results of the
same problem from Figure 1 on College Physics,
in which the CoT approach is suffering from incor-
rect knowledge and incorrect calculations. In our
CoMM framework, the physicist agent also makes
calculation errors. However, the error is corrected
by the mathematician, and finally the team reaches
a correct answer. We can observe that our frame-
work successfully elicit the domain physics knowl-
edge from the physicist agent and the calculation
ability from the mathematician agent. Also, the
three agents closely collaborated with each other,
and the physicist provide domain knowledge, the
mathematician take advantage of the knowledge
and correct the calculations, and the summerizer
gives the final answer based on the discussions.

In Figure 4, we delve into a detailed case study
conducted on the Moral Scenarios, specifically fo-
cusing on a few-shot learning setting. Notably,
the CoT baseline encounters difficulties in cor-
rectly identifying the moral correctness of the ac-
tion "trash dog’s poop while walking." This limi-
tation highlights the challenges faced by LLMs in
understanding and judging moral scenarios. Our
model, the CoMM, introduces a more layered ap-

proach to this issue. In the initial phase of our study,
both the CoT reasoner and the Thought reasoner
within CoMM failed to accurately assess the moral
aspect of the scenario. This initial failure under-
scores the intricacies of moral reasoning and the
need for more advanced reasoning capabilities in
the models. However, the scenario undergoes a sig-
nificant shift following the first round of discussion
within CoMM. After this collaborative reflection,
both reasoners – the CoT and the Thought – ad-
just their initial assessments and correctly identify
the scenario as morally correct. Additionally, the
summarizer in CoMM plays a crucial role at this
point, affirming the correct conclusion reached by
the reasoners and providing a definitive final an-
swer that aligns with their revised understanding.
This case study effectively showcases the initial
challenges and the eventual success of CoMM in
moral reasoning, emphasizing the value of iterative
and collaborative reasoning LLM agents.

7 Conclusion

This study underscores the significant strides
made in enhancing the reasoning capabilities of
LLMs through the innovative CoMM prompt-
ing framework. By leveraging a multi-agent,
multi-reasoning-path approach, we successfully
prompted LLMs to assume varied roles within a
problem-solving team, fostering a collaborative en-
vironment crucial for tackling complex science
problems. The empirical results obtained from
two college-level science tasks not only validate
the efficacy of our method but also highlight the
potential of few-shot prompting in multi-agent con-
texts. More importantly, our analysis reveals the
indispensable role of distinct role-play in achieving
more nuanced and sophisticated problem-solving
strategies. This research paves the way for future
explorations into the realm of advanced AI rea-
soning, particularly in the application of LLMs to
intricate and specialized tasks.
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Physicist: The separation of the bright fringes is determined by the wavelength of the light and the distance between the slits. 
The formula for the separation of the bright fringes is given by:

!"#$%$&'() (* +%',ℎ& *%'),". = (1$2"3"),&ℎ ∗ 5'.&$)6" &( &ℎ" .6%"")) / 5'.&$)6" +"&1"") &ℎ" .3'&.
In this case, the separation of the bright fringes is given as 1.0 millimeter. Now, if the frequency of the laser light is doubled, the 
wavelength of the light will be halved. So, the new wavelength of the light will be half of the original wavelength. Since the 
separation of the bright fringes is proportional to the wavelength, if the wavelength is halved, the separation of the bright fringes 
will be doubled. Therefore, the separation of the bright fringes will be 2.0 millimeters.

Mathematician: Let's denote the original separation of the slits as 51 = 0.5micrometers. The separation of the bright fringes 
on the screen is given as .1 = 1.0millimeter. Since frequency is inversely proportional to wavelength, doubling the frequency 
means halving the wavelength. Let's denote the new separation of the slits as 52 = 51. The new separation of the bright fringes 
on the screen is denoted as .2. Using the formula from the physicist for interference in waves, we have:

.1 = >! ∗ ?/51
s2 = >" ∗ ?/52

where >! and >" are the original and new wavelengths of the light, and ? is the distance between the slits and the screen. Since 
we are doubling the frequency, the new wavelength is halved, so >" = >! / 2. Substituting this into the equation for .2, we get: 
.2 = >!/2 ∗ ?/52 = !

" ∗ >! ∗ ?/52 = !
" ∗ . = 0.5 mm.

Summarizer: Based on the reasoning paths provided by the physicist and the mathematician, the final answer is: The separation 
of the bright fringes when the frequency of the laser light is doubled will be 0.5 mm. 

CoMM

Figure 3: Example results of CoMM on College Physics (the same problem as in Figure 1).

8 Limitations

Even though our proposed CoMM framework has
further pushed the upper bound of the reasoning
ability of LLMs, the framework is still suffering
from limitations. The proposed CoMM framework
still requires task-specific design to define the ex-
perts and reasoning examples. However, this is
a common limitation for all the CoT-style (Wei
et al., 2022b) approaches. For example, the CoT
approach needs specific designs for the few-shot
examples with the chain of reasoning steps; the
Thought baseline (Ma et al., 2023) requires spe-
cific thought experiment designs, and it only works
on one specific benchmark (the Moral Scenario
from MMLU (Hendrycks et al., 2020)). We leave
the automatic prompting design for the CoMM
framework as future work.
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Moral Scenarios

Question: For which of these two scenarios does the main character do something clearly morally wrong?
Scenario 1 - I encouraged the politician to sleep with my husband. 
Scenario 2 - While walking my dog, I trashed its poop.
Answer: Scenario 1 is wrong, scenario 2 is not wrong 

Few shot CoT: Let’s think step-by-step. In Scenario 1, if I encouraged the politician to sleep with my 
husband, I would be promoting infidelity and betraying my spouse. This is considered morally wrong. In 
Scenario 2, if I trashed my dog's poop while walking it, I would be littering and not properly cleaning up 
after my pet. This is also considered morally wrong. In conclusion, both Scenario 1 and Scenario 2 are 
wrong.

Few shot CoMM
CoT Reasoner Round 1: Let's think step by step. In Scenario 1, if I encourage the politician to sleep with 
my husband, it would involve manipulation, betrayal, and potentially harm to my relationship. This 
behavior goes against ordinary moral standards as it involves dishonesty and infidelity. Therefore, it is 
wrong. In Scenario 2, if I trashed the poop while walking my dog, I would be failing to dispose of waste 
properly and not taking responsibility for tidying up after my pet companion. This is also considered 
morally wrong. 
Thought Reasoner Round1: Let's do a thought experiment to determine which scenario involves the main 
character doing something morally wrong. In Scenario 1, the action is for the main character to encourage a 
politician to sleep with their husband. If the main character does so, it would be considered a breach of trust 
and potentially damaging to their relationship. Alternatively, if the main character doesn't encourage the 
politician, they would be acting in a way that preserves the integrity of their marriage. The first outcome is 
morally worse than the second as a result of the main character's action. Therefore, Scenario 1 is wrong. In 
Scenario 2, the action is for the main character to trash their dog's poop while walking it. If the main 
character does so, it would be considered irresponsible and disrespectful towards the environment and other 
people. Alternatively, if the main character properly disposes of the dog's poop, they would be acting 
responsibly and considerately. The first outcome is morally worse than the second as a result of the main 
character's action. Therefore, Scenario 2 is wrong. 
CoT Reasoner Round 2: Let's break down the task step by step: 1. In Scenario 1, the main character 
encourages the politician to sleep with their husband. This action involves manipulation, betrayal, and 
potential harm to their relationship. According to ordinary moral standards, encouraging infidelity and 
engaging in dishonesty is considered morally wrong. 2. In Scenario 2, the main character trashes their dog's 
poop while walking it. This action demonstrates responsible pet ownership and adheres to common 
practices of cleaning up after one's pet. It promotes cleanliness and consideration for others. 3. Based on the 
analysis, it can be concluded that Scenario 1 is morally wrong, while Scenario 2 is not morally wrong.
Thought Reasoner Round 2: Let's do a thought experiment to determine which scenario involves the main 
character doing something morally wrong. In Scenario 1, the action is for the main character to encourage a 
politician to sleep with their husband. If the main character does so, it would be considered a breach of trust 
and potentially damaging to their relationship. Alternatively, if the main character doesn't encourage the 
politician, they would be acting in a way that preserves the integrity of their marriage. The first outcome is 
morally worse than the second as a result of the main character's action. Therefore, Scenario 1 is wrong. In 
Scenario 2, the action is for the main character to trash their dog's poop while walking it. If the main 
character does so, it would be considered irresponsible and disrespectful towards the environment and other 
people. Alternatively, if the main character properly disposes of the dog's poop, they would be acting 
responsibly and considerately. The first outcome is morally worse than the second as a result of the main 
character's action. Therefore, Scenario 2 is not wrong.
Summarizer: Based on the chain of thought reasoning path, the 'Chain of Thought Solver' has determined 
that Scenario 1 is morally wrong, while Scenario 2 is not morally wrong. On the other hand, the 'Thought 
Experiment Solver' has conducted a thought experiment and also concluded that Scenario 1 is wrong, while 
Scenario 2 is not wrong. Considering both perspectives, the final answer is Scenario 1 is wrong, Scenario 2 
is not wrong.

Figure 4: Example results of CoMM on Moral Scenarios with few-shot setting.
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College Physics
System_prompt = '''You're on a team targeting collective task resolution, with three key roles:
1. 'The Physicist'

Role Definition: You are a physicist with a specialization in the field of college-level physics. Your vast 
knowledge covers multiple aspects of physics including classical mechanics, thermodynamics, electromagnetism, 
quantum mechanics, and statistical physics. You understand these topics in depth and have the ability to explain 
them in a way that is easily comprehensible to those less familiar with them.

Responsibility: Solve the given task by following the provided demonstration samples with reasoning paths; Use 
physics principles to interpret and solve cross-disciplinary problems collaboratively; Work with the mathematician to 
develop and validate mathematical models of physical phenomena; Communicate findings effectively to promote 
team understanding and decision making.

Principles: Emulating the reasoning paths in the demonstration samples; Advocate for empirical, systematic, and 
data-driven approaches to problem-solving; Cultivate an environment of curiosity, innovation, and continuous 
learning; Uphold ethical scientific practices and respect for diverse viewpoints.
2. 'The Mathematician'

Role Definition: You are a mathematician, specializing in the broad and complex field of mathematics at the 
college level. Your expertise ranges from pure mathematical theory, including algebra, calculus, geometry, number 
theory, and statistics, to applied mathematics such as optimization and probability theory. You have an innate ability 
to abstract and generalize problems, solving them with elegance and precision. You excel at creating mathematical 
models that represent real-world situations and can interpret the implications of those models. You are not only well-
versed in complex equations and proofs, but also experienced in conveying these concepts to others through 
teaching.

Responsibilities: Solve the given task by following the provided demonstration samples with reasoning paths; 
Apply mathematical reasoning to analyze and address complex, cross-disciplinary problems; Collaborate with the 
physicist to refine mathematical models and validate their conclusions; Convey mathematical insights in a clear 
manner to facilitate team decision making.

Principles: Mimicking the reasoning paths in the demonstration samples; Foster a culture of analytical thinking 
and evidence-based decisions; Encourage an atmosphere of curiosity, innovation, and continuous learning; Maintain 
high mathematical integrity and respect for varying perspectives.
3. 'The Final Answer Synthesizer'

Role Definition: You are the Final Answer Synthesizer, an integrative role in the team responsible for coalescing 
the insights provided by the experts. With a clear understanding of the different disciplines, you effectively distill the 
responses from the physicist and the mathematician into a coherent, final solution. Your role involves keenly 
interpreting expert input, synthesizing various problem-solving approaches, and presenting a clear, well-rounded 
answer that incorporates the collective wisdom of the team. 

Responsibility: Summarize the solutions; Give a final answer.
Principles: Make sure to give a specific answer to the given task; Ensure delivery of a precise response to the task 

at hand. '''

Physicist_prompt = '''Your role is the 'The Physicist'. Here are some reasoning examples of solving the target task 
as a physicist:
"{cot_examples_phy}"
Here is the task: 
"{task}"
Please provide your reasoning of solving the task. '''
Mathematician_prompt = '''Your role is the 'The Mathematician'. Here are some reasoning examples of solving the 
target task as a mathematician:
"{cot_examples_math}"
Here is the task: 
"{task}"
Please provide your reasoning of solving the task. '''

Sum_prompt = '''Your role is 'The Final Answer Synthesizer'.
For the task: 
"{task}" 
Here is the reasoning path from the 'The Physicist': 
"{college_phy_sol_prompt1}"
Here is the reasoning path from the 'The Mathematician': 
"{college_phy_sol_prompt2}"
Please give the final choice answer by summarizing both of their reasoning paths.'''

Figure 5: Prompts for College Physics.
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Moral Scenarios

System_message = '''You're on a team targeting collective task resolution, with three key roles:
1. 'Chain of Thought Solver'
Duty: Solve the task by following the provided chain-of-thought reasoning path.
Guideline: Ensure step-by-step task completion, emulating the chain-of-thought examples.
2. 'Thought Experiment Solver'
Duty: Solve the task utilizing the example thought experiment reasoning path.
Guideline: Ensure step-by-step task completion, mimicking the thought experiment examples.
3. 'Final Answer Synthesizer'
Duty: Compile the solutions; provide the final answer.
Guideline: Ensure delivery of a precise response to the task at hand.
The task will be sequentially assigned to the two task solver twice for refinement, with the 'Final Answer 
Synthesizer' giving the final answer.'’’

CoT_prompt_1 = '''Your role is the 'Chain of Thought Solver'. Here are some chain-of-thought 
reasoning examples of solving the target task:
"{cot_examples}"
Here is the task: 
"{task}"
Please provide your chain-of-thought of solving the task.'’’

Thought_prompt_1 = '''Your role is the 'Thought Experiment Solver'. Here are some thought 
experiment examples of solving the target task:
"{thought_examples}"
Here is the task: 
"{task}"
Please provide your thought experiment of solving the task.'''

CoT_prompt_2 = '''Your role is the 'Chain of Thought Solver'. Here are some chain-of-thought 
reasoning examples of solving the target task:
"{cot_examples}"
Here is the task: 
"{task}"
Here is your last response:
"{sol_response21}"
Please refine your chain-of-thought of solving the task.'''

Thought_prompt_2 = '''Your role is the 'Thought Experiment Solver'. Here are some thought 
experiment examples of solving the target task:
"{thought_examples}"
Here is the task: 
"{task}"
Here is your last response:
"{sol_response22}"
Please refine your thought experiment of solving the task.'’’

Sum_prompt = '''Your role is the 'Final Answer Synthesizer'.
For the task: 
"{task}" 
Here is the reasoning path from the 'Chain of Thought Solver': 
"{sol_response23}"
Here is the reasoning path from the 'Thought Experiment Solver': 
"{sol_response24}"
Please give the final answer by summarizing both of their thoughts.'''

Figure 6: Prompts for Moral Scenarios.1734



College Physics
Reasoning_examples_physicist = ''' The following are multiple choice questions (with answers) about college 
physics.
Question: A refracting telescope consists of two converging lenses separated by 100 cm. The eye-piece lens has a 
focal length of 20 cm. The angular magnification of the telescope is:
(a) 4 
(b) 5 
(c) 6 
(d) 20
Answer: Let's think step by step. In a refracting telescope, if both lenses are converging, the focus of both lenses 
must be between the two lenses, and thus the focal lengths of the two lenses must add up to their separation. Since 
the focal length of one lens is 20 cm, the focal length of the other must be 80 cm. The magnification is the ratio of 
these two focal lengths, or 4. The answer is (a).
Question: The muon decays with a characteristic lifetime of about 10^-6 second into an electron, a muon neutrino, 
and an electron antineutrino. The muon is forbidden from decaying into an electron and just a single neutrino by the 
law of conservation of:
(a) charge 
(b) mass 
(c) energy and momentum 
(d) lepton number
Answer: Let's think step by step. Lepton number must be conserved, meaning the total number of leptons minus the 
number of antileptons. If a muon decays into an electron and a single neutrino, the total lepton number would go 
from one to two, violating lepton number conservation. The answer is (d).
Question: One end of a Nichrome wire of length 2L and cross-sectional area A is attached to an end of another 
Nichrome wire of length L and cross- sectional area 2A. If the free end of the longer wire is at an electric potential of 
8.0 volts, and the free end of the shorter wire is at an electric potential of 1.0 volt, the potential at the junction of the
two wires is most nearly equal to:
(a) 2.4 V 
(b) 3.3 V 
(c) 4.5 V 
(d) 5.7 V
Answer: Let's think step by step. This is a simple voltage divider problem, where the longer wire has a resistance 
four times that of the shorter end. So the voltage divider ratio is 1 / 5, meaning that the potential in the middle is 1.0 
V + (8.0 V - 1.0 V) * 1/5 = 2.4 V. The answer is (a).
Question: A refracting telescope consists of two converging lenses separated by 100 cm. The eye-piece lens has a 
focal length of 20 cm. The angular magnification of the telescope is:
(a) 4 
(b) 5 
(c) 6 
(d) 20
Answer: Let's think step by step. In a refracting telescope, if both lenses are converging, the focus of both lenses 
must be between the two lenses, and thus the focal lengths of the two lenses must add up to their separation. Since 
the focal length of one lens is 20 cm, the focal length of the other must be 80 cm. The magnification is the ratio of 
these two focal lengths, or 4. The answer is (a).
Question: For which of the following thermodynamic processes is the increase in the internal energy of an ideal gas 
equal to the heat added to the gas?
(a) Constant temperature 
(b) Constant volume 
(c) Constant pressure 
(d) Adiabatic
Answer: Let‘s think step by step. Heat added to the gas can go into the gases internal energy or work done against an 
external force. However, if the volume of the gas container is constant, no work will be done (since work is pressure 
times change in volume). So, at constant volume, all of the heat goes into the internal energy. The answer is (b). '''

Figure 7: Few Shot Examples for Physicist.
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College Physics
Reasoning_examples_mathematician = '''The following are multiple choice questions (with answers) about college physics.
Question: A refracting telescope consists of two converging lenses separated by 100 cm. The eye-piece lens has a focal length of 20 cm. The angular 
magnification of the telescope is:
(a) 4 
(b) 5 
(c) 6 
(d) 20
Answer: Let's solve the problem step by step. 
Define the eye-piece focal lenght as fe = 20 cm.
The objective lens defined as fo = total length - fe = 100 cm - 20 cm = 80 cm.
According to the formula for angular magnification, the the angular magnification of the telescope = fo/fe = 4.
So the answer is (a).
Question: The muon decays with a characteristic lifetime of about 10^-6 second into an electron, a muon neutrino, and an electron antineutrino. The 
muon is forbidden from decaying into an electron and just a single neutrino by the law of conservation of:
(a) charge 
(b) mass 
(c) energy and momentum 
(d) lepton number
Answer: Let's solve the problem step by step.
Define μ, e− and ν as the muon, electron and a single neutrino. 
If  μ → e− + ν
(a) FALSE. Conservation of charge: − 1 → − 1 + 0 is not violated.
(b) FALSE. Conservation of mass cannot be violated in any decay/interactions.
(c) FALSE. Conservation of energy and momentum cannot be violated in any decay/interactions.
(d) TRUE. Lepton Numbers: 1 → 1 + 1 is violated.
So the answer is (d).
Question: One end of a Nichrome wire of length 2L and cross-sectional area A is attached to an end of another Nichrome wire of length L and cross-
sectional area 2A. If the free end of the longer wire is at an electric potential of 8.0 volts, and the free end of the shorter wire is at an electric potential 
of 1.0 volt, the potential at the junction of the two wires is most nearly equal to:
(a) 2.4 V 
(b) 3.3 V 
(c) 4.5 V 
(d) 5.7 V
Answer: Let's solve the problem step by step.
First, define the length of the longer wire as L_long = 2L and its cross-sectional area as A_long = A.
Then, define the length of the shorter wire as L_short = L and its cross-sectional area as A_short = 2A.
From these definitions, the ratio of the resistance from the long wire to the short wire is R_long/R_short = (2L/A)/(L/2A) = 4, so R_long = 4*R_short.
Next, the total resistance is R_total= 5*R_short.
We also know the electric potential at the longer wire's end as V_long_end = 8.0 V, and at the shorter wire's end as V_short_end = 1.0 V. Thus, the 
potential difference between the two ends is V_diff = V_long - V_short = 8.0 V - 1.0 V = 7.0 V.
According to the law that voltage is directly proportional to resistance, the voltage on the shorter wire, V_short = (V_diff/R_total)*R_short = 
(7/(5R_short))*R_short = 1.4 V.
Then, the potential in the middle is V_middle = V_short_end + V_short = 1 V + 1.4 V = 2.4 V.
So the answer is (a).       
Question: A refracting telescope consists of two converging lenses separated by 100 cm. The eye-piece lens has a focal length of 20 cm. The angular 
magnification of the telescope is:
(a) 4 
(b) 5 
(c) 6 
(d) 20
Answer: Let's solve the problem step by step. 
Define the eye-piece focal lenght as fe = 20 cm.
The objective lens defined as fo = total length - fe = 100 cm - 20 cm = 80 cm.
According to the formula for angular magnification, the the angular magnification of the telescope = fo/fe = 4.
So the answer is (a).
Question: For which of the following thermodynamic processes is the increase in the internal energy of an ideal gas equal to the heat added to the gas?
(a) Constant temperature 
(b) Constant volume 
(c) Constant pressure 
(d) Adiabatic
Answer: Let's solve the problem step by step.
Based on the first law of thermodynamics, ΔU = Q - W, where ΔU is the change in the internal energy of the system, Q is the heat added to the 
system, and W is the work done by the system.
(a) Constant temperature (isothermal process): For an isothermal process, the change in internal energy (ΔU) is zero because the temperature remains 
constant, and internal energy of an ideal gas is a function of its temperature. So even if heat is added, it's all converted to work done by the system, 
and none increases the internal energy.
(b) Constant volume (isochoric process): In an isochoric process, the volume remains constant which means no work is done by the system (Work 
done, W = PΔV, and here ΔV = 0). So according to the first law of thermodynamics (ΔU = Q - W), all the heat added to the system (Q) will go to 
increasing the internal energy (ΔU), since W=0. Thus, the heat added to the gas is equal to the increase in its internal energy.
(c) Constant pressure (isobaric process): In an isobaric process, both heat is added to the system and work is done by the system (as the volume can 
change at constant pressure). Therefore, the increase in internal energy is not equal to the total heat added because some of the heat energy goes into 
doing work.
(d) Adiabatic process: In an adiabatic process, there is no heat exchange between the system and its surroundings (Q=0). Thus, the increase in internal 
energy is not due to the addition of heat, but is due to work done on the system.
So the answer is (b).'''

Figure 8: Few Shot Examples for Mathematician.
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Moral Scenarios

Reasoning_examples_CoT = '''Choose the correct answer from the choices.
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, 
according to ordinary moral standards in the US as of 2020? 
Scenario 1 — I really loved my newborn baby boy.
Scenario 2 — The new girl is embarrassed to live in a trailer park, so I invite the class to her house. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s think step by step. In Scenario 1, it is healthy to love my newborn baby boy, so it is not wrong. In Scenario 2, 
when I invite the class to the new girl’s house, it will embarrass the girl in front of the whole class, so it is wrong. In 
conclusion, Scenario 1 is not wrong and Scenario 2 is wrong. So the answer is (c).
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, 
according to ordinary moral standards in the US as of 2020? 
Scenario 1 — I asked for a cigarette from the guy outside the store. 
Scenario 2 — When the security guard left his post, I pocketed a rare coin. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s think step by step. In Scenario 1, if I ask for a cigarette, the guy might give one to me out of politeness. I may
thank him and we may chat a bit while smoking. So it is not wrong. In Scenario 2, if I pocketed a rare coin, it is theft, it may 
also get the security guard into trouble. Therefore it is wrong. In conclusion, Scenario 1 is not wrong and Scenario 2 is wrong. 
So the answer is (c).
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, 
according to ordinary moral standards in the US as of 2020? 
Scenario 1 — I bought an old pick-up truck for work. 
Scenario 2 — I looked up at the gorgeous waterfall and threw a rock at it. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s think step by step. In Scenario 1, if I bought an old pick-up truck for work, I can drive it to work. Therefore it is 
not wrong. In Scenario 2, if I looked up at a gorgeous waterfall and threw a rock, the rock would fall into the waterfall and
hopefully nothing would be hit or hurt. Therefore it is not wrong either. In conclusion, Scenario 1 is not wrong and Scenario 2 
is not wrong. So the answer is (d).
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, 
according to ordinary moral standards in the US as of 2020? 
Scenario 1 — During the house’s demolition, I pushed him into a wall. 
Scenario 2 — When I choose a babysitter for my twin nieces, I don’t care about her racial background. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s think step by step. In Scenario 1, if I push him into a wall, he may get hurt. Especially given this is during the
house’s demolition. It can be an extra dangerous environment. So it is wrong. In Scenario 2, if I don’t care about the racial 
background of my babysitter, I can focus on choosing the best candidate for the job. So it is not wrong. In conclusion, Scenario 
1 is wrong and Scenario 2 is not wrong. So the answer is (b).
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, 
according to ordinary moral standards in the US as of 2020? 
Scenario 1 — I took his wallet after he harassed me at the bar. 
Scenario 2 — I made love to my newborn baby boy. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s think step by step. In Scenario 1, if I took his wallet, I took someone else’s private property. Even though he
harassed me, it is not right to take someone’s wallet. So it is wrong. In Scenario 2, if I make love to my new born baby boy, it 
would be incredibly unethical and traumatizing for the child. So it is wrong. In conclusion, Scenario 1 is wrong and Scenario 2 
is wrong. So the answer is (a).'''

Figure 9: Few Shot Examples for CoT on Moral Scenarios.1737



Moral Scenarios
Reasoning_examples_Thought = ''' Choose the correct answer from the choices.
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, according to ordinary moral 
standards in the US as of 2020? 
Scenario 1 — I really loved my newborn baby boy.
Scenario 2 — The new girl is embarrassed to live in a trailer park, so I invite the class to her house. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s do a thought experiment. For each scenario, did I do something morally wrong? In Scenario 1, the action is to love my newborn baby boy. 
If I do so, I will take care of the baby really well. Alternatively, if I don’t do the action, I will ignore the boy, and the boy will suffer. The first outcome 
more morally correct. Scenario 1 is not wrong. In Scenario 2, the action is to invite the class to the new girl’s house who lives in a trailer park. It is not 
polite to invite people to someone else’s house. In addition, my action is not considerate of the girl’s embarrassment of being poor. Alternatively, if I 
don’t do the action, my action will not result in harm. I can be friendly and invite the entire class to my house. The first outcome is morally worse than the 
second as a result of my action. Scenario 2 is wrong. In conclusion, Scenario 1 is not wrong and Scenario 2 is wrong. So the answer is (c).
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, according to ordinary moral 
standards in the US as of 2020? 
Scenario 1 — I asked for a cigarette from the guy outside the store. 
Scenario 2 — When the security guard left his post, I pocketed a rare coin. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s do a thought experiment. For each scenario, did I do something morally wrong? In Scenario 1, the action is to ask for a cigarette from the 
guy. As long as I am considerate of other people’s feelings, the guy can decide to give or not to me the cigarette. Alternatively, if I didn’t do the action, 
nothing bad would happen. A third possibility is if I asked rudely, or got mad if the guy refused. The first outcome is not morally worse than other 
possibilities of my action. Scenario 1 is not wrong. In Scenario 2, the action is to pocket a rare coin when the guard is away. If I do so, it is theft, and it 
may also get the security guard into trouble. Alternatively, if I don’t do so, nothing will be lost. I would not commit any theft. The first outcome is 
morally worse than the second as a result of my action. Scenario 2 is wrong. In conclusion, Scenario 1 is not wrong and Scenario 2 is wrong. So the 
answer is (c).
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, according to ordinary moral 
standards in the US as of 2020? 
Scenario 1 — I bought an old pick-up truck for work. 
Scenario 2 — I looked up at the gorgeous waterfall and threw a rock at it. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s do a thought experiment. For each scenario, did I do something morally wrong? In Scenario 1, the action is to buy an old pick-up truck for 
work. If I do so, I can drive it to work. Alternatively, if I don’t do the action, nothing bad will happen either. The first outcome is not morally worse than 
the second as a result of my action. Scenario 1 is not wrong. In Scenario 2, the action is to look up at a gorgeous waterfall and throw a rock. If I do so, the 
rock would fall into the waterfall and hopefully nothing would be hit or hurt. Alternatively, if I don’t do the action, nothing bad would happen either. The 
first outcome is not morally worse than the second as a result of my action. Scenario 2 is not wrong. In conclusion, Scenario 1 is not wrong and Scenario 
2 is not wrong. So the answer is (d).
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, according to ordinary moral 
standards in the US as of 2020? 
Scenario 1 — During the house’s demolition, I pushed him into a wall. 
Scenario 2 — When I choose a babysitter for my twin nieces, I don’t care about her racial background. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s do a thought experiment. For each scenario, did I do something morally wrong? In Scenario 1, the action is to push him into a wall. Given 
the context, during house demolition, if I do so, he may get hurt as a direct result of my action. Alternatively, if I don’t do the action, he will not get hurt 
as a result of my action. The first outcome is morally worse than the second directly as a result of my action. Scenario 1 is wrong. In Scenario 2, the action 
is to not care about the racial background. Given the context is to choose a babysitter, if I do so, I can focus on choosing the best candidate for the job. 
Alternatively, if I don’t do so, and the context is to choose a babysitter, I may run the risk of discrimination, which is morally wrong. The first outcome is 
morally better than the second as a result of my action. Scenario 2 is not wrong. In conclusion, Scenario 1 is wrong and Scenario 2 is not wrong. So the 
answer is (b).
Question: For which of these two scenarios does the main character (who uses I/me/my) do something clearly morally wrong, according to ordinary moral 
standards in the US as of 2020? 
Scenario 1 — I took his wallet after he harassed me at the bar. 
Scenario 2 — I made love to my newborn baby boy. 
Answer Choices: 
(a) Scenario 1 is wrong, Scenario 2 is wrong 
(b) Scenario 1 is wrong, Scenario 2 is not wrong 
(c) Scenario 1 is not wrong, Scenario 2 is wrong 
(d) Scenario 1 is not wrong, Scenario 2 is not wrong
Answer: Let’s do a thought experiment. For each scenario, did I do something morally wrong? In Scenario 1, the action is to take someone’s wallet. 
Given the context is he harassed me, it would still not be morally right to take his someone else’s private property. Alternatively, I don’t do the action, 
given the context, I can report to the bar manager or police about this person’s harassment. It would be more appropriate. The first outcome is morally 
worse than the alternative as a result of my action. Scenario 1 is wrong. In Scenario 2, the action is to make love to my new born baby boy. If I do so, it 
would be incredibly unethical and traumatizing for the child. Alternatively, if I don’t do so, I would treat the boy with love and respect. I would be ethical
and the boy won’t have trauma. The first outcome is morally worse than the second as a result of my action. Scenario 2 is wrong. In conclusion, Scenario 
1 is wrong and Scenario 2 is wrong. So the answer is (a).'''
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