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Abstract

Prompt engineering is an essential technique
for enhancing the abilities of large language
models (LLMs) by providing explicit and spe-
cific instructions. It enables LLMs to excel
in various tasks, such as arithmetic reasoning,
question answering, summarization, relation
extraction, machine translation, and sentiment
analysis. Researchers have been actively ex-
ploring different prompt engineering strategies,
such as Chain of Thought (CoT), Zero-CoT,
and In-context learning. However, an unre-
solved problem arises from the fact that cur-
rent approaches lack a solid mathematical so-
lution for determining optimal prompts. To
address this issue in prompt engineering, we
propose a new and effective approach called
Prompt Space. Our methodology utilizes text
embeddings to obtain basis vectors by matrix
decomposition, and then constructs a space for
representing all prompts. Prompt Space sig-
nificantly outperforms state-of-the-art prompt
paradigms on ten public reasoning benchmarks.
Notably, without the help of the CoT method
and the prompt "Let’s think step by step",
Prompt Space shows superior performance over
the few-shot method. Overall, our approach
provides a robust and effective mathematical
framework for selecting simple and effective
prompts. This advancement marks a significant
step towards improving prompt engineering for
a wide variety of applications in LLMs. Our
code is publicly available at https://github.
com/YouBLEI/Prompt-Space

1 Introduction

Prompt engineering becomes a relatively new
and hot discipline for designing and optimizing
prompts to effectively use large language models
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(LLMs) for a wide variety of applications and re-
search domains (Brown et al., 2020; Thoppilan
et al., 2022; Zhou et al., 2022; Sun et al., 2022;
Dong et al., 2022). Researchers explore the use
of simple and specific instructions to enhance the
performance of LLMs on complex tasks, including
arithmetic and commonsense reasoning, as well
as question answering (Chowdhery et al., 2022;
Scao et al., 2022; Ouyang et al., 2022; Bai et al.,
2022). Developers strive to design robust and effec-
tive prompts either manually (Schick and Schütze,
2020; Reynolds and McDonell, 2021) or automati-
cally (Gao et al., 2020) that interface with LLMs
and other tools (Wu et al., 2023; Xie et al., 2023).
The goal is to uncover the full potential of LLMs
across various domains, enabling them to tackle
complex tasks with improved performance and ac-
curacy.

To elicit the reasoning ability of LLMs, (Wei
et al., 2022) has proposed the concept of the chain-
of-thought (CoT) prompting. Unlike traditional
input-output exemplars, the CoT prompting cre-
ates a series of intermediate reasoning steps that
guide LLMs through a complex problem. This ap-
proach enables LLMs to develop a reasoning path
that decomposes the complex problem into multi-
ple reasoning steps. Notably, the CoT prompting
demonstrates that the reasoning ability of LLMs
perfectly matches the scaling laws, with the reason-
ing ability of LLMs significantly increasing with
the size of the PaLM 540B model. Inspired by
the CoT prompting, several works explore methods
to enhance LLMs’ reasoning abilities with sim-
ple techniques. (Kojima et al., 2022) introduces
the "Let’s think step by step" prompt, which helps
LLMs adopt a step-by-step thinking approach, lead-
ing to the final answer. Their approach, known as
Zero-shot-CoT, successfully generates a reason-
ing path in zero-shot reasoning scenarios. In prac-
tice, the CoT prompting has showed better per-
formance than Zero-shot-CoT (Wei et al., 2022;
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Kojima et al., 2022). However, the CoT prompting
involves huge efforts in the manual design of both
questions and related reasoning chains. To avoid
the manual method, (Zhang et al., 2022) proposes
an automatic CoT prompting, called Auto-CoT. It
applies a clustering algorithm to identify represen-
tative questions for each cluster and generates rea-
soning chains using the Zero-shot-CoT method for
each question.

The previous works on CoT have greatly con-
tributed to our understanding of effective prompts
for improving the reasoning ability of LLMs. How-
ever, these works have certain limitations, such as
the lack of guidance on finding optimal prompts
for reasoning tasks. In this paper, we propose
a novel approach called Prompt Space that over-
comes these limitations and simultaneously lever-
ages the strengths of previous works. Our approach
starts by embedding questions and then utilizes ma-
trix decomposition to yield basis vectors, or basis
questions. These basis questions are used to con-
struct a space that can represent all questions. With
Zero-shot-CoT, we combine these basis questions
with every question to automatically generate rea-
soning demonstrations for LLMs. Our approach
offers a promising solution to find optimal prompts
on reasoning tasks and significantly improves the
few-shot reasoning of LLMs.

Prompt Space surpasses the performance of cur-
rent prompt paradigms on ten public reasoning
benchmarks. Our work uncovers critical insights
into the impact of the number of basis questions on
reasoning tasks. Additionally, we identify the rela-
tionship between the selected questions and the rea-
soning ability of LLMs, and investigate how to de-
termine the optimal number of exemplars for each
reasoning task. Extensive experiments demonstrate
that our approach establishes a reliable and mathe-
matical methodology for selecting simple and ef-
fective prompts. Our goal is to not only design
the robust and effective prompts for challenging
reasoning tasks, but also highlight the significance
of carefully exploring and analyzing the optimal
prompts for unlocking the potential of LLMs in a
wide variety of applications.

2 Related Work

2.1 Chain-of-thought Prompting

Chain-of-thought (CoT) prompting is an effective
method to elicit the reasoning ability of LLMs
through a chain of thought, where a series of inter-

mediate reasoning steps are used to generate the
answer (Wei et al., 2022). This approach has been
shown to significantly improve the performance
of LLMs on complex reasoning tasks. To further
enhance their performance, self-consistency (SC)
has been introduced, which replaces the standard
greedy decoding of the LLM output with a stochas-
tic output space ensemble (Wang et al., 2022b). Ex-
isting studies on the CoT prompting can be broadly
divided into two categories: manually constructed
the CoT prompting and automatically generated
the CoT prompting. Our work aims at providing a
robust and mathematical framework for selecting
simple and effective prompts.

2.2 Automatically Generated CoT Prompts
For enhancing CoT reasoning in LLMs, several
previous works have explored the idea of self-
generating a chain of thought (Kojima et al., 2022;
Zhang et al., 2022; Zhou et al., 2022; Hebenstreit
et al., 2023). (Kojima et al., 2022) finds that us-
ing specific phrases, like "Let’s think step by step",
as a prompt can guide LLMs to generate reason-
ing steps without any few-shot hand-crafting ex-
emplars. Following this work, (Zhou et al., 2022)
proposes a framework called Automatic Prompt En-
gineer (APE) for generating and selecting instruc-
tions automatically. APE addresses the instruction
generation problem by using LLMs to generate and
search for candidate solutions.

Additionally, some studies implement Zero-shot-
CoT to generate the reasoning process in their
demonstration (Kojima et al., 2022). (Zhang et al.,
2022) proposes a novel method called Auto-CoT,
for automatically creating the Chain of Thought
(CoT) prompting in LLMs. This method sam-
ples diverse questions and reasoning chains to con-
struct effective demonstrations for LLMs. It can
elicit chain-of-thought reasoning without impair-
ing performance and eliminating the need for hand-
crafting prompts. In contrast, (Shao et al., 2023)
utilizes seed demonstrations to automatically syn-
thesize more examples through forward and back-
ward processes. Inspired by these works, we con-
struct a space with text embeddings and the matrix
decomposition to represent all questions. We also
utilize Zero-shot-CoT to generate chains of thought
for prompt examples (Kojima et al., 2022).

2.3 Example Selection
For designing prompts, certain studies demonstrate
that the performance of LLMs is influenced by var-
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1 ≤ 𝐼𝑗 ≤ 𝑚

Question[1]:  “Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?”

…

Question[m]: “Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many 

lollipops did Jason give to Denny?”

Demonstration Construction

Question[𝐼1],  A: Let’s think step by step. …..1

Question[𝐼𝑘],  A: Let’s think step by step. …..k

●

● Finding basis questions and their answers

Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in total?

A: Let's think step by step. Originally, Leah had 32 chocolates. Her sister had 42. So in total they had 32 + 

42 = 74. After eating 35, they had 74 - 35 = 39.

…

Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?

A: Let’s think step by step. 

Same prompt exemplars are adhered to each question

Test question
LLM In-Context Reasoning

A: Olivia had 23 dollars. 5 bagels for 3 dollars each will be 5 x 3 = 15 dollars. So she has 23 - 15 dollars left. 23 - 15 

is 8.

Step 1: Embedding Questions.

Step 2: Finding basis vectors.

Step 3: Selecting basis questions.

Figure 1: The schematic of Prompt Space. Prompt Space consists of three steps, including embedding questions,
finding basis vectors, and selecting basis questions. First, all questions in a reasoning dataset are encoded into the
question matrix Qm×n. Second, the k basis vectors in the question matrix Qm×n are calculated by SVD and PCA.
Finally, the top k questions are selected to form the question space. The prompt exemplar is made up of the selected
k questions and the test question. LLMs could follow the prompt exemplar and then develop a chain of reasoning
steps to get the final answer.

ious factors, such as tasks, prompts, and model
structures (Zhao et al., 2021; Lu et al., 2021; Su
et al., 2022; Griffin et al., 2023; Jiang et al., 2022).
The main challenge is to develop selection criteria
that are both effective and generalizable based on
empirical experiments. (Wang et al., 2022b) shows
that the sequence of reasoning steps is critical for
achieving optimal performance. Additionally, (Ru-
bin et al., 2021) proposes a similarity-based se-

lection method, which retrieves the most similar
training instances as a prompt for a given test case.
Furthermore, another approach proposed by (Fu
et al., 2022) suggests the selected prompts with
more steps can significantly improve performance
in the reasoning process. However, our method,
Prompt Space, explores question embeddings to
obtain basis questions in a reasoning task, which
dramatically avoids using ineffective questions as
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a demonstration. This approach provides an inno-
vative mathematical solution for selecting effective
prompts, yielding more generalizable and compre-
hensive reasoning chains. Our Prompt Space aims
to develop a deep understanding of how to design
the CoT prompting.

3 Prompt Space

In this work, we propose a novel method called
Prompt Space, which automatically creates demon-
strations with questions and reasoning chains.
Prompt Space seeks to design an appropriate space
for identifying the basis questions for building
prompt exemplars. For a vector space V , its vec-
tor basis is defined as a subset v1,v2...,vn in V .
These basis vectors are linearly independent in span
V . Consequently, if (v1,v2...,vn) is a list of vec-
tors in V , then these vectors form a vector basis if
and only if every x ∈ V can be uniquely written as

x = c1v1 + c2v2 + ...+ cnvn, (1)

where c1, c2, ..., cn are elements of the base field.
In Prompt Space, one vector represents a ques-

tion embedding. By combining the basis questions
with the test question, we create a demonstration
that enables LLMs to effectively generate a chain
of thought. Next, we will show how to select such
basis questions for constructing Prompt Space.

Selecting effective prompts as an exemplar can
significantly enhance the reasoning abilities of
LLMs. To solve arithmetic problems, humans tend
to learn from previous question-answer pairs and
generalize them to solve similar problems. Inspired
by this thought mechanism, our work aims to select
more representative questions as an exemplar to fa-
cilitate LLMs in developing a chain of reasoning
steps. We assume that there exists a real prompt
space P with k dimensional vectors, where the se-
lected representative questions can serve as basis
vectors of this space. These basis vectors provide
an effective solution for LLMs to reason through
the problem space.

Principal component analysis (PCA) is a widely
used algorithm for identifying the key components
of extensive data features by geometric steps (Abdi
and Williams, 2010). The implementation of PCA
can efficiently compress a n-dimension matrix into
a k-dimension matrix and obtain k principal vectors
from the original space. Inspired by PCA, Prompt
Space follows the below steps:

1. Embedding Questions. The question set of a
task is Q = {q1, q2, ..., qm}, where m is the

number of questions in a task. The MiniLM-
L6-v2 model fMiniLM (Wang et al., 2020)
encodes these questions as follows: qi =
fMiniLM (qi) ∈ Rn, for i = 1, 2, ...,m. Af-
ter the encoding process, the question matrix
Q is created by putting together all question
embeddings, i.e., Q = [q1,q2, ...,qm]T ∈
Rm×n.

Assuming the dimension (rank) of the prompt
space P is k, the process of finding k basis
vectors is identical to searching for the k prin-
cipal components (questions) of the question
matrix Q.

2. Finding basis vectors. We use Singular Value
Decomposition (SVD) to calculate k basis vec-
tors in the prompt space P (Wall et al., 2003).
Using SVD, Q can be calculated as:

Q = UΛV T , (2)

where U is denoted as a left singular ma-
trix, U = [u1,u2, ...,um]T ∈ Rm×m, and
ui ∈ R1×m is the eigenvector of QQT ∈
Rm×m (for i = 1, ...,m). A complete proof
is shown in Appendix A. Similarly, V is the
right singular matrix, which can be written
as V = [v1,v2, ...vm]T ∈ Rn×n, vi ∈ Rn×1

(for i = 1, ...n) is the eigenvector of QTQ.
Next, the k principal components of Q can be
obtained:

Qk = UkQ, (3)

where Uk = [u1,u2, ...uk]
T ∈ Rk×m, and

Qk ∈ Rk×n contains the top k principal com-
ponents ranked by related eigenvalues. The
row vectors in Qk = [q′

1,q
′
2, ...q

′
k]

T ∈ Rk×n

are k basis vectors of the prompt space P .
3. Selecting basis questions. In this step, we

select the top k questions from the question
matrix Q as basis questions, whose embed-
dings are closest to these basis vectors. It can
result in:

f(x) = argmax(x ·QT ),

for x ∈ {q′
i ∈ R1×n, i = 1, 2...k}

(4)

where argmax(•) is to calculate the maxi-
mum similarities between question embed-
dings and basis vectors (i.e, cosine similarity)
(Sidorov et al., 2014). Finally, we can gen-
erate the prompt exemplar, including k basis
questions and the original question in Q, to
get the final output (answer).
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Figure 1 shows that an example of Prompt Space
produces basis questions to solve an arithmetic
problem. By following the three steps, we could
select k basis questions and then combine them
with the test question. To assist LLMs in generating
the final output, we also use the prompt, "Let’s
think step by step". Throughout the process, we
still opt to automatically create the prompt rather
than manually design it. As a result, LLMs can
generate a step-by-step thought process for arriving
at the answer. The algorithm of Prompt Space is
shown in Appendix B.

Prompt Space has several attractive properties as
an approach for enhancing reasoning in LLMs.

1. Prompt Space enables LLMs to identify op-
timal prompts for a range of reasoning tasks
and efficiently generate final outputs.

2. Prompt Space provides a robust mathemati-
cal framework for designing the prompt. It
can suggest the optimal number of exemplars
to improve the reasoning abilities of LLMs.
Our method provides valuable insights into
effective prompting strategies for achieving
successful outcomes.

3. Prompt Space has the potential to be utilized
in a variety of few-shot tasks through prompt
engineering, including but not limited to trans-
lation, summarization, and expansion.

4 Experiments

We briefly describe the experimental setup and
highlight the main results. Additional experimental
details and results can be found in Appendices C
and D.

Prompt Space is evaluated on three categories of
reasoning tasks, namely arithmetic reasoning, com-
monsense reasoning, and symbolic reasoning. The
experiment demonstrates Prompt Space on various
tasks: 1. Prompt Space outperforms the state-of-
the-art baselines on these tasks. 2. Prompt Space
can efficiently construct a space and find its basis
questions for each task. 3. Prompt Space can de-
termine the optimal number of basis questions for
significantly improving the performance of LLMs
on each dataset. 4. Prompt Space relies on the
selection of embedding models.

4.1 Experimental setup
Tasks and Datasets. Prompt Space is studied on
ten standard datasets from three categories of rea-
soning tasks:

1. Arithmetic reasoning contains six datasets:
(1)AddSub (Hosseini et al., 2014), (2) MultiArith
(Roy et al., 2015), (3) SingleEq (Koncel-Kedziorski
et al., 2015), (4) AQUA-RAT (Ling et al., 2017), (5)
SVAMP (Patel et al., 2021), (6) GSM8K (Cobbe
et al., 2021). These datasets are sorted by release
time. SingleEq and AddSub have plenty of easier
problems, while MultiArith, AQUA-RAT, SVAMP,
and GSM8K are more difficult and require multi-
step reasoning steps.

2. Commonsense reasoning: (1) Common-
senseQA (CSQA) (Talmor et al., 2019), (2) Strate-
gyQA (STQA) (Geva et al., 2021). CSQA is a chal-
lenging dataset for commonsense question answer-
ing. Its questions contain complex semantics that
often requires prior knowledge. STQA requires
multi-step reasoning with an inferred strategy in
the question.

3. Symbolic reasoning: (1) Last Letter Concate-
nation (Letter) and (2) Coin Flip (Coin) (Wei et al.,
2022). Last Letter Concatenation asks the model
to concatenate the last letters of words in a name.
We generate full names by randomly concatenating
names from samples. Coin Flip requires the model
to answer whether a coin is still heads up after peo-
ple either flip it or do not flip it. In this work, we
consider an out-of-domain test set, where examples
have more steps than those in exemplars.

The detailed description of each dataset is shown
in Appendix C.1.

Baselines. We compare our Prompt Space with
five baseline methods: Few-shot (Wei et al., 2022),
Manual-CoT (Wei et al., 2022), Zero-shot (Kojima
et al., 2022), Zero-shot-CoT (Kojima et al., 2022),
and Auto-CoT (Zhang et al., 2022). Few-shot eas-
ily selects question-answer pairs as a demonstra-
tion for feeding to LLMs. Manual-CoT involves
manually creating a series of reasoning chains as
a demonstration to elicit the reasoning ability of
LLMs. Zero-shot is a standard prompting tech-
nique for evaluating the abilities of LLMs. Zero-
shot-CoT randomly selects questions as demonstra-
tions, and then uses the prompt "Let’s think step
by step". Additionally, Auto-CoT utilizes cluster-
ing techniques to sample questions and generate
demonstrations with the Zero-shot-CoT method.
To ensure fair comparisons with the baselines, we
run experiments with consistent in-context exem-
plars and a constant seed across all methods and
datasets. Few-shot and Manual-CoT select the ex-
amples by human, while Auto-CoT select the ex-
amples by the K-means clustering algorithm. Our
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Q: A marketing company … Calculate the amount of money Antonella 
earned if she sold goods worth $2500.
A: Let's think step by step. Antonella earned … The answer is 4.
…
Q: Kyle bought last year's best-selling book for $19.50. This is with a 
25% ... What was the original price of the book?
A: Let's think step by step. The original price of the book was $19.50 
with a 25% discount … The answer is 26.

Q: Andy works in the pro shop of a tennis resort … 22 minutes to 
string with polyester string, and 18 minutes for hybrid sets? 
A: Let’s think step by step. 

LLM In-Context Reasoning

A: Andy needs to string a total of 12 racquets. 3 of them will take 15 
minutes each,  … The answer is 227.

Q: A marketing company … Calculate the amount of money Antonella 
earned if she sold goods worth $2500.
A: Antonella earned … The answer is 4.
…
Q: Kyle bought last year's best-selling book for $19.50. This is with a 
25% ... What was the original price of the book?
A: The original price of the book was $19.50 with a 25% discount … 
The answer is 26.

Q: Andy works in the pro shop of a tennis resort … 22 minutes to 
string with polyester string, and 18 minutes for hybrid sets? 
A:

LLM In-Context Reasoning

A: To string 3 racquets with synthetic gut. it will take Andy 3 x 15 = 45 
minutes… The answer is 227.

Prompt-Space-CoT-Zero Prompt-Space-CoT

𝑘 basis questions 𝑘 basis questions 

Test question Test question

(a) (b)

Figure 2: Prompt-Space-CoT-Zero (including the prompt, “Let’s think step by step” prompt) and Prompt-Space-CoT
(not including the prompt, “Let’s think step by step”) with an input-output exemplar of an LLM.

Prompt Space uses the same rationales with Zero-
CoT and Auto-CoT not Manual-CoT. Our CoT is
generated by LLMs not humans. Figure E3 shows
demonstrations of CSQA on difference methods
including Random selection, Manual-CoT, Auto-
CoT and Our Prompt Space. Please refer to Ap-
pendix C.2 for detailed baselines.

Implementation. We use the gpt-3.5-turbo-0301
version of the public ChatGPT model from the
OpenAI API with 175 billion parameters (Brown
et al., 2020; Ouyang et al., 2022). We select this
LLM because it has better performance than the
text-davinci-002 version of GPT-3, as reported in
(OpenAI, 2023; Bai et al., 2022). In the decod-
ing process, we set the temperature to 0 and use a
greedy searching algorithm to obtain results. For
zero-shot approaches, our results are deterministic.
Following (Wei et al., 2022), we set the number
of demonstrations k to 8, except for AQUA-RAT
(4) and Letter (4), StrategyQA (6), and CSQA (7).
However, Our Prompt Space can determine the opti-
mal number of basis questions for each task. In the
following sections, we will present a detailed anal-
ysis and provide further insights into the selection
of basis questions. The selected embedding models
are T5 models (base/large/XL/XXL) (Raffel et al.,
2020), E5 models (small/base/large) (Wang et al.,
2022a) and MiniLM-L6-v2 model (Wang et al.,
2020). The embedding size of each question in all
T5 models is 768, while for E5 models (small, base,
large), their embedding sizes are 384, 768, 1024
respectively. Our MiniLM-L6-v2 model encodes
questions with an embedding size of 384. Please
refer to Appendix C.3 for detailed model descrip-
tions. In our approaches, we investigate two types
of Prompt Space shown in Fig. 2. The first type
combines CoT with the “Let’s think step by step”

prompt, denoted as Prompt-Space-CoT-Zero. In
contrast, the second type only uses CoT, namely
Prompt-Space-CoT.

4.2 Main Results

In the experiments, we evaluate Prompt Space on
ten datasets from three categories of reasoning
tasks. Due to the greedy decoding, the main re-
sults show deterministic results without error bars.
Notably, Table 1 and 2 show that Prompt Space
achieves superior performance over the state-of-
the-art methods on ten reasoning tasks, respectively.
Compared to Auto-CoT, Prompt space with the op-
timal number of exemplars achieves up to average
3.2% in Table 2.

Prompt Space vs Few-shot. Table 1 summa-
rizes comparisons between our approach (Prompt
Space) and two baselines (Zero-shot and Few-shot)
for each dataset. In Table 1, Prompt Space doesn’t
include CoT and the “Let’s think step by step”
prompt, and just selects basis questions as a demon-
stration. Our results show that Prompt Space with
the same settings achieves up to average 2.3%,
2% over Zero-shot and Few-shot on ten reasoning
datasets, respectively. Especially, Prompt Space,
with the optimal number of exemplars, achieves up
to average 3.3%, 3% over Zero-shot and Few-shot
on ten reasoning datasets, respectively. The most
significant improvement is observed in the STQA
and Letter datasets, with a relative increase of
13.5%, 112.5% over Few-shot, respectively. More-
over, Prompt Space outperforms two baselines on
eight out of ten reasoning datasets.

Arithmetic Reasoning. Our approach substan-
tially outperforms the three baselines on five arith-
metic reasoning tasks except for AddSub in Tab. 2.
Importantly, our Prompt Space with the same set-
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Table 1: Accuracy (%) comparison of Prompt Space with two baselines on ten reasoning datasets. Two baselines
are Zero-shot and Few-shot, respectively. Ten benchmark datasets contain three categories, including arithmetic
reasoning, commonsense reasoning, and symbolic reasoning. The last column shows average scores. See Appendix C
for a detailed setup.

Model Arithmetic Commonsense Symbolic Avg
AddSub MultiArith SingleEq AQUA-RAT SVAMP GSM8K CSQA STQA Letter Coin

Zero-shot 87.6 80.0 87.4 27.6 74.0 22.9 73.6 61.3 0.8 22.8 53.8
Few-shot 85.8 82.7 89.489.489.4 30.7 76.176.176.1 24.0 79.3 54.0 1.6 57.0 58.1
Prompt Space w/o CoT-Zero 89.489.489.4 83.783.783.7 88.8 32.732.732.7 75.2 25.225.225.2 79.1 61.361.361.3 3.43.43.4 62.062.062.0 60.160.160.1
Prompt Space w/o CoT-Zero (best) 89.9(10)89.9(10)89.9(10) 86.3 (9)86.3 (9)86.3 (9) 88.8 (8) 32.7 (3)32.7 (3)32.7 (3) 75.6 (6) 25.9 (6)25.9 (6)25.9 (6) 80.0 (8)80.0 (8)80.0 (8) 62.8 (10)62.8 (10)62.8 (10) 5.2 (9)5.2 (9)5.2 (9) 63.8 (6)63.8 (6)63.8 (6) 61.161.161.1

tings achieves score gains of 1.8%, 1.2%, 2% and
2.1% over the previous state-of-the-art methods on
MultiArith, SingleEq, SVAMP, and GSM8K, re-
spectively. Although Prompt Space doesn’t show
competitive performance on AddSub, it is close
to Auto-CoT. Additionally, Promp Space achieves
the highest performance on AQUA-RAT, SVAMP,
and GSM8K, indicating that it can solve more com-
plex arithmetic reasoning. The difference between
Prompt-Space-CoT-Zero and Prompt-Space-CoT
is trivial, approximately 2%. Overall, the average
score of Prompt-Space-CoT surpasses that of the
three baselines on all arithmetic reasoning datasets,
indicating its superior performance.

Commonsense Reasoning. Prompt Space
significantly outperforms the prior state-of-the-
art Auto-CoT over two commonsense reasoning
datasets. Our approach with the same settings
achieves respective improvements of 1.9%, 1.6%
over Mannual-CoT and 1.4%, 0.9% over Auto-
CoT. Compared to Zero-shot, Zero-shot-CoT and
Manual-CoT don’t elicit better commonsense rea-
soning, while Prompt Space leverages the CoT
method to dramatically increase performance in-
stead of decreasing it. These results demon-
strate that Prompt Space can improve performance
on commonsense reasoning tasks requiring prior
knowledge.

Symbolic Reasoning. The performance of
Prompt Space achieves a significant increase of
3.2% over Mannual-CoT and 9.4%, over Auto-CoT
on the Letter dataset, respectively. Interestingly, the
accuracy of Mannual-CoT, Auto-CoT, and our ap-
proach reaches to 100% on the Coin Flip dataset.
The result indicates that Prompt Space dramatically
enhances the reasoning abilities of LLMs on sym-
bolic tasks.

4.3 Effect of Embedding Models

Figure 3 shows that the increase of embedding size
cannot improve the performance of Prompt Space
on various reasoning tasks. Besides, the appro-
priate embedding size could be 768 in T5 and E5

models. As T5 models increase their model size,
the performance of Prompt Space decreases signifi-
cantly. Moreover, the solving rate of Prompt Space
exhibits clear fluctuations on different embedding
models.

4.4 Further Analysis of Basis Questions

Figue 4 illustrates the performance of Prompt
Space with different basis questions on nine
datasets. Our results reveal that the appropriate
number of basis questions is 8 on arithmetic reason-
ing tasks except for AQUA-RAT, while that of basis
questions is approximately 6 or 7 on commonsense
reasoning tasks. Interestingly, the AQUA-RAT and
Letter datasets exhibit a preference of a smaller
number of basis questions, which indicates their
space could be spanned by just four or five basis
vectors. Overall, our findings demonstrate that the
appropriate number of basis questions can signifi-
cantly improve performance, which indicates that
there exist basis vectors (questions) in the prompt
space. However, there remains a challenge that we
cannot automatically determine the optimal num-
ber of basis questions for each dataset. More anal-
ysis about basis questions of Prompt-Space-CoT
is shown in Appendix D.1. Besides, we provide
more visualizations of Prompt Space and the con-
structed demonstrations in Appendix D.2 and E,
respectively.

4.5 Effect of Question Sequence

Table 3 shows that Prompt Space achieves better
performance than other cases, when the basis ques-
tions are sorted in ascending order of their eigen-
values. However, the descending sort (original se-
quence) has superior performance over baselines
on three out of four benchmarks. Furthermore, the
difference between the original sequence and the
reverse sequence is trivial (∼ 0.1%). Thus, these
findings suggest that the descending sort is a ac-
ceptable approach used in our experiments.
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Table 2: Accuracy (%) comparison of Prompt Space with four state-of-the-art methods on ten reasoning datasets.
These datasets contain three categories, such as arithmetic reasoning, commonsense reasoning, and symbolic
reasoning. The last column records average scores. See Appendix C for a detailed setup.

Model Arithmetic Commonsense Symbolic Avg
AddSub MultiArith SingleEq AQUA-RAT SVAMP GSM8K CSQA STQA Letter Coin

Zero-shot-CoT 82.5 96.0 90.4 38.2 76.5 57.1 72.0 57.6 71.0 64.4 69.9
Manual-CoT 86.8 97.0 90.9 45.3 80.2 75.8 72.2 61.7 78.8 100100100 78.9
Auto-CoT 88.588.588.5 96.0 90.2 46.546.546.5 78.2 74.1 72.7 62.4 72.6 100100100 78.1

Prompt-Space-CoT-Zero 87.3 98.0 89.2 36.2 82.282.282.2 72.4 71.1 63.363.363.3 82.082.082.0 100100100 78.3
Prompt-Space-CoT 87.9 98.898.898.8 92.192.192.1 40.6 81.0 77.977.977.9 74.174.174.1 62.5 79.6 100100100 79.579.579.5
Prompt-Space-CoT (best) 87.9 (8) 98.898.898.8(8) 92.592.592.5(4) 48.848.848.8(7) 82.682.682.6(10) 77.977.977.9(8) 77.977.977.9(8) 64.464.464.4(9) 84.484.484.4(1) 100100100(3) 81.381.381.3

GSM8K SVAMP CSQA Letter

T5 base (768) 

T5 XL (768)

E5 small (384)

E5 large (1024)

Ours (MiniLLM:384)

E5 base (768)

T5 XXL (768)

T5 large (768)
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Figure 3: Accuracy (%) of Prompt-Space-CoT-Zero with different embedding models on three types of reasoning
tasks: arithmetic reasoning (GSM8K, SVAMP), commonsense reasoning (CSQA), and symbolic reasoning (Letter).
The embedding models are T5 (base/large/XL/XXL), E5 (small/base/large), and MiniLM-L6-v2 (ours), respectively.
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Figure 4: Accuracy (%) of Prompt-Space-CoT-Zero with various numbers of basis questions on nine reasoning
datasets.
Table 3: Accuracy (%) of Prompt-Space-CoT-Zero with different question sequences on three types of reasoning
tasks: arithmetic reasoning (GSM8K, SVAMP), commonsense reasoning (CSQA), and symbolic reasoning (Letter).
Our model ranks the sequence of basis questions by their eigenvalue scores from largest to smallest. Three different
sequences are evaluated: (a) original sequence, (b) reversed sequence, (c) random sequence.

Sequence Arithmetic Commonsense Symbolic Avg
SVAMP GSM8K CSQA Letter

Random sequence 81.4 70.5 73.1 81.40 76.6
Reversed sequence 82.1 70.9 74.874.874.8 82.082.082.0 77.477.477.4
Original sequence (ours) 82.282.282.2 72.472.472.4 72.5 82.082.082.0 77.3

5 Conclusion

In this paper, we propose a novel prompting
method, namely Prompt Space, to explore the selec-
tion of prompts for enhancing reasoning in LLMs.
For any dataset, Prompt Space can map its ques-
tions onto a real space for determining basis ques-
tions as a demonstration. Through experiments on
arithmetic, commonsense, and symbolic reasoning

tasks, we find that the demonstrations constructed
by Prompt Space can significantly improve the rea-
soning abilities of LLMs on ten public benchmarks.
Furthermore, without the help of the CoT method
and the "Let’s think step by step" prompt , Prompt
Space also exhibits superior performance than few-
shot and zero-shot learning in LLMs. Overall,
Prompt Space could serve as an efficient tool for
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solving reasoning tasks, but also has the potential
to be a few-shot learner for a wide range of appli-
cations and tasks.

Limitations and Ethics Statement

Compared to state-of-the-art methods, Prompt
Space shows more competitive performance on
three categories of reasoning tasks. Besides, it will
significantly increases the capability and robust-
ness of the chain-of-thought method on massive
datasets. However, there are some potential limita-
tions to consider. First, the optimal number of basis
questions is observed by experimental results. Ad-
ditionally, the performance of Prompt Space could
be influenced by the selections of embedding mod-
els. Finally, we use an approximating method to
obtain top k basis questions, which could increase
the uncertainty of this method. Overall, we will
continue to work on this problem to address these
limitations and develop more effective and robust
prompting methods.

For reproducibility, all experiments are run by
gpt-35-turbo version of the public ChatGPT model
from the OpenAI API with 175 billion parameters.
And these baseline methods are open-sourced im-
plementation. To aid reviewing, we summarize
the statistic of ten benchmark datasets, and include
configures of different embedding models and ex-
perimental settings in the supplementary materials.
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Appendix

The following is the supplementary Appendix for
the paper. All the references are made in context of
the main paper.

A Derivation of the matrix Q

The matrices QQT ∈ Rm×m and QTQ ∈ Rn×n

are diagonalized, which can be rewritten as:
{
QQT = UΛ1U

T

QTQ = V Λ2V
T

(A.1)

B Algorithm of Prompt Space

Algorithm 1 describes the detailed algorithm of the
proposed Prompt Space.

C Details of Experimental Setup

C.1 Datasets
Table C1 summarizes the basic statistics of ten
benchmark datasets.

C.2 Demonstrations of Baselines
Figure C1 shows the illustrations of five baselines,
including Zero-shot, Few-shot, Manual-CoT, Zero-
shot-CoT, and Auto-CoT. It is clear to see the dif-
ference between five baselines in Fig. C1.

C.3 Models
Table C2 shows the configurations of different em-
bedding models.

D Complementary Experimental Results

D.1 Effect of Basis Questions in
Prompt-Space-CoT

We additionally evaluated Prompt Space w/o CoT-
Zero and Prompt-Space-CoT on ten tasks as the
number of basis questions is increased from 0 to
10. The result shows that an appropriate number
of basis questions is 8 for half of the arithmetic
reasoning tasks (MultiArith, GSM8K, AddSub),
while it varies in other arithmetic tasks. For com-
monsense reasoning tasks, the optimal numbers of
basis questions are 6 and 9 on CSQA and STQA,
respectively. Importantly, we only use one number
of basis questions to achieve best performance on
the Letter dataset, and that of basis questions is
also small (3) on the Coin dataset. These findings

Algorithm 1 The detailed algorithm of the pro-
posed Prompt Space.

Input: Pre-trained text embedding models E, a
question set Q = {qi}mi=1, and a large lan-
guage model LLM

Patameter: A conditional variable CoT-Zero for
determining two cases: Prompt-Space-CoT-
Zero and Prompt-Space-CoT (default CoT-
Zero=True), and the initial number of basis
questions is k

Output: Answers {ai}mi=1 from LLM

1: Embed each question qi with E to yield vectors
qi. Then combine all question embeddings as
a matrix Q = [q1,q2, ...,qm]T ∈ Rm×n.

2: Factorize the matrix Q with SVD: Q = UΛVT ,
where Q ∈ Rm×n.

3: Find k principal components of Q, i.e., Qk =
UkQ, where Uk = [u1,u2, ...uk]

T ∈ Rk×m,
and Qk ∈ Rk×n.

4: Calculate the similarity between basis vec-
tors and question embeddings, and then ob-
tain the indices of the most similar problems,
i.e., argmax(Qk, Q

T ) = [I1, I2, ..., Ik]
T , for

1 <= Ij <= m.
5: Construct a demonstration with the following

format:
qI1 , A: Let’s think step by step. ...
qI2 , A: Let’s think step by step. ...
...
qIk , A: Let’s think step by step. ...

6: for each question i = 1, ...,m do
7: if CoT-Zero then
8: Combine the demonstration from STEP 5

with the current test question qi:
... (demonstration in STEP 5)
qi
A: Let’s think step by step.

9: else
10: Combine the demonstration from STEP 5

with the current test question qi:
... (demonstration in STEP 5)
qi
A:

11: end if
12: Generate the output answer ai with the

prompt obtained from STEP 7 in the lan-
guage model LLM

13: end for
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Table C1: Statistics of ten benchmark datasets.

Dataset Answer format # of Samples Average words # of basis questions License
AddSub Number 395 31.5 8 Unspecified
MultiArith Number 600 31.8 8 Unspecified
SingleEq Number 508 27.4 8 No license
AQUA-RAT Multiple choices 254 51.9 4 Apache-2.0
SVAMP Number 1000 31.8 8 MIT license
GSM8K Number 1319 46.9 8 MIT license
CommonsenseQA (CSQA) Multiple choices 1221 27.8 7 Unspecified
StrategyQA (STQA) Yes or no 2290 9.6 6 Apache-2.0
Last Letter (Letter) Free format 500 15.0 4 -
Coin Flip (Coin) Yes or no 500 37.0 8 -

Table C2: Configurations of different embedding models.

Model Configurations
# of Layers Hidden size # of Parameters

MiniLM-L6-v2 6 384 22M
E5-small 12 384 33M
E5-base 12 768 110M
E5-large 24 1024 330M
Sentence-t5-base 12 768 110M
Sentence-t5-large 24 768 336M
Sentence-t5-xl 24 768 1242M
Sentence-t5-xxl 24 768 4866M

indicate that our Prompt-Space-CoT needs a few
basis questions to get the best performance on sym-
bolic reasoning tasks, which dramatically reduces
the cost of exemplar constructions in LLMs. For
a fair comparison, we don’t show the best results
with optimal basis questions, while showing the
results with the same number of exemplars in Ta-
ble 2. Overall, these results further demonstrate
that the existence of Prompt Space is significant
for improving the reasoning abilities of LLMs, and
reducing the cost of exemplar constructions.

D.2 Visualization of Prompt Space

Figs. D2 visualizes Prompt Space via PCA projec-
tion on ten different datasets, namely AddSub, Mul-
tiArith, SingleEq, SVAMP, AQUA-RAT, GSM8K,
CSQA, STQA, Letter, and Coin. The visualiza-
tion demonstrates that there exists a real space in-
cluding basis vectors (questions) on each dataset.
The space on each dataset may be represented by
different basis questions. From Figs. D2, basis
questions are located on three base planes in the
three-dimensional space.

D.3 Comparisons among Complex CoT,
Dynamic Program Prompting, and
Prompt Space.

Table D5 shows the comparisons between baselines
and Prompt Space on MultiArith, SVAMP, and
GSM8K datasets.

E Demonstrations of Each Datasets

This section shows the specific demonstrations of
each datasets.
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Q: Bianca and her mom were picking carrots from their garden. Bianca picked 26 and her mother picked 15. 

If only 16 of the carrots were good, how many bad carrots did they have?

A: Let's think step by step, Bianca and her mom picked a total of 26 + 15 = 41 carrots. If only 16 of them 

were good, that means they had 41 - 16 = 25 bad carrots. The answer is 25.

Q: For Halloween Megan received 11 pieces of candy from neighbors and 5 pieces from her older sister. If she 

only ate 8 pieces a day, how long would the candy last her?

A:

-------------------------------------------------------------------------------------------------------------------------------------

(Output) Megan received a total of 16 pieces of candy. If she eats 8 pieces a day, the candy will last her for 2 

days. To find out, we divide the total number of pieces by the number of pieces she eats per day: 16 / 8 = 3. 

The answer is 3 days. 

Q: In fourth grade there were 4 students at the start of the year. During the year 3 students left and 42 new 

students came to school. How many students were in fourth grade at the end?

A: At the start of the year, there were 4 students. Then, 3 students left. So there were 4 - 3 = 1 student left. 

After that, 42 new students came to school. So the total number of students in fourth grade at the end of the 

year is 1 + 42 = 43. The answer is 43.

Q: For Halloween Megan received 11 pieces of candy from neighbors and 5 pieces from her older sister. If she 

only ate 8 pieces a day, how long would the candy last her?

A:

-------------------------------------------------------------------------------------------------------------------------------------

(Output) Megan received 11 pieces of candy from neighbors and 5 pieces from her sister. That means she has a 

total of 16 pieces of candy. If she eats 8 pieces a day, the candy will last her for 2 days. The answer is 2. 

Q: Bianca and her mom were picking carrots from their garden. Bianca picked 26 and her mother picked 15. If 

only 16 of the carrots were good, how many bad carrots did they have?

A:The answer is 25

Q: For Halloween Megan received 11 pieces of candy from neighbors and 5 pieces from her older sister. If she 

only ate 8 pieces a day, how long would the candy last her?

A:

-------------------------------------------------------------------------------------------------------------------------------------

(Output) The answer is 3. 

Q: For Halloween Megan received 11 pieces of candy from neighbors and 5 pieces from her older sister. If she 

only ate 8 pieces a day, how long would the candy last her?

A: The answer is

--------------------------------------------------------------------------------------------------------------------------------------

(Output) 6.

Q: Bianca and her mom were picking carrots from their garden. Bianca picked 26 and her mother picked 15. 

If only 16 of the carrots were good, how many bad carrots did they have?

A: Bianca picked 26 carrots and her mother picked 15, so they picked a total of 26 + 15 = 41 carrots. If only 

16 of the carrots were good, that means they had 41 - 16 = 25 bad carrots. The answer is 25.

Q: For Halloween Megan received 11 pieces of candy from neighbors and 5 pieces from her older sister. If she 

only ate 8 pieces a day, how long would the candy last her?

A:

-------------------------------------------------------------------------------------------------------------------------------------

(Output) Megan received 11 pieces of candy from neighbors and 5 pieces from her sister. That means she has 

a total of 16 pieces of candy. If she eats 8 pieces a day, the candy will last her for 2 days. The answer is 3. 

Q: For Halloween Megan received 11 pieces of candy from neighbors and 5 pieces from her older sister. If she 

only ate 8 pieces a day, how long would the candy last her?

A: Let’s think step by step.

--------------------------------------------------------------------------------------------------------------------------------------

(Output) Megan received a total of 16 pieces of candy. If she eats 8 pieces a day, the candy will last her for 2 

days. To find out, we divide the total number of pieces by the number of pieces she eats per day: 16 / 8 = 3. 

The answer is 3 days.

Hand-made question-rationale pair 

Using clustering to select questions

Generate rationale by LLM

Select more appropriate question with 
Our method

Generate rationale by LLM

(f) Prompt Space

(e) Auto-CoT

(d) Zero-shot CoT

(c) Few-shot CoT

(b) Few-shot

(a) Zero-shot

Figure C1: Demonstrations of five baselines, including Zero-shot, Few-shot, Few-shot-CoT (Manual-CoT), Zero-
shot-CoT, and Auto-CoT.
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Table D3: Accuracy (%) comparison of Prompt Space w/o CoT-Zero (gpt-turbo-0125) with different amounts of
basis questions on ten reasoning datasets. Ten benchmark datasets contain three categories, including arithmetic
reasoning, commonsense reasoning, and symbolic reasoning.

# of Basis Arithmetic Commonsense Symbolic Avg
AddSub MultiArith SingleEq AQUA-RAT SVAMP GSM8K CSQA STQA Letter Coin

gpt-3.5-turbo-0301

1 87.1 69.7 84.1 26.0 70.8 19.0 77.4 46.0 3.2 15.4 49.9
2 87.1 82.5 86.8 29.5 70.4 24.8 77.7 45.1 2.8 57.2 56.4
3 89.1 84.3 88.4 32.3 74.2 23.2 78.2 52.8 4.2 41.8 56.9
4 89.4 83.0 88.8 31.9 74.5 25.7 78.7 55.5 3.4 30.6 56.1
5 89.1 83.8 88.4 30.7 75.4 24.9 78.7 56.2 4.4 51.8 58.3
6 89.6 83.7 88.2 31.9 75.6 25.9 79.0 61.3 4.2 63.8 60.3
7 88.6 84.5 88.6 29.9 75.6 25.4 79.1 60.3 4.0 59.0 59.5
8 88.4 83.7 88.8 30.7 75.5 25.2 80.0 62.0 3.8 61.2 59.8
9 89.9 86.3 88.4 30.3 74.7 25.8 79.9 61.4 5.2 60.2 60.2
10 89.6 85.8 88.2 29.9 75.0 25.5 79.0 62.8 4.2 60.6 60.1

Best results 89.9 86.3 88.8 32.3 75.6 25.9 80.0 62.8 5.2 63.8 61.1
gpt-3.5-turbo-0125

1 81.4 86.7 88.5 53.7 80.8 73.4 72.1 44.4 53.1 95.3 72.9
2 84.4 95.2 92.5 53.3 80.3 76.8 73.7 55.9 68.3 100.0 78.0
3 84.3 94.8 93.4 54.7 79.8 77.4 74.4 58.1 75.3 93.9 78.6
4 83.7 95.1 92.1 55.1 81.4 78.4 71.8 60.9 74.5 100.0 79.3
5 83.5 95.2 93.5 54.7 81.8 78.4 71.5 60.1 76.6 100.0 79.5
6 83.8 94.7 94.2 55.6 82.5 77.5 72.3 60.7 74.9 97.0 79.3
7 83.5 94.0 94.2 54.5 82.5 78.2 72.5 61.8 73.7 97.0 79.2
8 84.1 94.4 93.5 52.0 82.5 77.6 72.6 60.9 76.9 97.8 79.2
9 84.0 95.6 93.2 53.7 83.4 76.9 72.1 62.2 76.4 92.0 78.9
10 84.1 95.1 94.0 50.1 83.6 76.8 71.7 62.9 76.9 78.7 77.4

Best results 84.4 95.6 94.2 55.6 83.6 78.4 74.4 62.9 76.9 100.0 80.6
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Table D4: Accuracy (%) comparison of Prompt-Space-CoT with different amounts of basis questions on ten
reasoning datasets. Ten benchmark datasets contain three categories, including arithmetic reasoning, commonsense
reasoning, and symbolic reasoning.

# of Basis Arithmetic Commonsense Symbolic Avg
AddSub MultiArith SingleEq AQUA-RAT SVAMP GSM8K CSQA STQA Letter Coin

gpt-3.5-turbo-0301

1 39.7 58.8 41.7 15.0 34.3 24.7 72.2 44.6 84.4 61.8 47.7
2 80.0 94.3 91.9 32.3 35.6 69.3 74.4 59.7 73.0 88.0 69.9
3 85.1 96.2 92.3 36.2 77.1 71.1 74.8 61.7 76.0 100.0 77.1
4 86.6 96.8 92.5 40.6 80.4 75.7 74.0 61.9 74.2 99.6 78.2
5 86.1 96.8 92.5 43.3 81.7 76.1 72.5 61.6 75.6 100.0 78.6
6 86.6 97.3 91.7 39.8 82.5 75.6 75.6 62.5 74.4 97.8 78.4
7 86.1 98.0 91.9 48.8 82.1 76.6 74.1 63.6 74.0 84.2 78.0
8 87.9 98.8 92.1 47.6 81.0 77.9 74.1 62.5 79.6 100.0 80.2
9 87.8 97.5 92.1 45.3 82.1 76.6 74.3 64.4 76.2 99.4 79.6
10 87.6 97.8 91.5 45.3 82.6 76.9 74.4 64.4 77.6 99.0 79.7

Best results 87.9 98.8 92.5 48.8 82.6 77.9 75.6 64.4 84.4 100.0 81.3
gpt-3.5-turbo-0125

1 84.4 90.1 90.7 53.5 81.3 73.7 74.4 36.1 70.3 96.5 75.1
2 85.8 97.0 92.6 56.3 80.5 79.8 76.3 62.5 67.6 99.0 79.7
3 85.7 96.3 92.5 52.2 79.6 79.8 76.9 64.8 75.1 100.0 80.3
4 85.1 95.6 91.7 53.8 80.3 80.7 74.6 66.1 73.3 100.0 80.1
5 86.3 95.6 91.9 57.2 81.4 79.9 74.4 63.3 74.3 99.9 80.4
6 85.7 95.2 92.7 55.9 82.2 79.6 75.6 61.7 73.3 99.9 80.2
7 86.8 95.4 92.5 56.0 80.5 79.5 72.5 67.9 72.1 99.9 80.3
8 87.5 95.2 91.4 54.6 82.2 80.2 72.9 65.6 74.9 99.9 80.4
9 87.7 95.9 92.8 50.7 83.1 79.6 74.2 66.8 75.2 99.7 80.6
10 87.3 96.2 93.1 53.8 82.8 79.1 72.0 68.0 76.1 100.0 80.8

Best results 87.7 97.0 93.1 57.2 83.1 80.7 76.9 68.0 76.1 100.0 82.0

Table D5: Enhanced comparisons between baselines and Prompt Space across MultiArith, Svamp, and GSM8K
datasets.

DatasetsModel
MultiArith SVAMP GSM8K

text-davinci-002
Complex CoT (Fu et al., 2023) 94.2 - 55.0

code-davinci-002
Manual-CoT (Wei et al., 2022) 91.7 68.9 46.9

Auto-CoT (Zhao, 2022) 92.0 69.5 47.9
Complex CoT 95.8 - 66.6

Dynamic Program Prompting (Jie and Lu, 2023) - 80.3 76.6
gpt-3.5-turbo-0301

Manual-CoT 97.0 80.2 75.8
Auto-CoT 96.0 78.2 74.1

Complex CoT(Random Sampling) - - 77.1
Complex CoT(Dialog In-Context Learning) - - 74.9

Complex CoT(Greedy Decoding) - - 78.9
Prompt-Space-CoT 98.8 82.6 77.9
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(b) (c) (d)(a)

Basis vectors Question embeddings

MultiArith (8) SingleEq (8) AQUA-RAT (4)AddSub (8)

(j)
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Coin (8)

SVAMP (8) GSM8K (8)
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CSQA (7)

STQA (6) Letter (4)

Figure D2: Visualizations of basis questions of Prompt Space on ten benchmark datasets.

Q: Take the last letters of each words in "Amy Ella Amilcar Roman" and concatenate them.
A: Let's think step by step. The last letter of "Amy" is "y".The last letter of "Ella" is "a".The last letter of "Amilcar" is 
"r".The last letter of "Roman" is "n".So, we have "y" + "a" + "r" + "n" = "yarn". Therefore, the answer is "yarn".
Q: Take the last letters of each words in "Lara Greg Ethan Terrence" and concatenate them.
A: Let's think step by step. The last letter of "Lara" is "a".The last letter of "Greg" is "g".The last letter of "Ethan" is 
"n".The last letter of "Terrence" is "e". Therefore, the answer is "agne".
Q: Take the last letters of each words in "Luisa Tatiana Drake Hillary" and concatenate them.
A: Let's think step by step. The last letter of "Luisa" is "a".The last letter of "Tatiana" is "a".The last letter of "Drake" 
is "e".The last letter of "Hillary" is "y". Therefore, the answer is "aaye".
Q: Take the last letters of each words in "Gus Brock Ava Jenna" and concatenate them.
A: Let's think step by step. The last letter of "Gus" is "s".The last letter of "Brock" is "k".The last letter of "Ava" is 
"a".The last letter of "Jenna" is "a". Therefore, the answer is "skaa".

Q: Take the last letters of each words in "Tim Candace Cecil Misael" and concatenate them.
A: Let's think step by step. The last letter of "Tim" is "m". The last letter of "Candace" is "e". The last letter of 
"Cecil" is "l". The last letter of "Misael" is "l". So the final answer would be "mel".
Q: Take the last letters of each words in "Alina Alessandra Amina Bianca" and concatenate them.
A: Let's think step by step. The last letter of "Alina" is "a". The last letter of "Alessandra" is "a". The last letter of 
"Amina" is "a". The last letter of "Bianca" is "a". So the final answer is "aaaa".
Q: Take the last letters of each words in "Felipe Heidi Nino Bradley" and concatenate them.
A: Let's think step by step. The last letter of "Felipe" is "e". The last letter of "Heidi" is "i". The last letter of "Nino" 
is "o". The last letter of "Bradley" is "y". So, the final answer would be "eiofy".
Q: Take the last letters of each words in "Lacey Nora Debra Ashleigh" and concatenate them.
A: Let's think step by step. The last letter of "Lacey" is "y". The last letter of "Nora" is "a". The last letter of 
"Debra" is "a". The last letter of "Ashleigh" is "h". So the final answer is "yahah". 

Q: Take the last letters of each words in "Ever Gio Elia Ramesh" and concatenate them.
A: Let’s think step by step. The last letter of "Ever" is "r". The last letter of "Gio" is "o". The lastletter of "Elia" is 
"a". The last letter of "Ramesh" is "h". So, the final answer is "roah".
Q:  Take the last letters of each words in "Marian Joanne Darrin Rohit" and concatenate them.
A: Let’s think step by step. The last letter of "Marian" is "n". The last letter of "Joanne" is "e". Thelast letter of 
"Darrin" is "n". The last letter of "Rohit" is "t". So the final answer would be "nent".
Q: Take the last letters of each words in "Craig Dillon Troy Griselda" and concatenate them.
A: Let’s think step by step. The last letter of the first word is "g". The last letter of the second wordis "y". The 
last letter of the third word is "a". The last letter of the fourth word is "a". Therefore,the final answer is "gyaa".
Q: Take the last letters of each words in "Liliana Quincy Bart Makayla" and concatenate them.
A: Let’s think step by step. The last letter of "Liliana" is "a". The last letter of "Quincy" is "y".The last letter of 
"Bart" is "t". The last letter of "Makayla" is "a". So the final answer is "ayta".

Auto-CoT Prompt Space

Random Selection
Prompt Demonstrations on Last Letter

Manual-CoT

Q: Take the last letters of the words in "Elon Musk" and concatenate them.
A: The last letter of “Elon” is “n”. The last letter of “Musk” is “k”. Concatenating them is “nk”. The answer is nk.

Q: Take the last letters of the words in "Larry Page" and concatenate them.
A: The last letter of "Larry" is "y". The last letter of "Page" is "e". Concatenating them is "ye". The answer is ye.

Q: Take the last letters of the words in "Sergey Brin" and concatenate them.
A:  The last letter of “Sergey” is “y”. The last letter of “Brin” is “n”. Concatenating them is “yn”.  The answer isyn.

Q: Take the last letters of the words in "Bill Gates" and concatenate them.
A: The last letter of "Bill" is "l". The last letter of "Gates" is "s". Concatenating them is "ls". The answer is ls.

Figure E3: The demonstrations of Last Letter on difference methods, including Random selection, Manual-CoT,
Auto-CoT, and Our Prompt Space.
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Table E6: Basis questions of the AddSub dataset

Q: As part of a lesson on earthquakes , a science class is researching the movement of a
nearby fault line . The fault line moved 1.25 inches during the past year and 5.25 inches
the year before . How far did the fault line move in all ?
A: Let’s think step by step. The fault line moved 1.25 inches during the past year and
5.25 inches the year before. That means it moved a total of 6.5 inches in two years.
Q: There are 5 oak trees currently in the park . Park workers will plant 4 oak trees today .
How many oak trees will the park have when the workers are finished ?
A: Let’s think step by step. There are 5 oak trees currently in the park. Park workers will
plant 4 oak trees today. This means that when the workers are finished, there will be a
total of 9 oak trees in the park.
Q: There is 0.16666666666666666 cup of oil in Scarlett ’s measuring cup . If Scarlett
adds 0.6666666666666666 cup more , how much oil will be in the measuring cup ?
A: Let’s think step by step. There is currently 0.16666666666666666 cups of oil in
the measuring cup. If Scarlett adds 0.6666666666666666 more cups, that means she
is adding (0.6666666666666666 + 0.16666666666666666) cups of oil, which equals
0.8333333333333334 cups of oil.
Q: Fred picked 36 limes , Alyssa picked 32 limes , and Nancy picked 35 limes and 18
pears , at the farm . How many limes were picked in total ?
A: Let’s think step by step. First, we need to find out how many limes were picked in
total. We can do this by adding up the number of limes that each person picked. 36 + 32 +
35 = 103 So, 103 limes were picked in total.
Q: As part of a lesson on earthquakes , a science class is researching the movement of a
nearby fault line . The fault line moved 1.25 inches during the past year and 5.25 inches
the year before . How far did the fault line move in all ?
A: Let’s think step by step. The fault line moved 1.25 inches during the past year and
5.25 inches the year before. That means it moved a total of 6.5 inches in two years.
Q: There are 41 short trees and 44 tall trees currently in the park . Park workers will
plant 57 short trees today . How many short trees will the park have when the workers
are finished ?
A: Let’s think step by step. There are 41 short trees and 44 tall trees currently in the
park. Park workers will plant 57 short trees today. This means that when the workers are
finished, there will be 41 + 57 = 98 short trees in the park.
Q: Alyssa picked 17 plums and Jason picked 10 plums . Melanie picked 35 pears . How
many plums were picked in all ?
A: Let’s think step by step. Alyssa picked 17 plums. Jason picked 10 plums. That means
that, in total, 27 plums were picked.
Q: Greg and Sharon own neighboring cornfields . Greg harvested 0.4 acre of corn on
Monday and Sharon harvested 0.1 acre . How many more acres did Greg harvest than
Sharon ?
A: Let’s think step by step. Greg harvested 0.4 acre of corn on Monday. That means
Sharon harvested 0.1 acre of corn on Monday. That means Greg harvested 0.3 more acres
of corn than Sharon.
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Table E7: Basis questions of the MultiArith dataset

Q: A group of 3 friends went into a restaurant. The chef already had 6 chicken wings
cooked but cooked 3 more for the group. If they each got the same amount how many
would each person get?
A: Let’s think step by step. There are a total of 9 chicken wings. Each person would get 3
chicken wings.
Q: In a video game, each enemy defeated gives you 9 points. If a level has 11 enemies
total and you destroy all but 3 of them, how many points would you earn?
A: Let’s think step by step. Each enemy defeated gives you 9 points. If a level has 11
enemies total and you destroy all but 3 of them, you would have destroyed 8 enemies. 8
times 9 equals 72 points.
Q: Wendy uploaded 45 pictures to Facebook. She put 27 pics into one album and put the
rest into 9 different albums. How many pictures were in each album?
A: Let’s think step by step. First, we know that Wendy uploaded 45 pictures in total.
Second, we know that Wendy put 27 pictures into one album. That means that Wendy
put the remaining 18 pictures into 9 different albums. That means that each album would
have 2 pictures.
Q: Wendy was playing a video game where she scores 5 points for each treasure she finds.
If she found 4 treasures on the first level and 3 on the second, what would her score be?
A: Let’s think step by step. On the first level, Wendy scores 5 points for each treasure, so
she scores 20 points in total. On the second level, Wendy scores 5 points for each treasure,
so she scores 15 points in total. To find Wendy’s total score, we need to add the points
she scored on each level together. So we take 20 + 15 and we get 35.
Q: Faye was playing a video game where she scores 7 points for each treasure she finds.
If she found 2 treasures on the first level and 6 on the second, what would her score be?
A: Let’s think step by step. On the first level, Faye found 2 treasures. So her score for the
first level is 7*2=14. On the second level, Faye found 6 treasures. So her score for the
second level is 7*6=42. To find her total score, we just need to add up her scores for each
level. So her total score is 14+42=56.
Q: A waiter had 9 tables he was waiting on, with 4 women and 3 men at each table. How
many customers total did the waiter have?
A: Let’s think step by step. There are 9 tables. Each table has 4 women and 3 men. That
means there are 36 women and 27 men in total. Therefore, the waiter had 63 customers in
total.
Q: While shopping for music online, Nancy bought 3 country albums and 5 pop albums.
Each album came with a lyric sheet and had 8 songs. How many songs did Nancy buy
total?
A: Let’s think step by step. Nancy bought 3 country albums. Each album has 8 songs. So
she bought 24 songs from the country albums. Nancy bought 5 pop albums. Each album
has 8 songs. So she bought 40 songs from the pop albums. Nancy bought a total of 24 +
40 = 64 songs.
Q: In a video game, each enemy defeated gives you 9 points. If a level has 11 enemies
total and you destroy all but 3 of them, how many points would you earn?
A: Let’s think step by step. Each enemy defeated gives you 9 points. If a level has 11
enemies total and you destroy all but 3 of them, you would have destroyed 8 enemies. 8
times 9 equals 72 points.
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Table E8: Basis questions of the SingleEq dataset

Q: Mary, Sam, Keith, and Alyssa each have 6 baseball cards. How many baseball cards
do they have in all ?
A: Let’s think step by step. There are four people, so we need to add up all of their
baseball cards. Mary has 6 baseball cards, Sam has 6 baseball cards, Keith has 6 baseball
cards, and Alyssa has 6 baseball cards. 6 + 6 + 6 + 6 = 24 So, they have 24 baseball cards
in all.
Q: As part of a lesson on earthquakes, a science class is researching the movement of a
nearby fault line. The fault line moved 1.25 inches during the past year and 5.25 inches
the year before. How far did the fault line move in all?
A: Let’s think step by step. The fault line moved 1.25 inches during the past year. The
fault line moved 5.25 inches the year before. To find the total movement of the fault line,
we need to add 1.25 + 5.25. The fault line moved 6.5 inches in all.
Q: It rained 0.2 inches on Saturday and 0.4 inches on Sunday. How much did it rain on
Saturday and Sunday combined?
A: Let’s think step by step. The first thing we need to do is add the two numbers together.
This will give us the total amount of rain that fell over the two days. 0.2 + 0.4 = 0.6
Therefore, it rained a total of 0.6 inches on Saturday and Sunday combined.
Q: Sandy has 8 dozen books. Fred has 5 times more books than Sandy. How many books
does Fred have ?
A: Let’s think step by step. Sandy has 8 dozen books. This is 96 books. Fred has 5 times
more books than Sandy. This means that Fred has 5 times 96 books, or 480 books.
Q: As part of a lesson on earthquakes, a science class is researching the movement of a
nearby fault line. The fault line moved 1.25 inches during the past year and 5.25 inches
the year before. How far did the fault line move in all?
A: Let’s think step by step. The fault line moved 1.25 inches during the past year. The
fault line moved 5.25 inches the year before. To find the total movement of the fault line,
we need to add 1.25 + 5.25. The fault line moved 6.5 inches in all.
Q: A DVD book holds 126 DVDs. There are 81 DVDs already in the book. How many
more DVDs can be put in the book?
A: Let’s think step by step. There are already 81 DVDs in the book. That means there are
45 DVDs that can still fit in the book.
Q: Sally bought 4 dozen eggs from the grocery store to bake some cakes. How many
eggs did Sally buy ?
A: Let’s think step by step. 1 dozen = 12 eggs 4 dozen = 4 x 12 = 48 eggs So Sally bought
48 eggs from the grocery store.
Q: Bert runs 2 miles every day. How many miles will Bert run in 3 weeks?
A: Let’s think step by step. In one week, Bert will run 14 miles. In two weeks, Bert will
run 28 miles. In three weeks, Bert will run 42 miles.
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Table E9: Basis questions of the AQUA-RAT dataset

Q: 30 is subtracted from a number, it is reduced to its one third. What is the value of 50
A: Let’s think step by step. First, we know that if 30 is subtracted from a number, it is
reduced to one third of its original value. Next, we want to find 50% of that number. To
do this, we can take one third of the number and multiply it by 2.
Q: If Jill needed to buy 10 bottles of soda for a party in which 8 people attended, how
many bottles of soda will she need to buy for a party in which 12 people are attending?
Answer Choices: (A) 6 (B) 8 (C) 10 (D) 12 (E) 14
A: Let’s think step by step. For 8 people, Jill needs 10 bottles of soda. For 12 people, Jill
needs ? bottles of soda. Since Jill needs 2.5 bottles of soda per person, she will need 2.5 *
12 = 30 bottles of soda for 12 people. The answer is (E).
Q: A computer routine was developed to generate two numbers (x,y) the first being a
random number between 0 and 100 inclusive, and the second being less than or equal to
the square root of the first. Each of the following pair satisfies the routine except Answer
Choices: (A) (99,10) (B) (85,9) (C) (50,7) (D) (1,1) (E) (1,0)
A: Let’s think step by step. The first number, x, is a random number between 0 and 100
inclusive. The second number, y, is less than or equal to the square root of the first. That
means that y can never be greater than 10. Therefore, (99,10) does not satisfy the routine.
Q: If a man rows at the rate of 4 kmph in still water and his rate against the current is
2 kmph, then the man’s rate along the current is: Answer Choices: (A) 15 kmph (B) 6
kmph (C) 12 kmph (D) 14 kmph (E) 6 kmph
A: Let’s think step by step. The man’s rate in still water is 4 kmph. The man’s rate against
the current is 2 kmph. This means that the man’s rate along the current must be faster
than his rate in still water, but slower than his rate against the current. The answer must
be between 4 kmph and 2 kmph. The answer must be 6 kmph.
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Table E10: Basis questions of the SVAMP dataset

Q: During summer break 61619 kids from Lawrence county stayed home and the rest
went to camp. The total number of kids in Lawrence county is 91676. About how many
kids in Lawrence county went to camp?
A: Let’s think step by step. There are 91676 kids in Lawrence county. 61619 kids stayed
home. That means that the rest, 91676-61619, went to camp. So about 30057 kids in
Lawrence county went to camp.
Q: During summer break 61619 kids from Lawrence county stayed home and the rest
went to camp. The total number of kids in Lawrence county is 91676. About how many
kids in Lawrence county went to camp?
A: Let’s think step by step. There are 91676 kids in Lawrence county. 61619 kids stayed
home. That means that the rest, 91676-61619, went to camp. So about 30057 kids in
Lawrence county went to camp.
Q: Lewis earns $ 21 every week during the 216 weeks of harvest. If he has to pay $ 702
tax How much money will have at the end of the harvest season?
A: Let’s think step by step. First, let’s calculate how much money he earns in total. He
earns $21 per week, and there are 216 weeks in the harvest season. So he earns $21 * 216
= $4536 in total. Then, we need to calculate how much tax he needs to pay. He needs to
pay $702 in tax. So the final answer is $4536 - $702 = $3834.
Q: The grasshopper, the frog and the mouse had a jumping contest. The grasshopper
jumped 25 inches. The frog jumped 18 inches farther than the grasshopper and the mouse
jumped 2 inches farther than the frog. How far did the mouse jump?
A: Let’s think step by step. The grasshopper jumped 25 inches. The frog jumped 18
inches farther than the grasshopper. This means that the frog jumped a total of (25 + 18)
= 43 inches. The mouse jumped 2 inches farther than the frog. This means that the mouse
jumped a total of (43 + 2) = 45 inches. Therefore, the mouse jumped 45 inches.
Q: Winter is almost here and most animals are migrating to warmer countries. There
are 3 bird families living near the mountain. 26 new bird families came to live near the
mountain from the arctic while 2 bird families flew away further south for winter. How
many bird families were left near the mountain?
A: Let’s think step by step. There are 3 bird families living near the mountain. 26 new
bird families came to live near the mountain from the arctic. 2 bird families flew away
further south for winter. 3 + 26 - 2 = 27 bird families were left near the mountain.
Q: Danny has 12 bottle caps in his collection. He found 53 bottle caps at the park. How
many bottle caps does he have now?
A: Let’s think step by step. Danny has 12 bottle caps in his collection. He found 53 bottle
caps at the park. How many bottle caps does he have now? He would have 12 + 53 = 65
bottle caps now.
Q: The grasshopper and the frog had a jumping contest. The grasshopper jumped 13
inches. The grasshopper jumped 2 inches farther than the grasshopper. How far did the
frog jump?
A: Let’s think step by step. The grasshopper jumped 13 inches. The grasshopper jumped
2 inches farther than the grasshopper. So the frog jumped 15 inches.
Q: Lewis earns $ 21 every week during the 216 weeks of harvest. If he has to pay $ 702
tax How much money will have at the end of the harvest season?
A: Let’s think step by step. First, let’s calculate how much money he earns in total. He
earns $21 per week, and there are 216 weeks in the harvest season. So he earns $21 * 216
= $4536 in total. Then, we need to calculate how much tax he needs to pay. He needs to
pay $702 in tax. So the final answer is $4536 - $702 = $3834.
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Table E11: Basis questions of the GSM8K dataset

Q: A marketing company pays its employees on a commission-based salary system. If
you sell goods worth $1000, you earn a 30% commission. Sales over $1000 get you an
additional 10% commission. Calculate the amount of money Antonella earned if she sold
goods worth $2500.
A: Let’s think step by step. Antonella earned a 30% commission on the first $1000, so
she earned $300. On the remaining $1500, she earned 10% commission. So she earned
an additional $150. In total, she earned $450.
Q: John buys 2 pairs of shoes for each of his 3 children. They cost $60 each. How much
did he pay?
A: Let’s think step by step. John buys 2 pairs of shoes for each of his 3 children. That
means he buys 6 pairs of shoes in total. Each pair of shoes costs $60. That means the total
cost is 6 x $60 = $360.
Q: A marketing company pays its employees on a commission-based salary system. If
you sell goods worth $1000, you earn a 30% commission. Sales over $1000 get you an
additional 10% commission. Calculate the amount of money Antonella earned if she sold
goods worth $2500.
A: Let’s think step by step. Antonella earned a 30% commission on the first $1000, so
she earned $300. On the remaining $1500, she earned 10% commission. So she earned
an additional $150. In total, she earned $450.
Q: Daisy bought a bag of potatoes that weighed 5 pounds. She also bought a bag of sweet
potatoes that weighed 2 times as much as the potatoes and a bag of carrots that weighed 3
pounds fewer than the sweet potatoes. How many pounds of carrots did Daisy buy?
A: Let’s think step by step. The bag of potatoes weighed 5 pounds. The bag of sweet
potatoes weighed 2 times as much as the potatoes. So the sweet potatoes weighed 10
pounds. The bag of carrots weighed 3 pounds fewer than the sweet potatoes. So the
carrots weighed 7 pounds.
Q: A marketing company pays its employees on a commission-based salary system. If
you sell goods worth $1000, you earn a 30% commission. Sales over $1000 get you an
additional 10% commission. Calculate the amount of money Antonella earned if she sold
goods worth $2500.
A: Let’s think step by step. Antonella earned a 30% commission on the first $1000, so
she earned $300. On the remaining $1500, she earned 10% commission. So she earned
an additional $150. In total, she earned $450.
Q: After scoring 14 points, Erin now has three times more points than Sara, who scored
8. How many points did Erin have before?
A: Let’s think step by step. Erin now has 3 times more points than Sara, who scored 8.
That means that if we take away 8 points from Erin, she will still have 3 times more
points than Sara. That means that Erin had 24 points before.
Q: Dijana and Anis live near a lake, and every weekend they go out rowing into the lake.
On a Sunday morning, both went out rowing, and Dijana rowed for 50 miles the whole
day. Anis rowed 1/5 times more miles than Dijana. Calculate the total distance the two of
them rowed on that day.
A: Let’s think step by step. Dijana rowed 50 miles, so Anis rowed 1/5 more than that,
which is 10 miles. So the total distance they rowed is 60 miles.
Q: Kyle bought last year’s best-selling book for $19.50. This is with a 25% discount
from the original price. What was the original price of the book?
A: Let’s think step by step. The original price of the book was $19.50 with a 25% discount.
This means that the original price was $26. The original price was $26.
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Table E12: Basis questions of the CSQA dataset

Q: Where can someone get a new saw? Answer Choices: (A) hardware store (B) toolbox
(C) logging camp (D) tool kit (E) auger
A: Let’s think step by step. Where would you go to buy a new saw? A hardware store
would be a good place to start.
Q: The man was going fishing instead of work, what is he seeking? Answer Choices: (A)
food (B) relaxation (C) killing (D) missing morning cartoons (E) boredom
A: Let’s think step by step. The man is going fishing instead of work. This means that the
man would rather go fishing than work. The man is seeking relaxation.
Q: What do animals do when an enemy is approaching? Answer Choices: (A) feel
pleasure (B) procreate (C) pass water (D) listen to each other (E) sing
A: Let’s think step by step. When an animal notices an enemy approaching, its first
instinct is usually to flee. If fleeing is not an option, the animal may try to hide. If hiding
is not an option, the animal may try to defend itself.
Q: I want to buy a gong, where should I look for one? Answer Choices: (A) orchestra
(B) church (C) chinese temple (D) chinatown (E) music store
A: Let’s think step by step. A gong is a percussion instrument, so we can eliminate (A)
and (B). It is also likely that a gong would be used in a Chinese temple, so (C) and (D)
are good choices. However, the best answer is probably (E), since a music store would
have a wider selection of gongs to choose from.
Q: I want to buy a gong, where should I look for one? Answer Choices: (A) orchestra
(B) church (C) chinese temple (D) chinatown (E) music store
A: Let’s think step by step. A gong is a percussion instrument, so we can eliminate (A)
and (B). It is also likely that a gong would be used in a Chinese temple, so (C) and (D)
are good choices. However, the best answer is probably (E), since a music store would
have a wider selection of gongs to choose from.
Q: What is it called when a person with mental illness is able to lead a relatively normal
life? Answer Choices: (A) managed (B) effectively treated (C) recur (D) cause delusion
(E) illusion
A: Let’s think step by step. The first thing to do is to identify the key words in the question.
In this case, the key words are "mental illness," "relatively normal life," and "able to
lead." Next, we need to think about what these key words mean. "Mental illness" refers to
a condition that affects a person’s thoughts, emotions, and behavior. "Relatively normal
life" means that the person is able to function in society, even though they may have some
symptoms of their mental illness. "Able to lead" means that the person is able to take care
of themselves and live independently.
Q: What is the feeling of one having fun? Answer Choices: (A) smiling (B) pleasure (C)
hurt (D) injuries (E) laughter
A: Let’s think step by step. The feeling of one having fun is generally associated with
positive emotions, such as happiness, laughter, and pleasure. Therefore, we can eliminate
choices (C) and (D). Next, we can look at the remaining choices and try to determine
which one is the best fit. Both choices (A) and (E) could work, but (E) is a more specific
answer, so it is probably the correct answer.
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Table E13: Basis questions of the STQA dataset

Q: Is Bern located east of Paris?
A: Let’s think step by step. First, we need to know the coordinates of Paris and Bern.
According to Google Maps, Paris is located at 48.856614, 2.3522219000000177 and Bern
is located at 46.947922, 7.4446080000000255. Next, we need to compare the longitude
of Paris (2.3522219000000177) with the longitude of Bern (7.4446080000000255). Since
the longitude of Bern is greater than the longitude of Paris, Bern is located east of Paris.
Q: If he were poor, would Christopher Reeve have lived?
A: Let’s think step by step. If he were poor, he would not have had the money to get the
best medical care possible. If he did not have the best medical care possible, his injuries
would not have been treated as well as they were. If his injuries were not treated as well
as they were, he would not have lived as long as he did. So, in short, if he were poor, he
would not have lived as long as he did.
Q: Would it be unusual to see frost in September in Texas?
A: Let’s think step by step. First, what is the definition of frost? Frost is defined as a thin
layer of ice that forms on surfaces when the temperature outside is below freezing. In
Texas, the average temperature in September is around 80 degrees Fahrenheit. So, no, it
would not be unusual to see frost in September in Texas.
Q: Can an American black bear swallow a sun bear whole?
A: Let’s think step by step. The average adult American black bear weighs between 250
and 550 pounds. The average adult sun bear weighs between 60 and 80 pounds. So an
American black bear could theoretically swallow a sun bear whole.
Q: Is CAS number 8009-03-8 harmful for a rash?
A: Let’s think step by step. CAS number 8009-03-8 is the CAS number for Shea Butter.
Shea Butter is a natural fat that is extracted from the nut of the African shea tree. It is
solid at room temperature but melts when it comes into contact with the skin. There is
no evidence that Shea Butter is harmful for a rash. In fact, it is often used as a natural
remedy for skin conditions such as eczema and psoriasis.
Q: If Martin Luther did one theses a day would he run out in half a year?
A: Let’s think step by step. There are 365 days in a year. If Martin Luther did one theses
a day, he would do 365 theses in a year. Therefore, he would not run out in half a year.
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Table E14: Basis questions of the Letter dataset

Q: Take the last letters of each words in "Ever Gio Elia Ramesh" and concatenate them.
A: Let’s think step by step. The last letter of "Ever" is "r". The last letter of "Gio" is "o".
The last letter of "Elia" is "a". The last letter of "Ramesh" is "h". So, the final answer is
"roah".
Q: Take the last letters of each words in "Marian Joanne Darrin Rohit" and concatenate
them.
A: Let’s think step by step. The last letter of "Marian" is "n". The last letter of "Joanne" is
"e". The last letter of "Darrin" is "n". The last letter of "Rohit" is "t". So the final answer
would be "nent".
Q: Take the last letters of each words in "Craig Dillon Troy Griselda" and concatenate
them.
A: Let’s think step by step. The last letter of the first word is "g". The last letter of the
second word is "y". The last letter of the third word is "a". The last letter of the fourth
word is "a". Therefore, the final answer is "gyaa".
Q: Take the last letters of each words in "Liliana Quincy Bart Makayla" and concatenate
them.
A: Let’s think step by step. The last letter of "Liliana" is "a". The last letter of "Quincy" is
"y". The last letter of "Bart" is "t". The last letter of "Makayla" is "a". So the final answer
is "ayta".
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Table E15: Basis questions of the Coin Dataset

Q: A coin is heads up. Miguel Angel flips the coin. Saul does not flip the coin. Brady
does not flip the coin. Darryl flips the coin. Is the coin still heads up? Note that "flip"
here means "reverse".
A: Let’s think step by step. Miguel flips the coin, so it’s now tails up. Saul doesn’t flip the
coin, so it remains tails up. Brady doesn’t flip the coin, so it remains tails up. Darryl flips
the coin, so it’s now heads up again.
Q: A coin is heads up. Jacky flips the coin. Socorro flips the coin. Mark flips the coin.
Wanda does not flip the coin. Is the coin still heads up? Note that "flip" here means
"reverse".
A: Let’s think step by step. Jacky flips the coin, so it’s now tails up. Socorro flips the coin,
so it’s now heads up again. Mark flips the coin, so it’s now tails up again. Wanda does not
flip the coin, so it remains tails up.
Q: A coin is heads up. Claudia flips the coin. Cole does not flip the coin. Matthew does
not flip the coin. Juan Pablo does not flip the coin. Is the coin still heads up? Note that
"flip" here means "reverse".
A: Let’s think step by step. Claudia flips the coin, so it is now tails up. Cole does not flip
the coin, so it remains tails up. Matthew does not flip the coin, so it remains tails up. Juan
Pablo does not flip the coin, so it remains tails up. So the answer is no, the coin is not
heads up.
Q: A coin is heads up. Teresa flips the coin. Reid does not flip the coin. Karin does not
flip the coin. Gracie does not flip the coin. Is the coin still heads up? Note that "flip" here
means "reverse".
A: Let’s think step by step. If Teresa flips the coin, then it is not heads up. If Reid flips
the coin, then it is not heads up. If Karin flips the coin, then it is not heads up. If Gracie
flips the coin, then it is not heads up. So, the coin is not heads up.
Q: A coin is heads up. Miguel Angel flips the coin. Saul does not flip the coin. Brady
does not flip the coin. Darryl flips the coin. Is the coin still heads up? Note that "flip"
here means "reverse".
A: Let’s think step by step. Miguel flips the coin, so it’s now tails up. Saul doesn’t flip the
coin, so it remains tails up. Brady doesn’t flip the coin, so it remains tails up. Darryl flips
the coin, so it’s now heads up again.
Q: A coin is heads up. Aj does not flip the coin. Jd flips the coin. Maddie does not flip
the coin. Francisca does not flip the coin. Is the coin still heads up? Note that "flip" here
means "reverse".
A: Let’s think step by step. Aj does not flip the coin, so the coin remains heads up. Jd flips
the coin, so the coin is now tails up. Maddie does not flip the coin, so the coin remains
tails up. Francisca does not flip the coin, so the coin remains tails up. So, the final answer
is that the coin is tails up.
Q: A coin is heads up. Tomas does not flip the coin. Nic flips the coin. Zoila flips the
coin. Calvin does not flip the coin. Is the coin still heads up? Note that "flip" here means
"reverse".
A: Let’s think step by step. Tomas does not flip the coin, so the coin remains heads up.
Nic flips the coin, so the coin is now tails up. Zoila flips the coin, so the coin is now heads
up again. Calvin does not flip the coin, so the coin remains heads up.
Q: A coin is heads up. Tere does not flip the coin. Niko flips the coin. Keith does not flip
the coin. Conner does not flip the coin. Is the coin still heads up? Note that "flip" here
means "reverse".
A: Let’s think step by step. Tere does not flip the coin, so the coin remains heads up. Niko
flips the coin, so the coin is now tails up. Keith does not flip the coin, so the coin remains
tails up. Conner does not flip the coin, so the coin remains tails up. So, the final answer is
that the coin is tails up.
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