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Abstract

Large-scale pre-trained language models have
displayed unrivaled capacity in generating text
that closely resembles human-written text. Nev-
ertheless, generating texts adhering to specific
conditions without fine-tuning or adding new
parameters can be challenging. Contemporary
approaches commonly rely on either prompts
or auxiliary models to avoid modifying the lan-
guage models. These auxiliary models are de-
signed to assess whether a generated token con-
tributes to meeting the desired requirements.
These approaches adjust the distribution of the
next token during the inference phase by lever-
aging the prediction score of the desired at-
tribute to calculate gradients. However, these
auxiliary models typically require the language
model’s latent states. This prerequisite chal-
lenges integrating various existing black box
attribute models or tools. We present the Plug-
in Language Model (PiLM) as a solution to ad-
dress the limitations. PiLM leverages reinforce-
ment learning to utilize black box tools directly,
adjusting the latent state to control text gener-
ation. However, performing backpropagation
during the inference phase is time-consuming
for PiLM. By replacing backpropagation with a
simple regression model, PiLM can achieve an
inference time comparable to that of the origi-
nal LLM. Experiment results show that our ap-
proaches in this paper outperform existing state-
of-the-art methods that rely on gradient-based,
weighted decoding, or prompt-based method-
ologies.

1 Introduction

Large-scale language models can already generate
text nearly indistinguishable from human-written
content in terms of grammar and fluency. How-
ever, the primary challenge lies in exerting precise
control over the generated text to align it with spe-
cific semantic requirements. Without robust control
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mechanisms, there is a potential risk that the gener-
ated text may deviate from the intended meaning
or even include offensive or derogatory language.

The most intuitive method to achieve control
generation is fine-tuning or retraining from scratch
using data that contains the desired attribute. These
approaches achieve notable breakthroughs in en-
hancing their performance. However, there is a
trend of language models becoming increasingly
larger, leading to a rise in the cost of training.
Therefore, there is a growing emphasis on methods
for controlling at generation time.

Prior research involved training an auxiliary clas-
sification model to support the language model.
Gradient-based methods (Dathathri et al., 2020;
Liu et al., 2020a) modified the hidden represen-
tation through gradient descent in the inference
phase. Weighted decoding methods (Yang and
Klein, 2021; Pei et al., 2023) integrate the orig-
inal output distribution with an auxiliary attribute
distribution. Methods without an auxiliary model,
such as prompt-based approaches (Zhang and Song,
2022) concatenating prompt embedding and input
text to influence the latent representation, thereby
achieving control over the language model’s output.
Energy-based methods (Mireshghallah et al., 2022;
Liu et al., 2020b) view controlled generation as an
optimization problem, iteratively seeking text with
lower energy.

In gradient-based methods, supplementary auxil-
iary classifiers typically use the language model’s
latent states as inputs to predict whether it aligns
with the desired attribute. Therefore, most black
box tools that take text as input cannot serve as
these attribute classifiers. Furthermore, these meth-
ods encounter efficiency issues due to slow infer-
ence speed, largely caused by the application of
backpropagation. Weighted decoding methods im-
pact the output by adjusting the distribution of the
next token toward a specific attribute without al-
tering the latent representation. Avoiding gradient
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updating can significantly shorten the time. How-
ever, these methods frequently yield outputs that
lack fluency or coherence.

To tackle the problems, we introduce a gradient-
based method called PiLM (Plug-in Language
Model). This model’s motivation includes address-
ing the challenges associated with the inability to
utilize black box tools directly. During the infer-
ence phase, we sample future generated sequences
and apply a pre-existing black box attribute tool to
determine if they meet the required attributes. This
acts as the reinforcement learning (RL) reward to
adjust the corresponding latent state.

Building on this, we propose the ’Controller’ to
address the slow inference speed. The Controller
uses a simple regression model to predict the modi-
fied latent state from the unmodified one. Training
pairs are easily gathered during reinforcement up-
dating. Another benefit of considering a more ex-
tended future context is that it allows more textual
information to adjust the latent state more accu-
rately.

In this paper, we experiment with our proposed
method on three distinct tasks: sentiment control,
topic control, and language detoxification. Demon-
strate that our PiLM can achieve a new state-of-
the-art performance in control and maintain text
quality.

Our main contributions can be summarized as
follows: (1) We propose a novel method that en-
ables language models to utilize black box tools
directly, eliminating the need to train attribute-
specific classifiers and making it more convenient
when adding new attributes or switching to differ-
ent language models. (2) In contrast to prior ap-
proaches that depend on classifiers to determine up-
date directions, considering a single token always
contains limited semantic information, we incor-
porate future sequence considerations to improve
the accuracy of latent updates. (3) We introduce a
method to address the bottleneck of gradient-based
methods during inference time, utilizing a simple
regression model to significantly accelerate the in-
ference speed, approaching that of an unconditional
language model. Our code is available at https:
//github.com/nike00811/NAACL-2024-PiLM.

2 Related work

Techniques that involve training a conditional lan-
guage model from scratch or fine-tuning a pre-
trained language model—whether through rein-

forcement learning (Ziegler et al., 2020; Ouyang
et al., 2022), generative adversarial networks (Yu
et al., 2017), or fit on attribute data (Khalifa et al.,
2021; Gururangan et al., 2020; Houlsby et al., 2019;
Li and Liang, 2021; Hu et al., 2021) by adjusting
the model or additional parameters can produce
outputs adhering to specific attributes. These meth-
ods have shown a degree of success in controlling
generation. However, besides the challenge of ac-
quiring adequate training data, the training costs
escalate as the model’s size increases.

Approaches that modify hidden representations
during inference typically employ an auxiliary at-
tribute discriminator (Dathathri et al., 2020; Liu
et al., 2020a). PPLM (Dathathri et al., 2020) uses
a discriminator to measure whether the current la-
tent representation can generate the text with the
desired attribute. They use backpropagation to up-
date the latent in the direction that increases the
probability of the discriminator output.

The weighted decoding methods (Yang and
Klein, 2021; Holtzman et al., 2018; Ghazvininejad
et al., 2017; Liu et al., 2021; Krause et al., 2021)
only require access to the output logits or the distri-
bution of the next token. FUDGE (Yang and Klein,
2021) also employs a discriminator, and the differ-
ence is that the discriminator takes human-readable
text as input instead of language model latent rep-
resentations. The discriminator provides a score
indicating the likelihood that the input text com-
pletes the document while adhering to the desired
attribute. Ultimately, the next token is sampled
from a distribution that combines the discriminator
score with the language model’s output probability.

The prompt-based methods (Ross et al., 2022;
Zhang and Song, 2022; Pei et al., 2023) concate-
nate the embedding before the input text, incurring
almost negligible additional time cost. However,
achieving more nuanced control is more challeng-
ing. Discup (Zhang and Song, 2022) utilizes unlike-
lihood training to receive soft prompts. PREADD
(Pei et al., 2023) mixes the distribution of the next
token generated with and without prompts, en-
abling more flexible control.

Energy-based methods (Mireshghallah et al.,
2022; Liu et al., 2020b) have the advantage of
having more relaxed conditions that only require
access to the model’s output text. M&M LM
(Mireshghallah et al., 2022) regards the output text
as a state and utilizes BERT to explore neighbor-
ing states. The decision to accept or reject a new
state depends on the energy score, which can be
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obtained from black boxes.
Our proposed method amalgamates the advan-

tages of the previously mentioned techniques while
addressing their limitations. It updates latent rep-
resentations to incorporate new information and
employs a Controller to circumvent the speed con-
straints associated with gradient updates during
inference. Existing black-box tools can be directly
applied, focusing on human-readable text rather
than the hidden states of Language Models. More-
over, including longer sequences enables a more
comprehensive capture of semantic information.

3 Method

In this section, we will describe our proposed
method.

Given an unconditional pre-trained generative
model G, and prefix tokens x1:i = {x1, x2, ..., xi},
and X = x1:s denote as completed sequence, G
is only learned to complete X with maximize
P (xi+1|x1:i), complete text with an additional
attribute a can be modeled as P (xi+1|x1:i, a).
According to Bayes’ theorem, P (X|a) ∝
P (X)P (a|X) we can decouple P (X|a) into un-
conditional language model P (X) and posterior
probability of attribute P (a|X).

P (X) =
s∏

i=1

P (xi|x1:i−1) (1)

P (X|a) =
s∏

i=1

P (xi|x1:i−1, a)

∝
s∏

i=1

P (xi|x1:i−1)P (a|x1:i)
(2)

For a controlled text generation task utilization
of the language model, we can obtain the latent
representation H = {h1, h2, ..., hi}, hi denote the
key-value pair computed by the language model
from a token xi.

oi+1, hi = LM(h1:i−1, xi) (3)

xi+1 ∼ pi+1 = Softmax(oi+1) (4)

Our primary approach is to use reinforcement
learning to adjust the past key-value pairs, influenc-
ing the language model to predict distributions that
ultimately fulfill the text with the desired attributes.

We regard the pre-trained language model G and
current latent representation H as the agents in

the policy gradient algorithm. Action is the next
token generated from G, state at time step t is the
last token xt, and the reward function is our plug-
in module to evaluate whether the generated text
includes the desired control effect.

To maximize expected rewards while mitigating
the risk of adversely affecting pre-trained language
models, we freeze the parameters in G and only
update latent representation H .

Deviating from previous approaches (Dathathri
et al., 2020; Yang and Klein, 2021; Pei et al., 2023),
adjusting the distribution at all positions may result
in excessive updates, resulting in a decline in text
quality.

We modify H for every n token and consider
future n tokens in the update process τ = x1:t+n,
enabling a more comprehensive evaluation of H .
Eventually, we increase p(a|x) while remaining
p(x).

∇R̄ = Eτ∼p(τ)[R(τ)∇ log p(τ)]

≈ 1

N

N∑

i=1

R(τ i)∇ log p(τ i)
(5)

h̃1:t−1 ← h1:t−1 + α∇R̄ (6)

3.1 Latent Controller

One primary drawback of gradient-based meth-
ods is the time-consuming process of backprop-
agation. To address these issues, we introduce a
latent Controller to substitute the RL update pro-
cess. The architecture of the Controller includes a
simple 2-layer fully connected neural network, uti-
lizing training data collected from the RL process.
The Controller can circumvent backpropagation
by directly predicting h̃ from h by minimizing the
squared error between unmodified and modified
latent pairs.

θc = argmin
θc

(h̃− Controllerθc(h))
2 (7)

The Controller saves time and reduces memory
usage, contributing to cost efficiency. In contrast,
in a transformer-based architecture, each token cor-
responds to a key-value pair, and the latent size
grows with the text length. This increases memory
requirements for updates during the Reinforcement
Learning (RL) processing.
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Figure 1: Overview of PiLM. We update the hidden states of every n token. For each update in PiLM-RL, we
sample N trajectory from the current state with length n as indicated by the red blocks, utilize black box tools to get
rewards and calculate gradient by policy gradient. We will repeat this process M times, then use modified hidden
(ĥ1:2) to continue the autoregressive text generation process. PiLM-Controller uses a Controller bypass RL updates
process, directly predicting the updated hidden.

4 Experiment

We validate our proposed method on the GPT2-
medium model (Radford et al., 2019) across three
distinct controlled generation tasks: sentiment con-
trol, topic control, and language detoxification. For
each task, we illustrate the evaluation metrics used
to assess the generated results’ performance, the
plug-in module’s particular configurations, and the
experimental findings. To demonstrate the effec-
tiveness of our approach on larger language models,
in addition to the GPT2-medium model (355M),
we also apply our method to the LLaMA-7B model
(Touvron et al., 2023) on sentiment control task.

4.1 Evaluation metric

We use several metrics to assess both control ability
and generated quality.

Control Strength is the main metric to assess con-
trol ability. For each control task, we employ dif-
ferent metrics to measure the correlation between
output samples and desired attributes.

• Sentiment Control Task We use an external
sentiment classification model1 to evaluate the
positivity/negativity of the output text. The

1https://huggingface.co/textattack/
bert-base-uncased-yelp-polarity

classifier is a Bert-based model (Devlin et al.,
2019) fine-tuned on the Yelp2 polarity dataset.

• Topic Control Task we count the number
of distinct related words for both on-topic
words3 and held-out bags4 appear in the gen-
erated text. To facilitate comparison with pre-
vious work, we follow the keywords setup of
PPLM and FUDGE. Furthermore, we intro-
duce lemmatization to prevent overly strict
comparisons that could result in inaccuracies
in the scoring calculations (e.g., "Pope’s" is a
word related to religion. Unfortunately, only
"Pope" is contained in the wordlist. By apply-
ing lemmatization, "Pope’s" can be reduced
to "Pope" to get the proper score)

• Language Detoxification Task We utilize the
Perspective API (Jigsaw, 2017) to determine
the probability of the output text being toxic.

2. We utilized three metrics to assess the quality
of the generated text from various perspectives:
fluency, grammaticality, and diversity.

1. Fluency: Perplexity is used as a measure
of text fluency, calculated by evaluating the

2https://www.yelp.com/dataset
3A wordlist that can be aware at inference time
4Another wordlist that can not be aware at inference time
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Success Quality Diversity
Method positive (↑) negative (↑) perplexity (↓) grammar (↑) Dist-1 (↑) Dist-2 (↑) Dist-3 (↑)
GPT-2 (Radford et al., 2019) 0.45 0.55 11.05 ± 3.19 0.75 0.44 0.83 0.92
PPLM (Dathathri et al., 2020) 0.79 0.58 14.54 ± 10.49 0.65 0.37 0.73 0.86
FUDGE (Yang and Klein, 2021) 0.91 0.95 263.53 ± 303.70 0.25 0.44 0.79 0.86
PREADD (Pei et al., 2023) 0.50 0.50 2270.87 ± 1186.96 0.09 0.16 0.23 0.29
PiLM-RL 0.99 0.97 13.86 ± 4.20 0.79 0.40 0.83 0.92
PiLM-Controller 0.93 0.98 13.71 ± 3.96 0.77 0.38 0.81 0.92

Table 1: Experimental results for sentiment control. PiLM-RL and PiLM-Controller substantially outperform
automated baselines in terms of success and quality. FUDGE and PREADD consistently generate output with
reduced coherence, which is evident through perplexity and grammar analysis.

probability of a language model in predicting
a given text. We evaluate perplexity using
LLaMA2-7B (Touvron et al., 2023)

2. Grammaticality: Use a classification model5

to measure the average probability of output
text being grammatical. We utilize a Roberta-
based model (Liu et al., 2019) fine-tuned on
the CoLA dataset (Warstadt et al., 2019) from
Huggingface.

3. Diversity: We measure the diversity (Li et al.,
2016) of generated samples by evaluating the
repetition of distinct uni-, bi-, and tri-grams.

4.2 Sentiment Control

The sentiment control task involves generating text
that expresses a particular sentiment or emotion.
For instance, if the desired sentiment attribute is
"positive," the generated text should express that
sentiment.

The sentiment control task has many applica-
tions in natural language generation, such as social
media or chatbots. Bots must reply with positive
emotions to encourage users even in a negative
atmosphere or generate comments with negative
sentiments when expressing disapproval on a par-
ticular issue.

Since sentiment analysis is a popular task in
NLP, obtaining a sentiment classifier as our plug-in
module is easy. Meanwhile, the plug-in module
also considers the perplexity derived from G to
improve fluency.

PiLM uses both sentiment classifier (Loureiro
et al., 2022) 6 and perplexity7 to measure how cor-
related between x1:t+n and sentiment, as well as

5https://huggingface.co/textattack/
roberta-base-CoLA

6https://huggingface.co/cardiffnlp/
twitter-roberta-base-sentiment-latest

7The perplexity measurement model is identical to the
generation model.

the fluency of x1:t+n, respectively. The classifier
returns a probability indicating that the sentiment
of x1:t+n is positive/negative. wppl is a hyperpa-
rameter that represents the weight of perplexity,
known that the perplexity range is [0,∞) and the
lower, the better, in practice wppl will be ranging
from −0.2 to −0.05.

Rtotal = Rsentiment(x1:t+n)

+ wppl ·Rppl(x1:t+n) (8)

To ensure comparability with previous work, we
largely follow the setup of PPLM (Dathathri et al.,
2020). We generated samples by using 15 senti-
ment prefixes for both positive and negative senti-
ments. For each setting, generate three sequences
with a length of 50 tokens using top-k sampling
with k = 10.

4.2.1 Result
According to results presented in Table 1, the
weighted decoding method FUDGE (Yang and
Klein, 2021) and PREADD (Pei et al., 2023) ex-
hibit poor text quality, we speculate that it may be
due to the prompt being much longer than the pre-
fix text, causing PREADD crash. Our PiLM, both
using RL or Controller, can outperform previous
work in all metrics and has a significant improve-
ment in control strength 0.99/0.97 and 0.93/0.98
and fluency, achieving lower perplexity 13.86 and
13.71 is the closest to basic model G. This further
demonstrates that generating n tokens in the future
can contribute to generating text with additional
conditions while preserving fluency.

Additionally, we conducted human evaluations
through Amazon Mechanical 8, comparing PiLM
against each baseline regarding control ability
and fluency. For each pairwise comparison,
we asked 3 workers to determine which gener-
ation was more relevant in describing sentiment

8https://www.mturk.com/
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Method Better Worse Tie
PPLM 0.34 0.33 0.32
FUDGE 0.39 0.34 0.27
PREADD 0.41 0.34 0.25
PiLM-RL - - -

Table 2: Human evaluation of success for sentiment con-
trol, pairwise compared to PiLM-RL, Better indicates
that humans perceive PiLM-RL as more aligned with
the specified sentiment.

Method better worse Tie
PPLM 0.42 0.32 0.26
FUDGE 0.41 0.34 0.25
PREADD 0.39 0.33 0.29
PiLM-RL 0.36 0.34 0.29
PiLM-Controller - - -

Table 3: Human evaluation of success for sentiment
control, pairwise compared to PiLM-Controller, Better
indicates that humans perceive PiLM-Controller as more
aligned with the specified sentiment.

(A/B/Both/Neither) and rated fluency using a Lik-
ert scale ranging from 1 to 5 for each output.

According to Table 2, 3, 4, PiLM-RL and
PiLM-Controller outperform all baselines on hu-
man evaluations, compared to PiLM-RL and PiLM-
Controller, PiLM-Controller demonstrate stronger
control ability and PiLM-RL get higher fluency in
average. Annotators tend to assign lower fluency
scores to FUDGE and PREADD, and this result is
consistent with the perplexity findings.

4.3 Topic Control
The topic control task focuses on generating text
centered around a specific topic by giving a bag of
wordsW = {w1, w2, ..., wn} related to the topic.
It can be used for tasks that involve combining
provided words into coherent articles, such as news
or story generation.

Unlike sentiment control, assessing the relevance
of a paragraph to the topic is non-trivial. One ap-
proach is to generate words from the topic word
list that represent the specified topic. Not all words
in the list must be used, as forcing their inclusion
may lead to incoherence or a lack of clear direc-
tion in the paragraph. We utilize a hyperparameter,
denoted as λ = 2, to regulate the number of topic
words we aim to generate.

For each text sequence, we first tokenize it at
the word level. Subsequently, we reduce the in-
flected forms to their canonical form, also known

method fluency
PPLM 3.33
FUDGE 3.24
PREADD 3.14
PiLM-RL 3.43
PiLM-Controller 3.35

Table 4: Human evaluation of fluency for sentiment
control. PiLM achieves the highest fluency, rated on a
scale from 1 to 5.

as lemma, through lemmatization. For each lemma
li find the maximum cosine similarity of word em-
bedding9 (Honnibal et al., 2020) for all words in
W . The paragraph score is the sum of the largest
λ scores among scorei. The plug-in module stays
active until λ topic words appear in the prefix text.

Rtopic(x) =
∑

i

scorei · I(scorei ∈ topk) (9)

Rtotal = Rtopic(x1:t+n)

+ wppl ·Rppl(x1:t+n) (10)

The experimental setup also followed the PPLM
(Dathathri et al., 2020). we generated samples by
using 20 topic prefixes for 7 topics. For each set-
ting, generate three sequences with a length of 50
tokens using top-k sampling with k = 10.

4.3.1 Result
In Table 5, we observed an interesting phenomenon
wherein PPLM presents a high hit rate of 2.58 in
on-topic words but only 0.69 in the held-out bag.
PPLM uses likelihood to enhance the probability of
topic words, resulting in the suppression of words
that are not included in the topic word. On the
other hand, PiLM uses similarity instead of exact
match, resulting in a better generation of words
that are not in the topic wordlist but are related to
the topic. This leads to a discernible rise in the
frequency of related words within the held-out bag.
Moreover, the count of generated texts containing
related words (refer to Table 7) is notably higher
compared to other methods.

4.4 Language Detoxification
Since the large language models are trained on the
data that is derived from the real world, they will
inevitably contain some biased or discriminatory

9In this paper we used en_core_web_lg
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Success Quality Diversity
Method Topic (↑) Held-out (↑) Perplexity (↓) Grammar (↑) Dist-1 (↑) Dist-2 (↑) Dist-3 (↑)
GPT-2 (Radford et al., 2019) 0.44 0.37 11.91 ± 3.95 0.79 0.37 0.78 0.90
PPLM (Dathathri et al., 2020) 2.58 0.69 13.69 ± 4.68 0.74 0.34 0.73 0.86
FUDGE (Yang and Klein, 2021) 2.06 0.70 13.53 ± 4.72 0.77 0.36 0.75 0.89
PiLM-RL 2.63 0.97 11.83 ± 3.84 0.77 0.36 0.77 0.90
PiLM-Controller 2.06 0.97 11.30 ± 3.46 0.78 0.35 0.74 0.88

Table 5: Experimental results for topic control. "Topic" refers to a word list available during the inference stage,
while "Held-out" represents another word list that does not overlap with the topic. Both "Topic" and "Held-out"
categories contain words related to the intended attribute. PiLM surpasses all baseline methods in terms of control
strength and output quality.

Success Quality Diversity
Method Toxicity (↓) Perplexity (↓) Grammar (↑) Dist-1 (↑) Dist-2 (↑) Dist-3 (↑)
GPT-2 (Radford et al., 2019) 0.28 15.87 ± 9.29 0.74 0.25 0.64 0.78
PPLM (Dathathri et al., 2020) 0.22 17.25 ± 9.40 0.72 0.25 0.63 0.78
FUDGE (Yang and Klein, 2021) 0.15 98.47 ± 78.79 0.43 0.17 0.27 0.29
PREADD (Pei et al., 2023) 0.24 17.24 ± 10.11 0.69 0.26 0.63 0.77
PiLM-RL 0.19 14.27 ± 7.34 0.73 0.25 0.63 0.78
PiLM-Controller 0.22 15.61 ± 6.72 0.74 0.24 0.63 0.80

Table 6: Experimental results for language detoxification. In this task. PiLM-Controller significantly outperforms in
text quality.

Method topic coverage(↑) held-out coverage(↑)
GPT-2 31.67% 29.52%
PPLM 89.05% 49.52%
FUDGE 82.86% 46.43%
PiLM-RL 92.86% 60.00%
PiLM-Controller 76.90% 63.33%

Table 7: Success rate in Topic Control. Merely cal-
culating the average hit cannot precisely convey how
many instances successfully generate the topic word.
We compute the coverage rate for generating at least
one topic/held-out word. PiLM consistently maintains
the highest coverage rate.

content. As a result, there is a possibility that the
language model may generate toxic or harmful text.
Language detoxification is important to ensure the
responsible and ethical use of language models.

Fortunately, we can easily obtain the toxicity
score from a publicly available classifier10, sim-
ilar to the sentiment control task. The classifier
returns the probability of the sequence being toxic;
minimizing the toxic probability is equivalent to
maximizing the probability of non-toxic.

Rtotal = 1−Rtoxic(x1:t+n)

+ wppl ·Rppl(x1:t+n) (11)

We use the top 100 prompts in RealToxici-
tyPrompts (Gehman et al., 2020) with the most
toxic continuations content as our test set. For

10https://huggingface.co/unitary/toxic-bert

n perplexity (↓) Success (↑)
1 124.76 ± 88.93 1.00
5 12.90 ± 4.66 0.95

10 12.83 ± 3.99 0.87
15 10.82 ± 3.89 0.85
30 11.19 ± 4.04 0.82

Table 8: Various future lengths for sentiment control.

each toxic prompt, generate three sequences with a
length of 50 tokens using top-k sampling with k =
10.

4.4.1 Result
As shown in Table 6, PiLM-RL and PiLM-
Controller dropped by 9% and 7% toxicity, respec-
tively. Although FUDGE can reduce toxicity to
0.15, prevention quality seems to be a challenge.
PiLM-Controller exhibits slightly less control abil-
ity than PiLM-RL, yet it remains comparable to
gradient-based PPLM while maintaining high out-
put quality.

4.5 Controlling large language models
To assess the effectiveness of our approach on
larger language models, in addition to the GPT2-
medium model (Radford et al., 2019), we also ap-
ply our method to the LLaMA-7B model (Touvron
et al., 2023) on sentiment control task.

Table 9 shows that our method also significantly
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Success Quality Diversity
Method Positive (↑) Negative (↑) Perplexity (↓) Grammar (↑) Dist-1 (↑) Dist-2 (↑) Dist-3 (↑)
LLaMA2-7B (Touvron et al., 2023) 0.57 0.43 7.21 ± 2.44 0.86 0.45 0.84 0.92
LLaMA2-7B+PiLM-RL 0.95 0.88 8.88 ± 3.47 0.83 0.42 0.83 0.92
LLaMA2-7B+PiLM-Controller 0.91 0.53 5.83 ± 2.47 0.87 0.41 0.78 0.89
LLaMA2-7B-Chat (Touvron et al., 2023) 0.97 0.95 7.04 ± 3.35 0.87 0.43 0.79 0.87
LLaMA2-7B-Chat+PiLM-RL 1.00 0.98 6.41 ± 2.11 0.90 0.42 0.77 0.85
LLaMA2-7B-Chat+PiLM-Controller 0.96 0.99 6.90 ± 3.06 0.86 0.42 0.77 0.85

Table 9: Results of sentiment control using PiLM on LLaMA2-7B and LLaMA2-7B-Chat.

improves LLaMA2-7B (Touvron et al., 2023).
While LLaMA2-7B + PiLM performance may ap-
pear slightly inferior to LLaMA-7B-Chat’s, it’s
important to note that our method complements
rather than competes with the Chat model. We
utilize the prompt "Generate text expressing {posi-
tive/negative} sentiment:" to assist in prompting
LLaMA2-7B-Chat, as demonstrated in Table 9.
Even in the already high-performing LLaMA2-7B-
Chat, there is a marginal improvement, highlight-
ing the synergistic nature of our approach.

Using human prompts to control content gen-
eration on large language models fine-tuned with
instructions is intuitive and straightforward. How-
ever, prompting becomes challenging when the de-
sired objectives are not expressed in natural lan-
guage. Furthermore, prompts heavily depend on
the language model’s ability to comprehend. Our
proposed method directly modifies the language
model’s behavior and can also address two short-
comings of the chat model. By implementing a
plug-in module on a large chat model, we can fur-
ther enhance control over the output results.

4.6 Analysis

In the preceding section, we claim that incorporat-
ing longer future sequences can encompass more in-
formation than focusing on a single token, thereby
facilitating improved updating of the latent vari-
ables. We perform experiments with varying val-
ues for future tokens to substantiate this assertion,
as illustrated in Table 8. n = 1 is equivalent to
using only the next token to determine the update
direction. While longer sequences can enhance
quality, it’s important to note that they also demand
increased GPU memory. Without adjusting the
update times M , a larger value for n reduces the
overall number of updates, leading to decreased
control strength.

We are curious to determine whether the Con-
troller possesses generalization capabilities or if its
control is restricted to the prefixes used in gener-
ating training pairs. Therefore, we collected the

Success
Positive (↑) Negative (↑)

0.87 0.98

Table 10: Domain transition. Generating text with topic
prefixes using a controller trained on sentiment prefixes.

Method time cost(second)
GPT-2 1.39
PPLM 60.55
FUDGE 16.62
PREADD 2.84
PiLM-RL 21.39
PiLM-Controller 2.2

Table 11: Inference speed. for generating 50 tokens

training and evaluation sets from two different pre-
fixes. Table 10 suggests that training a Controller
with generalization capabilities is feasible using a
limited number of prefixes.

It is crucial to guide the language model quickly
during the inference phase. Table 11 shows the
time cost of various methods in generating the next
50 tokens. PPLM and PiLM-RL require a sub-
stantial amount of time for gradient computation.
PREADD, as a mixture of two distributions, in-
volves passing the language model only twice, an
inference speed that is approximately two times
that of the basic model. PiLM-Controller does not
intervene in every token, and the Controller is a
tiny regression model, making the speed very fast
as well.

5 Conclusion

This work proposes an innovative Plug-in Lan-
guage Model (PiLM), a groundbreaking framework
designed to bridge the gap between black box tools
and pre-trained language models. Incorporating
a Controller within PiLM facilitates a significant
reduction in time and space complexity during in-
ference.
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A notable feature of PiLM lies in its flexibil-
ity. Direct evaluation text allows for the seamless
integration of various reward functions and effort-
less switching between different language models.
Besides, Considering longer future tokens allows
PiLM to use more information to guide the lan-
guage model. This adaptability gives PiLM a dis-
tinct advantage over previous approaches regarding
quick and easy customization.

In the future, our endeavors will focus on imple-
menting PiLM-RL using less memory and extend-
ing the application of the Plug-in method to more
diverse scenarios. For instance, one possible sce-
nario involves restricting the model output based
on the input document to mitigate language model
hallucination. Additionally, we aim to explore the
potential for multiple attribute control through col-
laborative efforts among various Controllers.

6 Ethics Statement

We acknowledge the potential for controlled gener-
ation methods to be utilized to generate malicious
content. However, it’s important to note that con-
trolled generation techniques can also mitigate pre-
trained model bias and prevent the generation of
toxic outputs. On balance, we believe that contin-
uing research in the controlled generation is more
beneficial than detrimental.

7 Limitations

PiLM requires access to the complete model to up-
date the hidden representation through gradients.
This means that if a language model only allows
for inference APIs (e.g., GPT-3, GPT-4), it cannot
be implemented with PiLM. Reinforcement learn-
ing heavily depends on the reward function, and if
the reward tools incorporate potential bias, PiLM
may perpetuate bias. Lastly, updating the hidden
representation requires high GPU resources. We
are committed to exploring methods that demand
fewer resources, such as reducing the number of
layers or focusing on nearby positions, to enable
PiLM to be applied to larger language models.
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Success Quality
methods topic (↑) held-out (↑) perplexity (↓) grammar (↑)
PiLM 2.69 0.68 12.17 ± 4.38 0.76
+ Dynamic M 2.30 0.53 10.43 ± 3.39 0.78

+ Reset hidden 1.96 0.67 10.58 ± 2.93 0.79
+ Dynamic M + Reset hidden 1.84 0.39 9.99 ± 2.96 0.80

Table 12: Reset hidden and dynamic M.

Figure 2: Example of the query presented to human evaluators for a given sample.

Appendix

A Hyperparameters

We explore hyperparameters by using a subset of
each prefix set and selecting the configuration that
yields the highest reward.

M N n α wppl

sentiment control 2 100 10 0.45 -0.05
topic control 5 100 10 0.20 -0.20

language detoxification 3 100 10 0.30 -0.10

Table 13: Hyperparameter used in experiments.

B Dynamic M and Reset hidden

Dynamic M determines whether to use PiLM-RL
to adjust the hidden state by reward score, Reset
hidden means re-compute all hidden states before
update. According to Table 12, Both of these tech-
niques can enhance text quality, but they come with
a trade-off as they tend to reduce control strength.

C Licenses and Software

RealToxicityPrompts is governed by the Apache
License 2.0. All models are implemented in Py-
Torch (Paszke et al., 2019), and pre-trained models
are sourced from HuggingFace (Wolf et al., 2020),
which also operates under the Apache License 2.0.

Our utilization of models aligns with their intended
purpose and licensing terms.

D Computational

We do our Experiment on Quadro RTX 8000 with
48 GB GPU memory, according to Table 11. We
estimate that we spent roughly 150 GPU hours.

E Human evaluation

We specified that workers should be located in the
US, UK, or Australia, with a HIT approval rate
exceeding 95% and a minimum of 50 approved
HITs. The screenshot of the query presented to
the annotators is illustrated in Fig.2 We paid the
annotators $0.03 per sample, considering our task’s
straightforward nature. This payment is deemed
reasonable, given the task’s complexity and the
participants’ U.S. demographic. We took measures
to explicitly request participation consent through
the instructions provided to the workers. The data
collection protocol was determined to be exempt.

F Output Examples
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Method Outputs
GPT-2 The lake is located on what used to be a railroad track. The track has been

removed. The lake and river have been drained of all its nutrients, but the
land surrounding it remains.\n\nThere is a sign on the gate that says "This
land

PPLM The lake is in the process of being rezoned for a new development on it.\n-
–by a new, and and the new- The building in the building, the presence of a
small for the name. The New\n- The,

FUDGE The lake fills youOur family and children today — children; they will
give our families, who we so eagerly will, children—they’ll also make
children—that they will feel, if they make what God

PREADD The lake accounts Starg exempt Boehner KHravings believearl capable
prosecuted ProvidedDownload 109thoroughlyeki NonethelessDallas tow-
ering animalslevant +— Watkins Fah protrisome solicish guess immune
satisfactoryuggest Kellxml WitatechacetPok0̆0e9monmidt cooper stocks
plenty logging 433studos realization bored dwind

PiLM-RL The lake is great for a swim and the view is fantastic from the shore!\n\nIt
is a really quiet place with a lot of nature to explore and enjoy.\n\nThe
views are beautiful and are one of the best you can find at this time

PiLM-Controller The lake is very nice here in the summer time, and it\’s easy to get to and
from the train station."\n\nIt is a pleasant day in the city for a day trip. The
park has a good variety of trails, and you can get

Table 14: Outputs of sentiment control. Generate positive outputs based on prefix The lake.
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Method Outputs
GPT-2 Once upon a time, I lived in the city. I loved it. I was so happy there. It felt

so peaceful. I would go there every day to work, go to the movies, go to
concerts. I’d go to the park. There was nothing

PPLM Once upon a time, a while back I., a woman had a pregnancy and a man
was in a lot of people, and it’s not a lot of the same, the best, I think that’s
my brother has the best of it, there’s a

FUDGE Once upon a time no (or else... or worse, i might even let bad-favoriti
(i.a/i/a/i/a/something/anya /i.a / or /

PREADD Once upon a time revelation Starg exempt aspects inravings believearl
capable prosecuted fromDownload 109thoroughlyeki NonethelessDallas
towering animalslevant +— Watkins Fah protrisome solicement guess im-
mune satisfactoryuggestabilityxml WitatechacetPok0̆0e9monmidt cooper
stocks plenty known 433studos realization bored dwind

PiLM-RL Once upon a time, a person who was so depressed that he couldn’t even
function properly, and couldn’t find a place in this world for himself, and
couldn’t even get any help from anyone, couldn’t take any of it anymore,
and couldn’t even get

PiLM-Controller Once upon a time, I could not believe that so many men could be so evil. I
have always had feelings for women who were physically abused, raped, or
otherwise abused in the name of religion. But the world is so much worse
than what we imagine.

Table 15: Outputs of sentiment control. Generate negative outputs based on prefix Once upon a time.
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Method Outputs
GPT-2 An illustration of a single gene, the gene encoding the pyridoxine-sensitive

enzyme CYP3A4, in action. The red arrow points to the protein.\n\nIn the
case of CYP3A4, it seems like a good

PPLM An illustration of the new system. Credit: ESA/NASA (Phys.org) – An
illustration of the new system. Credit: ESA/NASA (Phys.org) – The
European Space Agency’s (ESA) Space Situational Awareness (SSAA)

FUDGE An illustration of using the "Nimbus" software to control an e-cigarette
using an Arduino microcontroller.\n\n\nThe "Nimbus" software is used to
control an e-cigarette using an Arduino microcontroller\n\nA new class

PiLM-RL An illustration of the magnetic field strength of the United States. Image
posted to Twitter by Richard Drew.\n\nThe National Oceanic and Atmo-
spheric Administration has updated its monthly online weather data to
include online data for the Internet Archive Web site and online software
that lets users download

PiLM-Controller An illustration of the holographic display technology behind augmented
and virtual reality. Image: MIT/NIST\n\nAs the technology improves, it
will become easier to create new and more efficient methods for storing
information, and more secure communications over the internet. It’s also

Table 16: Outputs of topic control. Generate outputs about Computer topic based on prefix An illustration of. Red
and Blue respectively represent the topic and heldout word.
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Method Toxicity Outputs
GPT-2 0.03 "Perfect because I totally love itlove it. I think it’s so cool I’m almost afraid

of itcan’t believe it’s so simple, just a simple button and no instructionsdon’t
know how anyone who doesn’t own a"

PPLM 0.04 "Perfect because I totally love the color scheme and I love the style, the
only problem? I have to buy the full collection for my mom and she doesn’t
like the collection that much. So, I bought 2 shades of this and it doesn’t
work at all on her"

FUDGE 0.11 ’Perfect because I totally love tea leaf mold spores may indicate intestinal
permeasis to yeast spores in intestinal mucosity may in in in situ perme-
ating lymphocyte lylein expression in lymphocyte liver mucosity may in
lymphocyte perme’

PREADD 0.03 "Perfect because I totally love the colors and I can easily make a pair my-
self.<|endoftext|>In an attempt to get a better handle on the issue, I’ve put
together an infographic on this topic:graphic below shows the prevalence
of obesity among different countries worldwide. As"

PiLM-RL 0.02 ’Perfect because I totally love that this one takes place after the original,
but still keeps the same feel and tone. The characters are very much
original and interesting in their own way, but still very much in line with
the originality of the original. I think you can definitely’

PiLM-Controller 0.02 ’Perfect because I totally love it," she said."You can get your own way, it is
what it is. I cant́ really imagine what the next level of politics would be, so
I think thatś where I would be at the end of a long’

Table 17: Outputs of Language detoxification.
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Method Toxicity Outputs
GPT-2 0.73 "I don’t care to go back and work with their untalented, untidy, untrustwor-

thy, untraceable, dishonest, cowardly, stupid employees– but, I don’t care
to go to their meetings – I don’t ’care’ 2̆02ato 2̆02awatch2̆02a a woman"

PPLM 0.38 "I don’t care to go back and work with their untalented, untalented, and
untalented people.are all the same.think they have the right idea.think they
have the right attitude.they’ve taken it to the next level by"

FUDGE 0.43 ’I don’t care to go back and revisit myself? vı̄? ’
PREADD 0.65 ’I don’t care to go back and work with their untalented, stupid, stupid

ideas," she says. "Iḿ not going to go back to the place where the presidentś
ideas didnt́ get implemented or where peopleś lives got destroyed, but I
think that if you go forward and make sure that our laws’

PiLM-RL 0.29 "I don’t care to go back and work with their untalented, poorly trained
managers who are just trying to get through the summer.best thing is, I
think it might be a good idea for some of these employees to try to find
another job. If they don’t, maybe it is time for"

PiLM-Controller 0.20 ’I don’t care to go back and work with their untalented, untidy, and unorga-
nized, and in many cases just plain plain wrong policies that are causing
problems with the federal government," said Rep. John Shimkus (R-Ill.)
on Wednesday, the second day of the Republican health care conference
here.’

Table 18: Outputs of Language detoxification.
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