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Abstract

Court View Generation (CVG) plays a vital
role in the realm of legal artificial intelligence,
which aims to support judges in crafting le-
gal judgment documents. The court view con-
sists of three essential judgment parts: the
charge-related, law article-related, and prison
term-related parts, each requiring specialized
legal knowledge, rendering CVG a challeng-
ing task. Although Large Language Models
(LLMs) have made remarkable strides in lan-
guage generation, they encounter difficulties
in the knowledge-intensive legal domain. Ac-
tually, there can be two types of knowledge:
internal knowledge stored within LLMs’ pa-
rameters and external knowledge sourced from
legal documents outside the models. In this
paper, we decompose court views into differ-
ent parts, stimulate internal knowledge, and
incorporate external information to unleash the
power of LLMs in the CVG task. To validate
our method, we conduct a series of experiment
results on two real-world datasets LAIC2021
and CJO2022. The experiments demonstrate
that our method is capable of generating more
accurate and reliable court views.

1 Introduction

In Legal Artificial Intelligence (Legal AI), the task
of Court View Generation (CVG) has been stud-
ied for years (Ye et al., 2018; Li and Zhang, 2021;
Yue et al., 2021b), aiming to generate the judgment
document based on the fact description of a legal
case to assist judges in writing legal documents.
The court view is mainly composed of three parts:
the charge-related part, the law article-related part,
and the prison term of the defendant. Each part
is formed by the judgment result and rationale, as
shown in the Fig. 1. Also, each part exhibits distinc-
tive legal characteristics, requiring different legal
knowledge, which makes CVG a challenging task.

The previous CVG works mostly focus on gen-
erating more fluent court views while ignoring the

Figure 1: An example case. The court view consists
of three judgment parts. The text highlighted in color
represents the judgment results, while the rest indicates
the judgment rationale. The internal and external legal
knowledge can be utilized by LLMs for enhanced gen-
eration.

performance of the three judgment parts (Ye et al.,
2018; Li and Zhang, 2021; Yue et al., 2021b). Also,
the previous works require a large amount of data
for training, while certain types of legal cases may
face the problem of lacking data (e.g., there are only
a few cases of large-scale corruption and bribery ev-
ery year). As research on Large Language Models
(LLMs) has progressed, the most recent iterations
of LLMs have exhibited remarkable language gen-
eration capabilities. This drives us to utilize the
strong generative capabilities of LLMs for the task
of CVG, relying on just a few in-context examples.

However, the LLMs perform poorly in
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Task Internal Knowledge External Knowledge

Charge Charge Clarifications -

Law Article - Law Article Definitions

Prison Term
Code Generation

Element Extraction
Penalty Principles

Table 1: Internal and external legal knowledge in the
three judgment tasks.

knowledge-intensive legal domain tasks. How to
effectively augment LLMs with legal knowledge
bases to improve performance in the CVG task re-
mains a challenge. In order to provide the judges
more accurate and reliable court views, we unleash
the power of LLMs by leveraging multiple legal
knowledge bases. More specifically, we stimulate
internal knowledge and incorporate external knowl-
edge to construct multiple legal knowledge bases as
shown in the Tab. 1, and then prompt the LLM to
interact with these knowledge bases in the different
judgment parts.

First, in the task of the charge-related part, the
problem of confusing charges is a quite common
issue in real judgment scenarios (Xu et al., 2020;
Yue et al., 2021a). We consider that many lawyers
have written numerous clarifications about confus-
ing charges on the website, and we assume that this
kind of knowledge has been crawled as part of the
pre-training corpus of the LLMs. So we stimulate
the internal knowledge of LLMs by prompting the
LLMs to generate clarifications for all the charge
pairs. Secondly, unlike charges, the label of law
articles are meaningless index numbers (e.g. Ar-
ticle 347), which makes it difficult for LLMs to
generate a sequence of numbers. To address this,
given that the definitions of law articles are readily
accessible, we collect these definitions as external
knowledge. Subsequently, we retrieve the relevant
law article definitions and append them to the input
text, thereby incorporating external legal knowl-
edge. Thirdly, in terms of the judgment of the
prison term, many penalty principles have been
released by the Supreme Court but often remain un-
derutilized. Taking drug trafficking as an example,
the prison term can be calculated precisely based
on factors such as the amount of drugs, type of
drugs, and so on. As a result, the prison term can
be calculated in a symbolic way instead of learning
a deep neural network with a large amount of data.
Here we gather penalty principles corresponding
to each charge as external knowledge. We utilize
the internal ability of LLMs to generate Python

code based on these penalty principles. In a given
case, LLMs can extract relevant elements from the
fact description and utilize them as parameters for
calculating the prison term.

Overall, we decompose the CVG task into three
distinct parts, employing distinct strategies for gen-
eration based on specific legal knowledge. Even-
tually, these three judgment parts are integrated to
form a complete court view document.

Due to the fact that the pretraining corpus of
LLMs primarily entails data up until 2021, we cre-
ate a new dataset named CJO2022. This dataset is
composed of criminal cases sourced from China
Judgements Online in the year 2022. We conduct a
series of experiments on the LAIC2021 dataset and
the newly constructed CJO2022 dataset to validate
our method. The experiments demonstrate that our
method can generate more accurate and reliable
court views and has competitive or even better per-
formance against fully supervised state-of-the-art
(SOTA) methods with only a few in-context exam-
ples.

In summary, our contributions can be outlined
as follows:

• We firstly apply LLMs to the CVG task in
the legal domain to enhance the generation of
accurate and reliable court views.

• We decompose the CVG task into three parts,
construct multiple legal knowledge bases,
prompt LLMs to interact with them, aiming
to stimulate internal and integrate external
knowledge for enhanced generation.

• We construct a new dataset to avoid the po-
tential problem of data leakage and conduct a
series of experiments to validate the effective-
ness of our method.

2 Related Work

2.1 Legal Artificial Intelligence

Legal Artificial Intelligence (Legal AI) aims to
assist the legal professionals for the legal docu-
ment work with artificial intelligence (Zhong et al.,
2020). Early works focus on solving legal tasks
from rule-based and symbol-based methods (Kort;
Ulmer; Segal, 1984). Recently, Natural Language
Processing (NLP) researchers concentrate more
on data-driven and embedding methods and many
NLP techniques have been applied to the legal do-
main for various legal tasks, such as Court View
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Generation (Ye et al., 2018; Wu et al., 2020a; Yue
et al., 2021b; Li and Zhang, 2021; Liu et al., 2023),
Legal Judgment Prediction (Zhong et al., 2018;
Yue et al., 2021a; Dong and Niu, 2021), Similar
Case Matching (Peng et al., 2020; Yu et al., 2022b),
Similar Case Retrieval (Ma et al., 2021, 2022; Li
et al., 2023a) and Legal Event Extraction (Yao et al.,
2022; Feng et al., 2022).

2.2 Court View Generation

Court View Generation (CVG) is an important task
in Legal Artificial Intelligence. Given the fact de-
scription of a legal case, the target of CVG is to
generate the court view, which is also the final
judgment document about the case. In recent years,
many research work has been devoted to this task.
Ye et al. (2018) propose a label-conditioned se-
quence to sequence model for the court view gen-
eration. Wu et al. (2020a) use counterfactual de-
coders to generate judgment-discriminative court’s
views. Yue et al. (2021b) split the court view
into adjudging circumstance and sentencing cir-
cumstance and uses two generators to generate
the circumstances enhanced court views. Li and
Zhang (2021) exploits the charge and law article
information in the generation process and uses a
Transformer-based architecture for generating the
court view. All the above methods are based on
deep neural networks, requiring a large amount of
data for training, and they ignore the performance
of the three judgment parts in the court view.

2.3 Large Language Models

Large Language Models (LLMs) have revolution-
ized the field of natural language processing re-
cently (Ouyang et al., 2022; Du et al., 2022; Tou-
vron et al., 2023), driving significant advancements
in tasks such as machine translation, question-
answering, text generation and more (OpenAI,
2023). While LLMs have demonstrated remark-
able abilities in various NLP tasks, they still per-
form poorly when it comes to domain-specific tasks
(e.g. legal or medical tasks) (Trautmann et al.,
2022; Yu et al., 2022a). Some research works (Cui
et al., 2023; Li et al., 2023b) continue fine-tuned
on domain-specific corpus but requiring a large
amount of high-quality data and high-cost GPU
resources. In this paper, we aim to bridge the gap
between LLMs and legal domain knowledge in the
task of CVG. All the above LLMs can be enhanced
by better utilization of internal and external legal
knowledge.

3 Method
In this section, we decompose the Court View Gen-
eration (CVG) task into three parts and describe
our method for each part. We stimulate the inter-
nal knowledge stored in the LLMs and incorporate
external legal knowledge to generate the different
judgment parts, as shown in the Tab. 1.

3.1 Problem Definition
For a legal case, we input the fact description f to
generate the court view v, which consists of the
three parts as shown in the Fig. 1: the charge-
related part c, the law article-related part a and the
prison term-related part p. For the charge-related
part c, we define the crs as the judgment result and
crt as the judgment rationale. Similarly, we define
the ars and art for the law article-related part a.
the court view is decomposed into three parts and
colored texts are judgment results and the rest are
judgment rationales.

3.2 Retrieved Similar Cases
According to the principle of "treat like cases alike",
we use a retriever to retrieve the similar cases as
in-context examples. We sample 7,837 legal cases
from the LAIC2021 dataset to create a relatively
uniform distribution across labels, utilizing a dense
retriever to encode the fact descriptions of these
cases into embeddings for the similar case pool.

The retrieved cases serve as references for gen-
erating the court view, aligning the LLMs with the
writing style of the court view. During inference,
we first encode the fact description of the current
case into an embedding, then calculate the cosine
similarity between the embeddings of the current
case and the similar cases, and finally select the top
two cases as the in-context examples. Here, we use
Contriever (Izacard et al., 2022) as the retriever.

Figure 2: Charge-related Part Generation.
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Figure 3: Charge Clarification from gpt-3.5-turbo.

3.3 Charge-related Part Generation
For the charge-related part generation, we stimulate
the internal knowledge stored in the LLMs. The
problem of confusing charge have been studied for
years (Xu et al., 2020; Yue et al., 2021a). However,
there have been many clarifications of confusing
charges written by lawyers (or other legal experts),
which can be easily crawled as part of the corpus
and used for pretraining the LLMs. So, we listed all
the charge pairs and directly prompted the LLMs
to generate clarification for each charge pair.

For example, given the charge pair "the crime
of Drug Trafficking" and "the crime of Drug Pos-
session," using the template as illustrated in the
Fig. 2, we prompted the LLM to generate clarifica-
tions for the two. The response from the LLM is
shown in the Fig. 3, the LLM lists the difference
between the two charges from multiple aspects. Af-
ter verification, the charge clarifications generated
by the LLM are of high quality. We perform the
above operations as a preliminary work to stimu-
late the internal knowledge of LLMs and construct
the knowledge base of charge clarifications.

Given a case, we select the clarification of the
charges of the retrieved two similar cases from
the charge clarification knowledge base. Then, we
concatenate the two similar cases, clarifications of
the two charges, and the fact description of the
current case as input for the LLMs to generate the
judgment result and rationale for the charge.

3.4 Law Article-related Part Generation
In terms of the law article-related part, we utilize
law article definitions as external knowledge for the
generation. Unlike the judgment results of charges,
which already contain semantic information (e.g.,
drug trafficking), the labels of law articles are in-
dex numbers in the Code of Law that contain no
information (e.g., Article 347). Therefore, it’s diffi-
cult for LLMs to generate a sequence of meaning-
less index numbers without knowing the specified

Figure 4: Law Article-related Part Generation.

definitions behind these indexes. As a result, we
gather all the law article definitions as external legal
knowledge and obtain the definition of the relevant
law articles as part of the context when prompting,
as illustrated in the Fig. 4.

There are two parts of relevant articles: 1) law
articles cited in the similar cases, and 2) retrieved
law articles from a retriever. For the first part, we
obtain all the indexes of law articles cited in the
similar cases. For the second part, we use a dense
retriever to retrieve the most relevant law articles
based on the cosine similarity between the fact de-
scription and the law article definitions. We merge
the two parts and select four law articles as the rel-
evant law articles. The retriever we use here is also
Contriever (Izacard et al., 2022).

When prompting, we concatenate the two sim-
ilar cases, definitions of relevant law articles, and
the fact description of the current case as input to
generate law articles and rationale for citing these
law articles.

3.5 Prison Term Calculation

In the part of the prison term, we utilize both inter-
nal and external knowledge to enhance the LLMs.
According to previous work, the performance of
prison term prediction has been very unsatisfactory.
The main reason could be attributed to the lack of
external knowledge (e.g., the detailed penalty prin-
ciples released by the Supreme People’s Court).

Also, previous works mostly use black-box neu-
ral networks to learn the penalty judgment process
in a data-driven way, which makes it cumbersome
to learn the prison term predictor. In reality, the
prison term can be calculated more precisely based
on the penalty principles in a symbolic way without
requiring large amounts of data.

Take the crime of drug trafficking as an example,
when the drug amount surpasses a specified limit, a
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Figure 5: Prison Term Calculation.

base penalty is imposed. Subsequently, the portion
of the drug exceeding this limit is used for calcu-
lating an additional penalty based on specific rules
(e.g., three months for every extra gram).

There are numerous detailed penalty principles
that vary among different charges. As a result, we
take the external knowledge, document of penalty
principles, as the input and utilize the internal code
generation capability of LLMs to produce Python
code prison term calculations. Subsequently, the
generated codes are verified by a small group of
human experts and collected as the knowledge base
of prison term.

The inference process is illustrated in the Fig.
5. Given judgment results for charge, we select
the corresponding Python code from the knowl-
edge base. Subsequently, we use the pre-defined
questions associated with this charge to instruct the
LLMs in extracting pertinent elements from the
fact description, utilizing them as parameters for
the Python code used in calculating the prison term.
To ensure the accuracy of element extraction, we
generate it 10 times and vote for the majority as the
final answer for each element (Wang et al., 2023).

Because the prison term-related part is relatively
fixed, we use a template with the inserted prison
term as the final part of court view (e.g. the de-
fendant is sentenced to fixed-term imprisonment of
{calculated prison term}).

3.6 Merged Court View

Finally, we merge the three parts from above into
a complete court view. Notably, we decompose
the process of court view generation into multiple
sub-processes. All the intermediate generation re-
sults can be interacted with and modified by human
judges to avoid further error propagation in the
following steps.

4 Experiments

4.1 Datasets

We randomly sampled 3,936 cases from LAIC2021
dataset as testset which consists of fact description,
court view and we use the rest data for the training
of baseline models. Additionally, to mitigate the
potential issue of data leakage in the pre-training
stage of LLMs, where the corpus was collected
before 2021, we newly crawled 2,122 cases from
Chinese Judgment Online in 2022 as another testset.
The detailed statistics of the two datasets are shown
in the Tab. 3.

4.2 Baselines

4.2.1 Fully-Supervised Mehods
We implement the following fully-supervised meth-
ods as baselines. As general generation method,
BART (Lewis et al., 2020) is trained by corrupting
text with an arbitrary noising function, and learn-
ing a model to reconstruct the original text. For
the CVG method, C3VG (Yue et al., 2021b) split
the court view into adjudging circumstance and
sentencing circumstance and uses two generators
to generate the circumstances enhanced court view.
To better evaluate the the generated court view, we
take the accuracy of the three judgment results into
consideration and implement the following predic-
tive methods for comparison. Bert (Devlin et al.,
2019) , Roberta (Liu et al., 2019) and Electra
(Clark et al., 2020), are all masked language mod-
els used for natural language understanding tasks.
Especially, we use a legal version of Electra which
continue pretrained on a legal corpus. ML-LJP
(Liu et al., 2023) extracts the label-specific features
of the fact and applies a graph attention network
to capture the high-order interactions among mul-
tiple law articles. The amount of data for training
fully-supervised methods is 79,169.

4.2.2 Large Language Models
For the LLMs we use Dav002, Dav003 and
GPT3.5 which are all LLMs API provided by Ope-
nAI and refers to text-davinci-002, text-davinci-003
and gpt-3.5-turbo respectively.

For the ablation settings, 0-shot refers to directly
prompting LLMs to generate court view with no
in-context examples; 2-shot refers to generating
court view with two retrieved in-context examples;
2-shot w/ kb refers to prompting LLMs to gen-
erate court view with two shots and enhanced by
knowledge bases in different part of generation.
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Method Shot
LAIC2021 CJO2022

Charge Law Article Prison Term Charge Law Article Prison Term
MiF MaF MiF MaF MaF Acc25 MiF MaF MiF MaF MaF Acc25

BERT Full-shot 95.57 89.19 92.11 57.56 32.14 38.26 91.36 83.12 74.26 58.68 30.22 33.34
Roberta Full-shot 96.34 90.94 92.91 59.69 35.09 42.37 92.48 81.63 77.92 61.90 33.63 35.10

Electra(Legal) Full-shot 96.15 89.34 89.74 57.28 33.74 38.12 91.52 83.68 75.14 61.97 35.71 35.45
ML-LJP Full-shot 96.06 90.96 93.15 60.10 36.52 - 92.29 83.10 78.90 62.60 35.91 -

Dav002
0-shot 54.83 47.68 0.37 0.22 5.53 5.20 40.62 31.01 0.19 0.01 1.25 2.95
2-shot 82.34 81.47 50.48 37.94 13.55 13.82 69.14 56.85 31.74 19.63 7.43 8.99

2-shot w/ kb 85.08 82.22 61.04 56.33 32.11 38.17 72.27 56.08 54.89 44.62 24.22 29.74

Dav003
0-shot 67.22 62.23 0.61 0.42 5.65 4.92 46.51 35.28 0.43 0.17 4.33 3.86
2-shot 89.29 87.69 65.99 48.69 18.47 19.35 78.75 68.07 51.88 33.12 17.26 19.13

2-shot w/ kb 91.53 90.18 76.60 64.07 39.82 45.60 81.64 79.92 69.88 57.02 36.34 35.74

GPT3.5
0-shot 73.66 64.86 7.51 2.77 10.90 15.98 80.96 59.37 9.47 1.95 11.00 9.44
2-shot 93.24 92.55 72.92 58.24 19.16 24.31 83.49 71.80 57.08 26.39 24.03 26.07

2-shot w/ kb 93.73 93.12 83.31 65.18 44.12 49.26 90.13 88.39 74.13 62.27 39.34 43.74

Table 2: Results of three judgment results on the two datasets, the best is bolded and the second best is underlined.

4.3 Experiments Settings

All the baseline models are trained with the settings
in their original paper on a server with 4x3090
GPUs. For the settings of LLMs, we set top_p and
temperature to the default 1.

For the evaluation of charge results , we em-
ploy Micro F1 score (MiF) and Macro F1 score
(MaF) in single-label classification. For law ar-
ticles results, we use Micro F1 score (MiF) and
Macro F1 score (MaF) in multi-label classification
for evaluation. For evaluating the results of prison
term, since we calculate prison term accurate to
the month, we adopt regression metrics Acc25 for
evaluation. Acc25 refers to predicted value will
be considered as correct if it is within the upper
and lower 25% range of the correct value which is
calculated as Acc25= |ŷ−y|

y ≤ 0.25.

To ensure a fair comparison with previous work,
we also convert the prison term in our method into
non-overlapping intervals and evaluate it using the
MaF metric. For the generation, we use ROUGE 1

(Lin, 2004) and BLEU 2 (Papineni et al.) as metrics
for automatic evaluation.

1https://pypi.org/project/rouge/
2https://www.nltk.org/api/nltk.translate.bleu_score.html

Type LAIC2021 CJO2022

# Test Samples 3,936 2,122
# Charge 50 44
# Law Article 69 70
Avg. tokens in Fact Description 338.6 265.1
Avg. tokens in Court View 177.5 203.8

Table 3: Dataset Statistics.

4.4 Experiments Results

4.4.1 Comparison against Baselines

The evaluation of judgment results are presented
in the Tab. 2. We can draw the following conclu-
sions: 1) For the results of charge and law articles,
baseline models with full training set still performs
well, as these two tasks are relatively straightfor-
ward for fully fine-tuned models. Despite this, our
LLM-based method demonstrates competitive per-
formance with only two shots, and performs bet-
ter on MaF, suggesting that our approach excels
in predicting low-frequency labels. 2) In the con-
text of prison term prediction, the baseline models
struggle to predict the correct prison term when
trained directly in a data-driven way without exter-
nal penalty principles provided. Our method fully
utilizes penalty principles to calculate the prison
term in a symbolic way, avoiding the need for a
large amount of data for training and achieving bet-
ter performance. Therefore, our approach enables
the generation of accurate and reliable court views.

The generation results are shown in the Tab. 4.
Compared to the fully-supervised baseline models,
our method demonstrates improved performance
across most metrics with only two in-context ex-
amples. The baseline methods perform better on
R1 and B1 scores, indicating that traditional meth-
ods tend to overfit on frequent tokens, whereas our
method excels in RL and BN scores, showcasing
improved performance in generating n-grams and
reasonable sentences, benefiting from the powerful
language generation capabilities of LLMs. Con-
sequently, our approach is capable of generating
fluent and comprehensible court views as well.
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Method Shot
LAIC2021 CJO2022

ROUGE BLEU ROUGE BLEU
R1 R2 RL B1 B2 BN R1 R2 RL B1 B2 BN

BART Full-shot 58.67 45.62 55.49 60.85 53.97 49.03 54.48 42.62 41.23 57.38 50.01 45.30
C3VG Full-shot 67.52 48.85 65.60 67.52 58.17 55.77 61.19 45.02 55.34 63.93 53.66 51.23

Dav002
0-shot 18.71 5.09 11.89 23.81 14.75 11.11 13.67 8.16 10.45 20.65 11.71 8.51
2-shot 48.62 26.84 46.36 46.49 36.52 32.38 44.06 32.76 43.34 36.01 30.24 26.58

2-shot w/ kb 49.00 27.43 47.72 46.77 37.00 33.17 43.18 36.41 44.29 38.49 31.95 25.49

Dav003
0-shot 25.64 9.68 17.95 21.73 14.50 11.92 18.19 6.99 12.12 11.83 6.23 5.31
2-shot 57.84 41.98 56.81 54.69 47.01 44.34 51.63 42.28 48.78 50.50 46.75 45.02

2-shot w/ kb 64.45 50.88 64.39 59.91 53.68 51.47 50.36 43.50 52.37 53.53 48.55 46.55

GPT3.5
0-shot 40.43 20.45 30.86 38.95 22.23 20.98 29.86 13.33 21.37 26.64 19.11 16.33
2-shot 61.53 46.59 60.16 60.24 58.18 52.55 62.06 52.01 60.21 62.06 56.18 55.74

2-shot w/ kb 67.46 50.84 66.56 64.82 61.89 57.42 62.89 51.46 58.14 62.09 56.55 57.30

Table 4: Court View Generation results on the two datasets, the best is bolded and the second best is underlined.

4.4.2 Ablation Study

We also conduct a series of ablation experiments
as shown in the Tab. 2 and Tab. 4. For the charge-
related part, the clarification of charges aids LLMs
in better distinguishing confusing charges and im-
proves performance. For the law article-related
part, LLMs have no knowledge of how to predict
the correct law articles in 0-shot setting. The rea-
son is that, for charges, LLMs can reason from the
names of charge labels, but the names of law arti-
cles are meaningless index numbers. In 2-shot set-
ting, although the performance are boosted, LLMs
still don’t know the meaning of index numbers,
but simply copy the numbers from the in-context
examples. The result of 2-shot w/ kb indicates
that the retrieved definitions of law articles from
the external knowledge base assist LLMs in under-
standing the meaning behind the index numbers.
For the prison term-related part, utilizing extracted
elements and external penalty principles, we trans-
form the judgment process of prison terms into
information extraction and code generation prob-
lems where LLMs excel, calculating the prison
term symbolically. This approach significantly im-
proves the performance of LLMs on the prison term
task.

4.4.3 Prison Term Calculation Study

To assess the performance of our prison term cal-
culation method on different charges, we specifi-
cally choose two charges (Fraud and Drug Traffick-
ing) to showcase the results. As shown in the Tab.
5, our method substantially outperforms the fully-
supervised method ML-LJP and large language

Charge Method Shot
Classification Regression

MaF Acc25

Fraud

ML-LJP Full-shot 4.166 -

GPT3.5
2-shot 4.76 18.30

2-shot w/ kb 24.82 39.01

Drug
Trafficking

ML-LJP Full-shot 12.96 -

GPT3.5
2-shot 8.33 11.21

2-shot w/ kb 53.33 71.05

Table 5: Results of prison term calculation on two spec-
ified charges, the best is bolded.

model GPT3.5. It can also be observed that our
method performs better on Drug Trafficking than
on Fraud. The reason is that, in the case of Fraud,
the primary element for calculating the prison term
is the amount of fraud committed by the defen-
dant, and accurately extracting this information
during the element extraction stage is difficult, sub-
sequently affecting the calculation of prison term.

For example, some amount numbers appear re-
peatedly, some values of the fraud items are not
explicitly labeled, or the defendant returned a por-
tion of the victim’s money after his arrest. But for
the crime of Drug Trafficking, the amount of drugs
can be extracted more accurately. As a result, the
element extraction in legal cases varies in difficulty
for different charges and affects the performance
of downstream tasks, which can be further studied
in future work.

4.5 Human Evaluation

To further study the performance of the genera-
tion results, we also randomly sample 200 cases
from each dataset for human evaluation. We adopt
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Figure 6: Case Study. The blue indicates the judgment result is correct and the red indicates wrong.

Consistency and Fluency as the metrics.
Consistency measures the consistency between

the judgment rationale and judgment result and Flu-
ency measures the fluency of the generated court
view. Three annotators are asked to give scores
for the two metrics, where 1 denotes the lowest
score and 5 denotes the best score. As shown in
the Tab. 6, the LLM-based methods demonstrate
better performance in terms of both metrics, and
our method further enhances the effectiveness of
the LLMs.

Method Shot
LAIC2021 CJO2022

Cons. Flue. Cons. Flue.

C3VG Full-shot 4.12 4.40 3.89 4.27

GPT3.5
2-shot 4.22 4.81 4.10 4.75

2-shot w/ kb 4.51 4.89 4.39 4.81

Table 6: Results of human evaluations.

4.6 Case Study
Here we use a case to compare our method with the
baseline model as shown in the Fig. 6. The baseline
method, C3VG, can generate fluent and compre-
hensive court views. However, a notable issue is
that the outcomes of the three judgment parts are
often incorrect, thus, it cannot form an accurate and
reliable court view. Our approach addresses this
by leveraging the capabilities of LLMs to generate
well-structured court views while enhancing the
accuracy of the three judgment parts by stimulating
the internal legal knowledge and incorporating the
external legal knowledge.

5 Conclusion and Future Work

In this paper, we explore the Court View Gener-
ation (CVG) task, leveraging the powerful gener-
ation capabilities of LLMs. To apply LLMs in
the knowledge-intensive CVG task, we decompose
the CVG into three different parts and construct
multiple legal knowledge bases by stimulating in-
ternal knowledge and incorporating external knowl-
edge. The LLMs are enhanced by interacting with
different legal knowledge bases in different sub-
processes to generate more accurate and reliable
court views. The experiments on two real-world
datasets validate the effectiveness of our method.
In the future, we will explore applying LLMs to
other legal tasks (e.g., Legal Elements Extraction,
etc.) and combining LLMs with a broader range of
legal knowledge to adapt to different legal tasks.

6 Ethical Issue Discussion

With the development of LegalAI, ethical issues
become more important since any subtle miscalcu-
lation may trigger serious consequences (Wu et al.,
2020b). The target user of CVG is the trial judge,
who suffers from a ‘daunting workload’. In such
circumstances, the proposed method aims to offer
suggestions to the judges but should never replace
the human judges. Since our method divides the
entire generation task into multiple sub-processes,
human judges can interact with the intermediate re-
sults and correct possible errors in the intermediate
process to avoid further error propagation.
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7 Limitations

Retriever Hit@1 Hit@2 Hit@3 Hit@4 Hit@5
Contriever 83.90 88.04 91.46 93.41 94.14
SimCSE 74.63 82.20 85.37 87.80 89.76

BM25 52.92 61.21 63.65 65.60 67.31

Table 7: Hit@K of different retrievers in retrieving cases
with the same charge as the current case.

Due to the context limitation of LLMs and the
lengthy nature of legal cases, only two similar cases
are included in the prompt. According to the Tab.
7, incorporating more similar cases can lead to
better performance. Leveraging the long-context
techniques of LLMs (Ding et al., 2023; Xu et al.,
2023; Chen et al., 2023), we can include more
similar cases in the prompt. In addition, we present
the performance of different unsupervised universal
retrievers in the Tab. 7. A more adept retriever
tailored to the legal domain can further enhance the
performance of downstream tasks. We will leave it
as future work.
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