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Abstract

Tamil, a Dravidian language of South Asia,
is a highly diglossic language with two
very different registers in everyday use:
Literary Tamil (preferred in writing and
formal communication) and Spoken Tamil
(confined to speech and informal media).
Spoken Tamil is under-studied in modern NLP
systems compared to Literary Tamil written
in the Tamil script, as evidenced by a lack
of datasets explicitly targetting the Spoken
variety. In this paper, we release IruMozhi,
a human-translated dataset of parallel text in
Literary and Spoken Tamil. Using IruMozhi,
we train classifiers on the task of identifying
which Tamil variety a text belongs to. We
use these models to gauge the availability of
pretraining data in Spoken Tamil, to audit the
composition of existing labelled datasets for
Tamil, and to encourage future work on the
variety.

https://github.com/kebathan/diglossia

1 Introduction

Diglossia is a linguistic phenomenon wherein a
community maintains two (or more) varieties of
their language, with the appropriate variety to use
depending on the social context (Ferguson, 1959,
1996). Prototypically, diglossia manifests as two
varieties: a high variety employed in formal con-
texts and a low variety employed in informal set-
tings. The high variety tends to be standardised
and highly preferred in writing and other formal
communication (speeches, news broadcasts, etc.),
while the low dialect is confined to speech and in-
formal written communication (social media, text
messages, etc.) and subject to regional and stylis-
tic variation. Diglossia is thus a challenge for
modern NLP systems—accessible training data on
the internet usually overrepresents the high variety,
while the average user may prefer using the low va-
riety to interact with NLP systems.

English The tail is also white.

Literary வாலும் ெவள்ைளயாக உள்ளது.
vaalum vellaiyaaga ulladhu

Spoken (1) vaalu vellaiye irukku

Spoken (2) vaalum white-ah irruku

English Duryodhana’s close friend.

Literary துரிேயாதனனின் உற்ற நண்பன்.
thuriyodhananin utra nanban

Spoken (1) dhuriyodhananoda nalla nanban

Spoken (2) dhuriyodhanan-oda uyir nanban

Table 1: Two examples from our parallel corpus of
Literary and Spoken Tamil showing morphological (1),
phonological (2), and lexical differences (3). Spoken
(1) and (2) are produced by different annotators.

Tamil is one such highly diglossic language pri-
marily spoken in the state of Tamil Nadu in In-
dia, and in Sri Lanka and Singapore (Annamalai
and Steever, 2015). Tamil belongs to the Dra-
vidian language family, and is the oldest attested
language in this group. Literary Tamil is the
standardised (high) variety, preserving a more ar-
chaic stage1 of the language than the low variety
termed Spoken Tamil. Spoken Tamil (or Collo-
quial Tamil) is subject to dialectal variation by ge-
ography and caste, but in India there does exist
a widely used and understood (but not officially
regulated) Standard Spoken Tamil, based primar-
ily on the dialect of educated non-Brahmin urban
residents of central Tamil Nadu (Annamalai, 1980;
Schiffman, 1998, 1999; Saravanan et al., 2009).
Both forms of the language coexist in complemen-
tary social contexts, and thus practical NLP sys-
tems should endeavour to support both.

Tamil is a rising star in data availability for
NLP research (Joshi et al., 2020; Arora et al.,

1Literary Tamil traditionally follows the rules described in
the Nan

¯
n
¯

ūl, a 13th-century grammar by Pavan. anti. However,
it has been subject to linguistic change since then by e.g. the
coining of new words.
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Figure 1: Histogram of normalised Levenshtein dis-
tances between parallel sentences from our Literary
Tamil corpus and the two Spoken Tamil translators.
The two Spoken Tamil sets are much more similar to
each other than to Literary Tamil.

2022). However, most recent research, particu-
larly on general-purpose systems like language
models, has focused on Literary Tamil to the detri-
ment of the Spoken variety. Combined with a lack
of standardisation, we expect existing systems to
be much worse at all tasks in Spoken Tamil. To
combat this problem, we introduce a corpus of
high-quality Literary Tamil sentences paired with
human-elicited equivalents in Spoken Tamil. Us-
ing this data, we train classifiers to identify Spoken
Tamil and audit existing Tamil datasets to measure
the representation of the two varieties.

2 Related work

Spoken Tamil. While low varieties of diglos-
sic languages are generally understudied in NLP,
there is some previous work on NLP for Spo-
ken Tamil. K and Lalitha Devi (2014) attempted
conversion of Spoken Tamil to Literary Tamil us-
ing a rule-based system. Nanmalar et al. (2022,
2019) train models to classify diglossic register for
Tamil audio. Furthermore, recent work on code-
switching in Tamil implicitly uses at least some
data in Spoken Tamil, since that is the variety most
permissive of code-switching (Chakravarthi et al.,
2020, 2021; Banerjee et al., 2018; Mandl et al.,
2020).

Diglossia. Diglossia in NLP has largely been
studied in the context of Arabic. For example,
Zaidan and Callison-Burch (2014); Sadat et al.
(2014); Salameh et al. (2018); Bouamor et al.
(2019) all train models on the task of Arabic di-
alect and register classification. However, we were
inspired to study diglossia in Tamil by Krishna
et al. (2022), the only work on style transfer for
Indian languages to our knowledge.

Set 1 Set 2 Lev. (↓) (norm.) BLEU (↑) chrF (↑)
Ann. 1 Ann. 2 7.99 0.19 35.34 73.49
Literary Ann. 1 21.84 0.46 0.83 37.19
Literary Ann. 2 23.78 0.50 0.73 33.28

Table 2: Text similarity metrics between the translit-
erated Literary Tamil text and the two Spoken Tamil
translators.

3 Dataset

To study diglossia in Tamil, we created IruMozhi,2

a dataset of parallel sentences in Literary and Spo-
ken Tamil. We first collected a high-quality set of
499 sentences randomly sampled from a large cor-
pus of scraped Tamil Wikipedia articles, written
in Literary Tamil.3 This initial dataset was then
converted to Spoken Tamil by two native-speaker
translators. A few examples of the parallel data
are presented in Table 1.

3.1 Creation

The dataset from Wikipedia was originally in the
Tamil script; however, Spoken Tamil is largely
found in the Latin script online. To enable eas-
ier comparison to Spoken Tamil and to have paral-
lel romanised training data for both varieties, the
dataset was automatically transliterated into the
Latin alphabet using a Python program, resulting
in the Literary Tamil split of IruMozhi.

Afterwards, two native speaker volunteers, both
fluent in Literary and Spoken Tamil, were chosen
to translate the sentences into their register of Spo-
ken Tamil. Translator 1 and 2 both grew up in
Salem, Tamil Nadu, India, albeit at different times;
translator 1 tends to use fewer English loanwords.

The translators were instructed to convert the lit-
erary sentences into their register of Tamil while
adhering to the original meaning of the sentence as
closely as possible. Translator 1 only had access
to the Literary sentences (both Tamil and translit-
erated), whereas Translator 2 had access to Trans-
lator 1’s conversions as well.

3.2 Augmentation

We also design rules to augment all our data with
orthographic variants, resulting in 6,224 Spoken
Tamil and 2,410 Literary Tamil sentences. These
rules simulate normal orthographic variation in

2IruMozhi means ‘two languages’ in Tamil.
3The articles were scraped in April 2019 and originally

hosted as a Kaggle dataset. We sampled sentences from the
first file of the train split of the corpus.
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Dataset Ref. Register Source # Lines

IruMozhi — Both Wikipedia 1,497
IruMozhi-AUGMENTED — Both Wikipedia 8,634

Tamilmixsentiment Chakravarthi et al. (2020) Spoken? YouTube 15,744
Offenseval Chakravarthi et al. (2021) Spoken? Social media 39,527
Dakshina Roark et al. (2020) Literary Wikipedia 10,000
HopeEDI Chakravarthi (2020) Spoken? YouTube 18,178
CC-100 Conneau et al. (2020) Both? Web 6,243,679

Table 3: Datasets for romanised Tamil that we consider. The register of each corpus is not known in some cases,
in which case we indicate our best guess with ‘?’.

romanised Tamil, which correspond with com-
mon characteristics of speech, such as the alterna-
tion between ⟨zh⟩ and ⟨l⟩ to represent the voiced
retroflex approximant /õ/. Other changes include
alternating intervocalic ⟨h⟩ and ⟨g⟩, word-initial⟨ch⟩ and ⟨s⟩, and word-final ⟨le⟩ and ⟨la⟩. Gem-
inated consonants are also shortened to be singled,
and long vowels are replaced with other variants.
For example, ⟨oo⟩ is replaced with ⟨uu⟩, and ⟨ae⟩
is replaced with ⟨e⟩. Each augmented sentence is
added back to the dataset with its respective liter-
ary or colloquial tag, as adjusting the orthography
should not impact the register of Tamil used in the
text. We apply all possible combinations of aug-
mentations to each entry in the dataset.

3.3 Analysis
We measured Levenshtein distance (raw and nor-
malised), BLEU, and chrF between all three
pairings of the transliterated Literary Tamil sen-
tences and the two Spoken Tamil translated con-
versions. The latter two metrics were computed
using SACREBLEU (Post, 2018). All metrics are
reported in Table 2 and Figure 1. Overall, the two
Spoken Tamil translators agree with each other
more than they do with Literary Tamil across all
of our metrics. However, there is clearly linguistic
variation in Spoken Tamil given disagreements be-
tween the two translators. For further discussion
on linguistic differences between Spoken and Lit-
erary Tamil, see appendix A.

4 Experiments

Using IruMozhi, we train models on the task of
classifying romanised Tamil text as Literary or
Colloquial Tamil. After evaluating our models on
a held-out test set, we audit existing datasets of ro-
manised Tamil text to gauge the amount of data
available for the two registers. We train two main
types of model: Naïve Bayes classifiers on n-gram
features and XLM-R finetuned for sequence clas-

Model Trained on IruMozhi
Acc. F1ST F1LT Acc.D

Gauss. NB c = 4 99.7% 0.998 0.995 52.9%
c = 3 99.8% 0.998 0.996 36.9%
c = 2 99.8% 0.998 0.996 58.5%

Multi. NB c = 4 99.1% 0.994 0.984 70.8%
c = 3 98.7% 0.991 0.978 52.1%
c = 2 98.8% 0.992 0.978 20.3%

XLM-R base 99.4% 0.996 0.990 81.5%

Table 4: Results averaged over 5 runs, reporting ac-
curacy and per-class F1 on IruMozhi and accuracy on
Dakshina (which the models were not trained on). For
all Naïve Bayes models we report with w = 1. ST and
LT refer to Spoken and Literary Tamil splits, respectiv-
ity. For all metrics, larger is better.

sification. For both training and evaluation, we
strip punctuation and convert all text to lowercase.

For Naïve Bayes, we featurise our data into
char and word n-grams using a sliding window,
resulting in a fixed-length vector of counts over
features for each text input. We test both Gaus-
sian and Multinomial distributions for the fea-
ture likelihood, and tune the maximum n-gram
length for characters (c) and words (w) as hyper-
parameters. We use model implementations from
scikit-learn.

XLM-R is a 279M-parameter masked trans-
former language model trained on the CC-100
web text corpus of one hundred languages,
including romanised Tamil (Conneau et al.,
2020). Using the HuggingFace implementation
of XLMRobertaForSequenceClassification, we
train a classification head on the first token <s>.
We finetune the entire model for 4 epochs with a
learning rate of 2 ⋅10−5 for the Adam optimiser, on
a single NVIDIA RTX A6000.

5 Results

We present results in Table 4 (see appendix B for
results on more hyperparameters). All model ar-
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xlm-roberta-base xlm-roberta-base-irumozhi

Dataset + Label
Dakshina

IruMozhi: colloquial

IruMozhi: literary

Figure 2: Embeddings of each sentence in IruMozhi and Dakshina taken from XLM-R base (left) and our finetuned
version (right), with dimensionality reduced with UMAP (McInnes et al., 2018). Note the separation of Spoken
and Literary clusters from IruMozhi after finetuning, with most of the Dakshina data closer to Literary Tamil from
IruMozhi. For a different view, see Figure 3.

chitectures reliably converge to near-perfect per-
formance on the held-out portion of IruMozhi.

5.1 Generalisation

It is difficult to decide which classifier is the best
due to their similarly high performance on the Iru-
Mozhi dev set. Thus, we must further test our mod-
els’ ability to generalise to another dataset with
known labels. Fortunately, the Dakshina dataset
(Roark et al., 2020) contains human-translated ro-
manised Literary Tamil from the same data distri-
bution as our dataset (Wikipedia). To measure gen-
eralisation ability, we check whether models cor-
rectly identify Dakshina to be Literary Tamil when
only trained on our dataset.

Finetuning XLM-R leads to the best and most
consistent performance on Dakshina. Naïve Bayes
models, as one would expect, are less reliable for
out-of-domain test data. We plot the resulting em-
beddings in Figure 2. Some hyperparameter set-
tings for Naïve Bayes reported in appendix B did
achieve better accuracy on Dakshina, but due to
the highly inconsistent behaviour and complete
reliance on orthography (unlike a pretrained lan-
guage model), we do not suggest using Naïve
Bayes approaches for the Tamil variety classifica-
tion task.

5.2 Out-of-domain audits

Having trained these models, we audited the
datasets listed in Table 3 to estimate the propor-
tion of Literary and Spoken Tamil in them. We re-
port these estimates in Table 5. Finetuned XLM-R
and Multinomial Bayes (c = 4,w = 1) confirm that

Dataset XLM-R Multi. NB

Tamilmixsentiment 6.2% 6.7%
Offenseval 14.1% 19.7%
Dakshina 81.5% 70.8%
HopeEDI 13.1% 20.6%
CC-100 44.0% 13.2%

Table 5: Estimated percentage of Literary Tamil sen-
tences in each available romanised Tamil corpus, ac-
cording to finetuned XLM-R and Multinomial Naïve
Bayes models trained on IruMozhi.

Dakshina is almost entirely Literary Tamil, while
Tamilmixsentiment, Offenseval, and HopeEDI are
largely Spoken Tamil. Given the genres that these
datasets were collected from (formal Wikipedia
vs. informal social media), these are reasonable
predictions. Finally, testing the first 50k lines, we
find a surprisingly high portion of Spoken Tamil in
the CC-100 ta_rom split. This suggests that XLM-
R was indeed trained on a large amount of Spoken
Tamil, explaining why our finetuning was success-
ful.

6 Conclusion

We presented IruMozhi, a parallel corpus of Liter-
ary and Spoken Tamil translated on Wikipedia text.
We trained models on an augmented version of Iru-
Mozhi for classifying Tamil diglossia, and audited
the composition of existing labelled datasets and
the CC-100 pretraining text in romanised Tamil.
We found that there are indeed labelled and unla-
belled data sources for Spoken Tamil text, indicat-
ing hopeful avenues for future NLP research on
the variety. Particularly, XLM-R seems to have
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already been trained on some romanised Spoken
Tamil data.

We hope to train style transfer models for the
two varieties and study diglossia in other Indian
languages. Our aim is to encourage work on lesser-
studied languages and dialects in South Asia.

Limitations

This work is one of a handful submitted to *CL
venues on Spoken Tamil. However, our definition
of Spoken Tamil does not take into consideration
dialectal variation in the variety. Particularly, since
both of our annotators were from Salem, Tamil
Nadu, India, our dataset excludes other regional
dialects of Spoken Tamil. This may harm the abil-
ity of our trained models to generalise to other
dialects of Spoken Tamil. Future work could im-
prove on this paper by collecting translations from
a more geographically diverse set of annotators,
similar to what has been done in dialectal NLP
work on Arabic.

Ethics Statement

We release models for classifying the register of
romanised Tamil texts. This could be used to
e.g. profile users on social media, but since our
classification is not very fine-grained we do not
foresee such uses being practical and thus do not
have ethical concerns about our models.
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A Linguistic differences between Literary and Spoken Tamil

We briefly discuss the linguistic differences between Literary and Spoken Tamil (Schiffman, 1999). The
vowels of Literary Tamil undergo various phonological changes when converted into speech. Vowels,
both short monophthongs and diphthongs, are regularly raised in the word-final position. For example,
both /-a/ and /-aI/ are raised to [-E]. Word-final /u/ (with the exception of names) is shortened to [W];
additionally, an epenthetic-[W] is usually added to the end of words that end with consonants. When
not in the word-final position, /e/ and /i/ are relaxed into /E/ and /I/. Additionally, /i/ along with /u/ are
lowered to [E] and [o], respectively, when preceding a short consonant followed by /a/ and /aI/. Unlike
the short vowels, long monophthongs will mostly remain the same quality regardless of position.

Word-final nasal consonants (excluding /ï/) also affect preceding vowels. In all cases, the vowel
becomes nasalized and the consonant is dropped. For short vowels, however, the nasal may also change
the quality of the vowel. For example, /an/ is nasalized to [ã], and then raised to [Ẽ]. Similarly, /am/ is
also nasalized to [ã], but then rounded to [Õ].

Outside of regular vowel changes, various other aspects of Spoken Tamil differ from the literary variety.
For example, the locative suffix /-il/ is expressed as [-lE]; A suffix like /(-)illaI/, indicating negation, is
said as [-lE] at the end of words and [illE] elsewhere. /(-)uííe:/ ‘inside’ is spoken as [(-)uííE]. In some
dialects of Spoken Tamil, the 3rd-person irrational ending, /-atu/, can become palatalised to [-V

>
tSW] in

the past tense of strong verbs, with the vowel depending on the verb being conjugated. In general, strong
verbs substitute /-tt-/ and /-nt-/ with [-

>
tS-] and [-n

>
dZ-], respectively.

Finally, there are major lexical differences between Spoken and Literary Tamil. For example, there
is a large presence of loanwords in the colloquial form of the language, most often taken from English
and Sanskrit. These words, alongside some of native Tamil origin, often replace literary words that may
seem too formal in speech. An example of this is ulladhu, which is almost always replaced with irukku
in colloquial contexts as the existence copula. Similarly, the Sanskrit loan sandosham is preferred over
the native Tamil word magizhcci for ‘happy’, although the latter is gaining popularity among the younger
generations.

B More results

Model Params Trained on IruMozhi IruMozhi + Dakshina
Acc. F1ST F1LT Acc.Dakshina Acc. F1ST F1LT

Naïve Bayes (Gaussian) c = 4,w = 1 99.7% 0.998 0.995 52.9% 99.7% 0.998 0.995
c = 3,w = 1 99.8% 0.998 0.996 36.9% 99.7% 0.998 0.994
c = 2,w = 1 99.8% 0.998 0.996 58.5% 99.8% 0.999 0.997
c = 1,w = 1 99.4% 0.996 0.989 91.3% 99.2% 0.995 0.987
c = 0,w = 1 99.4% 0.996 0.990 1.7% 99.4% 0.996 0.988
c = 4,w = 0 99.1% 0.994 0.984 48.7% 99.5% 0.996 0.991
c = 3,w = 0 94.3% 0.959 0.906 29.5% 93.9% 0.956 0.901
c = 2,w = 0 67.3% 0.708 0.628 43.2% 68.2% 0.718 0.636
c = 1,w = 0 72.2% 0.761 0.561 29.9% 40.8% 0.330 0.470

Naïve Bayes (Multinomial) c = 4,w = 1 99.1% 0.994 0.984 70.8% 99.1% 0.994 0.984
c = 3,w = 1 98.7% 0.991 0.978 52.1% 98.4% 0.989 0.971
c = 2,w = 1 98.8% 0.992 0.978 20.3% 99.0% 0.993 0.981
c = 1,w = 1 99.1% 0.993 0.983 2.2% 99.0% 0.993 0.981
c = 0,w = 1 99.0% 0.993 0.982 74.0% 98.4% 0.989 0.972
c = 4,w = 0 98.7% 0.991 0.977 76.0% 98.1% 0.987 0.966
c = 3,w = 0 98.0% 0.986 0.965 65.4% 98.6% 0.990 0.974
c = 2,w = 0 94.3% 0.960 0.902 50.9% 94.2% 0.959 0.901
c = 1,w = 0 82.0% 0.880 0.643 34.8% 82.6% 0.884 0.655

XLM-R 99.4% 0.996 0.990 81.5% 99.1% 0.990 0.991

Table 6: Results on more hyperparameter settings.

We trained many variants of Naïve Bayes models, but their erratic generalisation behaviour on Dakshina
led us to focus on XLM-R in the main text. We also tried training on IruMozhi and Dakshina together,
but this heavily skewed the data distribution towards Literary Tamil since Dakshina is much larger than
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IruMozhi, and seemed to harm out-of-domain generalisation; estimated Literary Tamil percentages on
other datasets were around 50% and thus basically random.

C UMAP with predicted labels

xlm-roberta-base xlm-roberta-base-irumozhi

Score

0.25

0.50

0.75

Figure 3: Same embedding map as Figure 2 but with predicted probability for Literary Tamil by XLM-R finetuned
on IruMozhi instead of dataset and label. There is no apparent structure in the base XLM-R model.
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