Abstract

Most pretrained language models rely on subword tokenization, which processes text as a sequence of subword tokens. However, different granularities of text, such as characters, subwords, and words, can contain different kinds of information. Previous studies have shown that incorporating multiple input granularities improves model generalization, yet very few of them outputs useful representations for each granularity. In this paper, we introduce the entanglement model, aiming to combine character and subword language models. Inspired by vision-language models, our model treats characters and subwords as separate modalities, and it generates mutually informed representations for both granularities as output. We evaluate our model on text classification, named entity recognition, POS-tagging, and character-level sequence labeling (intraword code-switching). Notably, the entanglement model outperforms its backbone language models, particularly in the presence of noisy texts and low-resource languages. Furthermore, the entanglement model even outperforms larger pretrained models on all English sequence labeling tasks and classification tasks. We make our code publicly available.1

1 Introduction

Since the emergence of pretrained language models (LMs) like ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019), subwords tokenization have become the prevailing approach to tokenization. Common techniques include byte-pair-encoding (BPE) (Sennrich et al., 2016), WordPiece (Wu et al., 2016), and SentencePiece (Kudo and Richardson, 2018), which create word-sized character n-grams for the LM to learn reusable representations. However, subword tokenization has limitations: the number and vocabulary of subwords must be predetermined during pretraining. Consequently, tasks involving noisy text or low-resource languages often require meticulous engineering to achieve satisfactory performance.

A less studied alternative is tokenizing at the character or byte level. Pretrained LMs like CANINE (Clark et al., 2022), Charformer (Tay et al., 2022), and ByT5 (Xue et al., 2022) utilize character-level tokenization. Though such models usually require careful design to handle longer sequences resulting from fine-grained tokenization, they offer advantages such as better incorporation of morphology and avoidance of tokenization overfitting to the pretraining corpus domain.

Previous studies have shown that incorporating both character and subword (or full word) representations can enhance model generalization. However, most studies focused on using characters to enhance or refine word representations (Aguilar et al., 2018; Sanh et al., 2019; Shahzad et al., 2021; Wang et al., 2021; Ma et al., 2020; Tay et al., 2022). However, these models, unlike the character-level pretrained language models mentioned earlier, do not generate usable character-level representations.

In this paper, we argue that character and subword representations are distinct yet complementary. We introduce a novel model, named the entanglement model, which combines a pretrained character LM and a pretrained subword LM. Inspired by techniques from the vision-language models (specifically ViLBERT (Lu et al., 2019a)), we treat characters and subwords as two modalities and leverage cross-attention to learn new representations by iteratively attending between the character and subword sides of the model. The result is a simple, yet general approach for bringing together the fine-grained representation afforded by characters with the rich memory of subword representations.

We evaluate our entanglement model on a variety of tasks (named entity recognition (NER), part-of-speech (POS) tagging, and sentence classification), domains (noisy and formal text), and
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1https://github.com/TonyW42/noisy-IE
languages (English and ten African languages). We also evaluate the entanglement model on character-level tasks (intraword code-switching), which cannot be processed by subword models. Empirically, our model consistently outperforms its backbone models and previous models that incorporate character information. On English sequence labeling and classification tasks, the entanglement model even outperforms larger pre-trained models. Further, we found that the usage of subword-aware character representations yields performance gains, compared to using a character-only model.

In order to better understand the effectiveness of our model, we also explore two natural extensions: (1) incorporating positional embeddings that explicitly align the characters and subwords and (2) masked language model (MLM) pretraining of the entanglement model. We find that these augmentations of the model are unnecessary, suggesting that our model is capable of learning positional alignment between characters and subwords on its own and leveraging the substantial pretraining of the backbone models without costly pretraining of our entanglement cross-attention layers.

2 Methods

We propose a novel entanglement model that allows information exchange between pretrained character models and subword models, which is facilitated by two separate sets of co-attention modules. Our intention is for each layer of co-attention to further entangle the subword and character representations. The model thereby builds subword representations that are character-aware and character representations that are subword-aware which can be used on both character-level and word-level tasks.

We apply the model to sequence labeling and text classification assuming a dataset of $N$ samples and $K$ classes, $D = \{(x(i), y(i))\}_{i=1}^{N}$, where $x(i) \in \mathbb{R}^{n_i}$ is a sequence of words of length $n_i$ with label $y(i)$. For sequence labeling, the label $y(i) \in \{1, 2, \ldots, K\}^{n_i}$ is a vector with the same length as $x(i)$. For text classification, the label $y(i) \in \{1, 2, \ldots, K\}$ is an integer.

2.1 The Entanglement Model

Figure 1 shows the architecture of the entanglement model. We describe the model for a single training example $(x, y)$, we first tokenize it into a subword sequence $x^s \in \mathbb{R}^{n^s}$ and a character sequence $x^c \in \mathbb{R}^{n^c}$, where $n^s, n^c$ refers to the length of the subword and character sequences respectively. We then feed $x^c$ through a character encoder and $x^s$ through a subword encoder to obtain contextualized representations $H^s \in \mathbb{R}^{n^s \times d}$ and $H^c \in \mathbb{R}^{n^c \times d}$, where $d$ is the embedding size for the contextualized representations. Then, we feed $H^s$ and $H^c$ through $m$ (separate) co-attention modules to facilitate information exchange between character and subword representations, which outputs a character-aware subword embedding $H^s_c$ and a subword-aware character embedding $H^c_s$. When using $H^s_c$ for inference, we call the experiment to use the subword side (SUBW). When using $H^c_s$ for inference, we call the experiment to use the character side (CHAR).

While having separate encoders for characters and subwords allows better modeling of the features unique to each granularity, the cross-attention block inside the co-attention module allows the representations for characters and words to learn from each other. During training, the information exchange happens not only in the co-attention modules but also in the backbone text encoders through the flow of the gradient.

2.2 The Co-attention Module

A co-attention module consists of two transformer blocks (Vaswani et al., 2017a). The first transformer block, named CO-TRM, features a cross-attention layer that uses one modality to query the other, which facilitates information exchange between the two modalities. Figure 2 demonstrates the structure of the CO-TRM module. The second transformer block, named TRM, features a self-attention layer, which is the same as the transformer layers in the backbone encoders.

Let $H^s_0 = H^s$ and $H^c_0 = H^c$ be the output of the pretrained LMs and $H^s_i$ and $H^c_i$ be the subword and character embeddings output by the $i^{th}$ co-attention module. Given $H^s_i$ and $H^c_i$ the subword-side co-attention module outputs the next-layer hidden states $H^s_{i+1}$ as:

$$ C^s_{i+1} = \text{CO-TRM}(Q = H^s_i, K = H^c_i, V = H^c_i) $$

$$ H^s_{i+1} = \text{TRM}(Q = K = V = C^s_{i+1}) $$

Where $C^s_{i+1}$ refers to the intermediate representation output by the CO-TRM module. Similarly, the character side co-attention module outputs the next-layer hidden states $H^c_{i+1}$ as:

$$ C^c_{i+1} = \text{CO-TRM}(Q = H^c_i, K = H^s_i, V = H^s_i) $$

$$ H^c_{i+1} = \text{TRM}(Q = K = V = C^c_{i+1}) $$
2.3 Sequence Labeling

The Subword Side  When training our model through the subword side, we pass the character-aware subword embedding $H_s^*$ through a linear classification layer and a softmax layer to obtain the output probabilities $\hat{p}^s \in \mathbb{R}^{n_s \times K}$ for each subword:

$$\hat{p}^s = \text{Softmax}(H_s^*W^s) \quad W^s \in \mathbb{R}^{d \times K}$$

We then select the output probabilities for the first subword as the prediction for each word, which creates word-level output probabilities $\hat{p}^w \in \mathbb{R}^{n \times K}$.

The Character Side  Similarly, when training our model on the character side, we use the subword-aware character embedding $H_c^*$ to obtain the output probabilities $\hat{p}^c \in \mathbb{R}^{n_c \times K}$ for each character:

$$\hat{p}^c = \text{Softmax}(H_c^*W^c) \quad W^c \in \mathbb{R}^{d \times K}$$

We then select the output probabilities for the first character as the prediction for each word to get word-level output probabilities $\hat{p}^w \in \mathbb{R}^{n \times K}$.

Loss and Inference  We then train the model under cross-entropy loss:

$$L(\hat{p}^w, y) = \sum_{j=1}^{n} \sum_{k=1}^{K} y_{j,k} \log(\hat{p}_{j,k}^w)$$

where $y_{j,k}$ refers to the one-hot encoding of the label on the word $j$ and $\hat{p}_{j,k}^w$ refers to output probability of that word on class $k$.

For inference, we will take the class with the highest output probability as the predicted label for each word. i.e.,

$$\hat{y}^j = \arg\max_k \hat{p}_{j,k}^w$$

2.4 Text Classification

The Subword and Character Sides  For text classification, the procedure for the subword side and the character side is the same: We take $h \in \mathbb{R}^d$, the first argument of either $H_s^*$ or $H_c^*$, which is the embedding for the [CLS] token, and pass it through a linear and tanh layer. We then pass this output through a linear classification layer and a softmax function to obtain the output probabilities $\hat{p} \in \mathbb{R}^K$:

$$\hat{p} = \text{Softmax}(W_c^c(\sigma(W^p h)))$$

where $W^p \in \mathbb{R}^{d \times d}$, $W_c^c \in \mathbb{R}^{d \times K}$, and $\sigma(\cdot)$ refers to the $\tanh(\cdot)$ function.

Loss and Inference  We then train the model under cross-entropy loss:

$$L(\hat{p}, y) = \sum_{k=1}^{K} y \log(\hat{p}_k)$$

where $y$ refers to the one-hot encoding of the label of the sample text and $\hat{p}_k$ refers to output probability of that sample on class $k$.

For inference, we take the class with the highest output probability as the predicted label for each sample. i.e.,

$$\hat{y} = \arg\max_k \hat{p}_k$$
2.5 Comparison with Previous Work

Our model architecture draws partial inspiration from ViLBERT (Lu et al., 2019b), a pretrained vision-language model. However, unlike ViLBERT, our model capitalizes on the capabilities of pretrained character and subword models, eliminating the need for additional pretraining steps and resulting in faster training times.

Other studies have investigated combining character and word embeddings. The ACE model (Wang et al., 2021) uses neural architecture search to find a subset of 11 embeddings, which are concatenated to form word representations. Unlike our model, ACE relies on fixed word embeddings, lacks learned character representations, and requires computationally intensive search. Our model is more efficient and learns a fine-grained representation of characters and subwords.

3 Experimental Setup

3.1 Datasets and Tasks

We evaluate our model on four tasks: named entity recognition (NER), part-Of-Speech (POS) tagging, intraword code-switching, and text classification.

**English sequence labeling:** For NER, we utilize the WNUT-17 dataset (Derczynski et al., 2017) and the CONLL-2003 dataset (Tjong Kim Sang and De Meulder, 2003), which respectively contains noisy user-generated texts from social media and formal writings sourced from the Reuters news. For POS-tagging, we use TweeBank (Jiang et al., 2022), which contains noisy texts from Twitter.

**Multilingual NER:** We use the MasakhaNER dataset (Adelani et al., 2021), which offers NER tasks for 10 low-resourced African languages.

**Character-level sequence labeling:** We also use the Spanish-Wixarika and Turkish-German data of Mager et al. (2019) on intraword code-switching. Since the language switch exists within a word, the intraword segmentations cannot be predicted by subword models because the morpheme boundaries might not align with subword boundaries. We formulate it as a character-level sequence labeling task.

**Text classification:** The WNUT-2020 shared task #2 dataset (Nguyen et al., 2020a) focuses on identifying informative English tweets related to COVID-19. Additionally, we use the TweetEval dataset (Barbieri et al., 2020), a comprehensive benchmark for evaluating tweet classification.

3.2 Experimental Details

For our experiments, we utilize the CANINE-s\(^2\) (Clark et al., 2022) as the underlying character encoder backbone. For multilingual sequence labeling tasks, we employ XLM-R\(_{base}\) (Conneau et al., 2020) as the subword encoder backbone, while for all other tasks, we use RoBERTa\(_{base}\) (Zhuang et al., 2021) as the subword encoder backbone.

During model training, we employ the Adam optimizer with an initial learning rate of 2e-5 and a linear scheduler. The number of maximum epochs varies for each dataset: 25 for TweetEval and 50 for all other datasets. We select the model with the best performance on the validation set and evaluate it on the test set. Due to the small scale of MasakhaNER, we run each experiment three times with different seeds and report the average results.

We evaluate the entanglement model against four baselines: the backbone text and character model, a larger pre-trained subword model, and CharBERT (Ma et al., 2020), a previous subword model that incorporates character information.

In our result tables, we employ bold to highlight the best outcome achieved by either our baselines or the entanglement model, while † denotes the state-of-the-art performance. We keep the numbers from prior work in greyscale in all following tables.

4 Results

We conduct an extensive analysis of our model’s performance on various sequence labeling and text classification tasks. We evaluate the effectiveness of our model on both formal and noisy English texts, as well as low-resourced languages, in order to assess its capabilities across different scenarios. Moreover, for each task, we report the performance of different configurations of our model, such as utilizing the subword or character side and varying the number of co-attention modules. This approach enables us to examine the robustness of our modules under different hyperparameter settings.

4.1 English Sequence Labeling

Table 1 shows the results of our model on two English NER datasets: WNUT-17 (noisy text) and CONLL-03 (formal text). Across all experiments, our model consistently outperforms the backbone.

\(^2\)The best CANINE model from (Clark et al., 2022) employs character n-gram embeddings. However, the corresponding pretrained model is not released by Google, so we use the available model: CANINE-s.
models on both the subword and character sides. Interestingly, the improvement is more pronounced for WNUT-17 compared to CONLL-03, indicating that our model excels at handling noisy text. Additionally, we observe that the character side exhibits a more significant improvement than the subword side, suggesting that the character model benefits greatly from co-attending with the subword model. Although our models do not surpass the state-of-the-art (SOTA) performance, it is important to note that the SOTA models either rely on external context (CL-KL), employ neural architecture search across a broader range of models (ACE), or a linear chain CRF layer (ACE), making them less directly comparable to our model. Table 2 showcases the results of our model on TweeBank. Overall, we observe minimal differences between the entanglement model and the RoBERTa baseline.

### 4.2 Multilingual NER

The results of our model on MasakhaNER are presented in Table 3. Again, we observe that our model outperforms the baseline models on both the subword and character side, with a more substantial improvement on the character side. The performance boost for certain languages, such as Luo (LUO) and Wolof (WOL), appears more substantial. Luo consists of additional consonants and nine vowels (Adelani et al., 2021), which might be better processed by the character model. Wolof’s morphology is derivationally rich (Kah, 1987), which may suggest that our model performs better on morphologically rich languages because it effectively leverages the character model.

Motivated by the performance gap between XLM-R and its larger variant, XLM-R_{large}, we experimented with the entanglement model using XLM-R_{large} as the foundational subword backbone. To reconcile the embedding dimension mismatch between the two backbones (768 for CANINE-S and 1024 for XLM-R_{large}), we employed a fully-connected linear layer to upscale CANINE’s character embeddings before passing them to the co-attention layers. As illustrated in the bottom panel of Table 3, when the entanglement model utilizes XLM-R_{large} as the backbone, its performance surpasses the standalone XLM-R_{large} model, and it archives SOTA performance across most languages.

### 4.3 Character-level Sequence Labeling

Table 4 shows the results of our model on intra-word code-switching tasks. We see that the entanglement model outperforms CANINE-s across all tasks and specifications, and it outperforms the previous SOTA SegRNN (Mager et al., 2019) in most tasks. The performance gain is more substantial for “Mixed” words, which contain intraword code-witching.
### Table 3: MasakhaNER F1 score for Multilingual NER results. The first 2 panels (CHAR, SUBW) refers to the two sides of EM trained with XLM-R as the backbone. The bottom panel utilizes EM with XLM-R\textsubscript{large} as the backbone. Both sides of the best entanglement model consistently outperform the corresponding backbone models (XLM-R\textsubscript{base} and CANINE-S). EM with XLM-R\textsubscript{large} as the subword backbone archives SOTA performance on 6 out of 10 languages. #C means the number of co-attention modules. The last column Avg indicates the macro average F1 score of all the 10 African languages.

<table>
<thead>
<tr>
<th>Model</th>
<th>AMH</th>
<th>HAU</th>
<th>IBO</th>
<th>KIN</th>
<th>LUG</th>
<th>LUO</th>
<th>PCM</th>
<th>SWA</th>
<th>WOL</th>
<th>YOR</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIXEL</td>
<td>47.7</td>
<td>82.4</td>
<td>79.9</td>
<td>64.2</td>
<td>76.5</td>
<td>66.6</td>
<td>78.7</td>
<td>79.8</td>
<td>59.7</td>
<td>70.7</td>
<td>70.62</td>
</tr>
<tr>
<td>CANINE-c_ex-grams</td>
<td>50.0</td>
<td>88.0</td>
<td>85.0</td>
<td>72.8</td>
<td>79.6</td>
<td>74.2</td>
<td>88.7</td>
<td>83.7</td>
<td>66.5</td>
<td>79.1</td>
<td>76.76</td>
</tr>
<tr>
<td>CANINE-s</td>
<td>32.70</td>
<td>74.38</td>
<td>71.79</td>
<td>59.92</td>
<td>69.98</td>
<td>53.75</td>
<td>66.17</td>
<td>73.37</td>
<td>57.82</td>
<td>61.00</td>
<td>61.69</td>
</tr>
<tr>
<td>XLM-R\textsubscript{base}</td>
<td>71.69</td>
<td>90.05</td>
<td>84.79</td>
<td>73.35</td>
<td>78.33</td>
<td>79.6</td>
<td>87.96</td>
<td>86.46</td>
<td>63.43</td>
<td>77.56</td>
<td>78.76</td>
</tr>
<tr>
<td>XLM-R\textsubscript{large}</td>
<td>75.51</td>
<td>91.06</td>
<td>83.85</td>
<td>76.61</td>
<td>† 78.09</td>
<td>77.08</td>
<td>90.08</td>
<td>88.87</td>
<td>65.58</td>
<td>79.50</td>
<td>80.62</td>
</tr>
</tbody>
</table>

### Table 4: Character accuracy on code-switching tasks. The entanglement model outperforms CANINE-s and previous studies across all sub-tasks, and it outperforms SegRNN (Mager et al., 2019) except (All, S-W). “All” means the accuracy of all data, and “MIX” means the accuracy of words with intraword switching. S-W refers to Spanish-Wixarica, G-T refers to German-Turkish.

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>All</th>
<th>All</th>
<th>MIX</th>
<th>MIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>S-W</td>
<td>G-T</td>
<td>S-W</td>
<td>G-T</td>
</tr>
<tr>
<td>SegRNN</td>
<td>92.40†</td>
<td>93.60</td>
<td>84.6</td>
<td>72.9</td>
</tr>
<tr>
<td>CANINE-s</td>
<td>90.84</td>
<td>94.12</td>
<td>82.97</td>
<td>72.44</td>
</tr>
</tbody>
</table>

### Side-#C

<table>
<thead>
<tr>
<th>#C</th>
<th>CHAR</th>
<th>91.24</th>
<th>94.60</th>
<th>86.23†</th>
<th>74.21†</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>CHAR-2</td>
<td>91.17</td>
<td>94.74</td>
<td>84.42</td>
<td>73.82</td>
</tr>
<tr>
<td>3</td>
<td>CHAR-3</td>
<td>91.00</td>
<td>94.39</td>
<td>84.05</td>
<td>71.26</td>
</tr>
<tr>
<td>4</td>
<td>CHAR-4</td>
<td>91.00</td>
<td>94.86†</td>
<td>84.42</td>
<td>72.63</td>
</tr>
</tbody>
</table>

### 4.5 Discussion

#### Character Models
In most tasks, we see that the performance of CANINE-s is not comparable with RoBERTa. This perhaps explains the observation that the improvement of our model on the character is usually much more substantial than the subword side. Thus, our model might benefit from a different (potentially stronger) character model, such as Charformer (Tay et al., 2022) and ByT5 (Xue et al., 2022), and we leave it for future research.

#### Number of Co-attention Modules
Generally, we observe that using two co-attention modules appears to be the optimal choice for the subword side, while one co-attention module appears to suffice for the character side. Although in certain tasks using 4 co-attention modules yields the highest performance, these additional benefits of more co-attention modules appear minimal.

#### Efficiency
Our entanglement model requires 2-3 times the memory of a single backbone model. The
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<table>
<thead>
<tr>
<th>Model</th>
<th>Emoji</th>
<th>Emotion</th>
<th>Hate</th>
<th>Irony</th>
<th>Offensive</th>
<th>Sentiment</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>RoB-RT</td>
<td>31.4</td>
<td>79.5†</td>
<td>52.3</td>
<td>61.7</td>
<td>80.5</td>
<td>72.6</td>
<td>63.00</td>
</tr>
<tr>
<td>BERTweet</td>
<td>33.58</td>
<td>78.88</td>
<td>53.87</td>
<td>80.5</td>
<td>80.17</td>
<td>68.53</td>
<td>65.93</td>
</tr>
<tr>
<td>CANINE-s</td>
<td>26.27</td>
<td>61.72</td>
<td>43.51</td>
<td>61.96</td>
<td>73.63</td>
<td>61.72</td>
<td>54.80</td>
</tr>
<tr>
<td>RoBERTabase</td>
<td>33.36</td>
<td>78.55</td>
<td>50.49</td>
<td>73.14</td>
<td>78.05</td>
<td>68.28</td>
<td>63.65</td>
</tr>
<tr>
<td>RoBERTALarge</td>
<td>34.25</td>
<td>81.87</td>
<td>51.08</td>
<td>70.75</td>
<td>80.29</td>
<td>71.40</td>
<td>64.94</td>
</tr>
<tr>
<td>CharBERT</td>
<td>30.68</td>
<td>75.56</td>
<td>48.11</td>
<td>68.72</td>
<td>70.95</td>
<td>71.62</td>
<td>60.94</td>
</tr>
</tbody>
</table>

Table 5: F1 on TweetEval. Both sides of the best entanglement model (EM) outperform the corresponding backbone models (XLM-Rbase and CANINE-S) and CharBERT across all tasks except Sentiment. For all models we have evaluated (not including BERTweet, which is pre-trained on Twitter text), EM performs the best for 4 out of 6 subtasks. The last column Avg indicates the macro average F1 across 6 tasks.

2-COTRM entanglement model contains around 290M parameters, whereas its subword backbone (RoBERTabase) contains 125M parameters. Yet, our model contains fewer parameters than larger pre-trained models like RoBERTALarge (354M parameters). Our model has higher parallelizability than RoBERTALarge, as the computation of the character and subword model is independent before the co-attention module. Empirically, the runtime of the entanglement model is roughly 1.72 times of RoBERTabase and 0.54 times of RoBERTALarge.

Baseline Table 1, 2, 5 shows that the entanglement model outperforms RoBERTALarge, which is pretrained and has more parameters, across all English classification and sequence labeling tasks. Table 3 shows that the entanglement model with XLM-R as the backbone failed to outperform XLM-Rlarge, so maybe more pretraining is required for lower-resourced languages. We see that EM with XLM-Rlarge as the backbone outperforms XLM-Rlarge. Also, the entanglement model outperforms CharBERT (an English-only model) across all English classification and sequence labeling tasks, suggesting that our model more effectively leverages the ability of both character and subword models.

5 Model Extensions

In this section, we explore two natural extensions that demonstrate how the simplicity of our model eliminates the need for additional complexity.

Positional Embeddings We experimented with several ways to add positional embeddings (PE) in the co-attention module. Details on PE training are in appendix A. From table 6, we see that for WNUT-17, adding PEs hurts the model’s performance. In CONLL-03, strategy C has a slight improvement in the model’s performance, though it appears very marginal. This suggests that the entanglement model autonomously learns the translation between subword PEs and character PEs.

MLM pretraining We pretrain a 1-layer entanglement model on 8% of WikiText-103 (Merity et al., 2016) and Bookcorpus (Zhu et al., 2015). Details on pretraining are in appendix B. From table 7 & 5, we see that the pre-trained model fails to outperform the standard, un-pretrained entanglement model. This suggests that pretraining does not appear to help the model generalize. Nevertheless, it is also possible that the scale of pretraining is not large enough for it to exhibit a positive influence, and we leave it to future work.

6 Related Work

Many existing studies have investigated learning subword representations from multiple granularities of input (§6.1), and many studies has explored learning character representations (§6.2). Comparatively few works have explored outputting represen-
Table 6: NER F1 results for different kinds of positional embeddings (PEs). For WNUT-17, adding PEs decreases model performance. For CONLL-03, adding PE A and C leads to a very marginal performance boost.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>WNUT-17</th>
<th>CONLL-03</th>
</tr>
</thead>
<tbody>
<tr>
<td>No PEs</td>
<td>57.80</td>
<td>91.81</td>
</tr>
<tr>
<td>A</td>
<td>56.23</td>
<td>91.88</td>
</tr>
<tr>
<td>B</td>
<td>57.06</td>
<td>91.79</td>
</tr>
<tr>
<td>C</td>
<td>56.94</td>
<td>92.15</td>
</tr>
</tbody>
</table>

Table 7: A more direct comparison between EM and larger pre-trained models (RoBERTa\textsubscript{large}, RL), another character-aware subword model (CharBERT, CB), and pre-trained EM. The standard EM outperforms these three models across all these four tasks.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RL</th>
<th>CB</th>
<th>EM-P</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>TweeBank</td>
<td>94.50</td>
<td>93.59</td>
<td>93.97</td>
<td>95.52</td>
</tr>
<tr>
<td>WNUT-20</td>
<td>89.21</td>
<td>88.08</td>
<td>88.08</td>
<td>89.98</td>
</tr>
<tr>
<td>WNUT-17</td>
<td>56.38</td>
<td>53.63</td>
<td>51.71</td>
<td>57.97</td>
</tr>
<tr>
<td>CONLL-03</td>
<td>92.31</td>
<td>92.07</td>
<td>91.21</td>
<td>92.23</td>
</tr>
</tbody>
</table>

6.2 Character Representation Learning

Models like CANINE (Clark et al., 2022) and ByT5 (Xue et al., 2022) directly pre-train a character-level transformer to obtain character representations. However, character models could be hard to train as they assume less structure about the text. To mitigate this issue, Sun et al. (2023) uses a hierarchical structure to integrate word boundary information in the character model. Huang et al. (2023) learns character representation inside a subword model by treating characters as type variables in a causal model. Studies found that incorporating linguistic features of the characters, such as phonetic information (Matsuhira et al., 2023), Chinese character shape and Pinyin (Sun et al., 2021; Wei et al., 2023), can yield performance gains.

6.3 Multiple Granularities of Output

In contrast to the extensive research on processing multiple granularities as input, there have been limited studies proposing models that generate multiple granularities of output. In speech recognition, Sanabria and Metze (2018) train a single model to simultaneously produce text transcripts at different granularities, specifically characters, and subwords with varying vocabulary sizes. Srinivasan et al. (2019) employs a shared encoder but separate decoders for different output granularities, allowing decoders to generate outputs concurrently. Kremer et al. (2018) optimize different models for distinct granularities of text jointly, using a combined loss.

6.4 Multimodal NLP

Prior research has demonstrated the potential benefits of incorporating non-linguistic modalities in various NLP tasks. For instance, ChineseBERT (Sun et al., 2021) incorporates Pinyin and glyph information of Chinese characters during pretraining, leading to performance boosts in Chinese NLP tasks. Our work draws inspiration from vision-language models. Models like VisualBERT (Li et al., 2019) and VL-BERT (Su et al., 2020) learn a shared representation space for both images and language, utilizing a single transformer as the encoder for both modalities. In contrast, our model utilizes pretrained subword and character models and employs the co-attention module, as adopted by ViLBERT (Lu et al., 2019b), to facilitate information exchange between the two granularities.
7 Conclusion

In this paper, we introduce a novel entanglement model to effectively combine character and subword language models using co-attention modules. Unlike many prior works, our model produces mutually informed representations of subwords and characters, which could be used to process both subword and character-level tasks. Its architecture is model-agnostic, and it opens new directions for pretraining and scaling up. Empirically, our model has demonstrated improvements over the baseline models on various sequence labeling and text classification tasks. Our entanglement model achieves state-of-the-art results on various tasks/settings: POS tagging on TweeBank, NER on Ibo and Wolof from MasakhaNER, and intra-word code-switching on German-Turkish. Notably, the improvement of our model is most significant for noisy texts and low-resourced, morphologically rich languages. Furthermore, the entanglement model outperforms larger pretrained subword models, which have higher parameter counts, on most tasks. While our model features a simple architecture, incorporating extensions like positional embeddings or additional pretraining do not improve its performance, which implies that the model’s structure facilitates the learning of relevant information during fine-tuning, rendering additional complexities unnecessary.

8 Limitations

Computational Efficiency Although our model demands greater computational resources and may have a slower optimization process compared to the backbone model (e.g., RoBERTa), it still faster than previous models like ACE, which utilize multiple embeddings from different models through neural architecture search. Moreover, in §4.5, we demonstrate that the performance of our model is comparable, if not superior, to the RoBERTa_{large} model, which has a higher parameter count.

Model Extension Our model is designed to accommodate a maximum of two backbone models, and there is no straightforward way to extend it for the utilization of three or more backbone models. While exploring the entanglement model with three backbone models could be an intriguing avenue for researchers interested in word-level modeling, it’s worth noting that the majority of current language modeling primarily focuses on the two levels (character or subword) employed in our entanglement models.

Pretraining During the pretraining phase, we observed a rapid decrease in the character MLM loss compared to the subword MLM loss. To introduce more challenging training objectives, one option is to mask out an entire word’s worth of characters instead of just a single character at a time. This strategy could potentially encourage the model to capture more nuanced details in the text, leading to potential performance improvements. Additionally, due to limitations in computational resources, we performed pretraining on a subset (approximately 8%) of the corpus instead of conducting a full-scale pretraining. As such, further investigation into this approach is left to future research.
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A Positional Embeddings

Since we are co-attending subword and character embeddings, it appears beneficial to re-introduce positional information in the co-attention modules. We do this by adding positional embeddings (PEs) to the character and subword embeddings output by the backbone encoder before they are passed to the co-attention modules. Since the character and subword sequence typically have different lengths, it is necessary to have strategies for translating between the character-level and subword-level PEs. We consider three potential strategies: Using strategy A, each character inherits the PE of the subword it belongs to. Using strategy B, each subword inherits the PE of its first character. Using strategy C, the PE of each subword is the average of its character’s PEs. Table 8 demonstrates the three strategies on a small example. We experiment with an entanglement model with 1 co-attention module and sinusoidal absolute PEs used by the original transformer (Vaswani et al., 2017b).

<table>
<thead>
<tr>
<th>word position</th>
<th>A</th>
<th>d</th>
<th>o</th>
<th>g</th>
<th>s</th>
<th>a</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>strategy A</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>strategy B</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>strategy C</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Strategies for mappings the PEs. The un-highlighted PEs are derived from the highlighted PEs by the rule specified.

B Pretraining

Since the co-attention modules are essentially transformer blocks, our model could be pretrained. To investigate the effect of pretraining on our model, we pretrain the model on a subset of the combined corpus of WikiText-103 (Merity et al., 2016) and Bookcorpus (Zhu et al., 2015). The model is trained on three types of objectives: subword-level masked language modeling (MLM) loss, character-level MLM loss, and a novel character-word matching loss that aims to align the representation space of the output character and subword embeddings, described below. Table 9 displays the results of the pre-trained model on WNUT-17 using different amount of data for pretraining, and we see that the model seems to perform worse when more data is used in pretraining.

B.1 Character-word Matching

In order to align the representation space of character and word embeddings, we propose a contrastive learning objective named character-subword matching, which is used during our pretraining step. Figure 3 presents a visualization of the character-subword matching objective. For each character in $T^c$, we record a label for the subword that it belongs to. For example, consider the sentence “A la carte.” Character A would be labeled 1 and 1, a would be labeled 2. We call the label sequence $L^c$.

We compute the pairwise similarity (scaled dot product) between each subword-character pair, and we create a similarity matrix $S = H_s^c \cdot H_c^s$, where $S[i,j] = H_s^c[i] \cdot H_c^s[j]/a$, where a is a trainable constant. Therefore, we formulate the contrastive loss as follows:

$$L_c = \sum_{j=1}^{m} \text{CrossEntropyLoss}(S, \text{ref} = L^c)$$

Figure 3: Character-word matching loss

B.2 Optimization

To learn the parameters of our model, we optimize the model over three objectives. For MLM, we randomly masked out 15% of the tokens in the subword and character sequence. Take a single piece of text ($x$) for example. We respectively compute the subword-level and character-level MLM loss as...
Table 9: F1 scores for pretrained entanglement model in WNUT-17. % data refers to the % of the corpus used for pretraining. EM(#C = 1) refers to the un-pretrained entanglement model with 1 co-attention module.

<table>
<thead>
<tr>
<th>Model</th>
<th>% data</th>
<th># epoch</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RoBERTabase</td>
<td>-</td>
<td>-</td>
<td>56.38</td>
</tr>
<tr>
<td>EM(#C = 1)</td>
<td>-</td>
<td>-</td>
<td>57.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Side</th>
<th>#C</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUBW</td>
<td>1 ∼0.18% 15 56.59</td>
</tr>
<tr>
<td></td>
<td>1 ∼8% 1 51.71</td>
</tr>
<tr>
<td></td>
<td>2 ∼8% 1 52.25</td>
</tr>
<tr>
<td></td>
<td>6 ∼8% 1 53.14</td>
</tr>
</tbody>
</table>

Our model is then pretrained over the three objectives:

\[ \mathcal{L}(x) = \mathcal{L}_c(x) + \mathcal{L}_{\text{sub} \text{mlm}}(x) + \mathcal{L}_{\text{char} \text{mlm}}(x) \]

where \( x_t^s, x_t^c \) are respectively subword and character tokens, and \( n^s, n^c \) are respectively the number of subword tokens and character tokens. \( x_{\neq t}^s, x_{\neq t}^c \) means the complete character/subword sequence without token \( x_t^s, x_t^c \) and other masked-out tokens, and \( \theta \) refers to the parameters in our model.

We pretrain our model on a random subset of the combined corpus of WikiText-103 (Merity et al., 2016) and Bookcorpus (Zhu et al., 2015). The model is trained for 8 hours on 4 Tesla V100 GPUs with 32 GB memory. The initial learning rate is 2e-5 and we used an Adam optimizer and a linear scheduler.