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Abstract

Given several documents, multi-hop question
generation (MQG) is a task aims to generate
complicated questions that require reasoning
over multiple pieces of these documents to find
the answer. To perform this task, existing stud-
ies focus on designing advanced architectures
to locate essential keywords or sentences in
multiple documents and then generate ques-
tions accordingly, where they normally do not
note that question types could provide crucial
hints for extracting key information from the
documents for MQG. In general, supervised
approaches are used that rely on large anno-
tated data, which is not available in many low-
resource scenarios and thus makes MQG hard
in these domains. Consider the recent success
of large language models (LLMs) on natural
language processing tasks using limited labeled
data under few-shot settings, in this paper, we
propose an approach named type-aware seman-
tics extraction-based chain-of-thought method
(TASE-CoT) for few-shot MQG. Specifically,
our approach firstly extracts question types and
essential semantic phrases from the given docu-
ments and the answer. Then, we design a three-
step CoT template to leverage the extracted
question type and semantic phrases to predict
multi-hop questions. Extensive experiments
and the results demonstrate the effectiveness of
our approach and the proposed modules.1

1 Introduction

Question generation (QG) aims to generate ques-
tions that are relevant to the given document. It
is a vital task in the field of question answering
(QA) owing to its wide applications, e.g., helping
chatbots start conversations with intriguing ques-
tions (Skjuve et al., 2022; Janssen et al., 2022).
Most existing approaches for QG (Du et al., 2017;

†Corresponding author.
1The source code and relevant resources of the paper are

available at https://github.com/synlp/TASE-CoT.

Figure 1: The figure presents examples where the ques-
tion type affects the process of generating questions. In
this example, the first model selects the inappropriate
question type “when”, and thus extracts irrelevant se-
mantics. On the contrary, the second model selects the
appropriate question type “who”, and thus extracts the
appropriate key semantics to generate questions. Impor-
tant semantic phrases are highlighted in red color.

Zhou et al., 2018; Kim et al., 2019; Fei et al., 2021;
Mulla and Gharpure, 2023) focus on generating
simple one-hop questions based on a single doc-
ument, which cannot cover the cases that need
complicated multi-hop questions requiring a deep
understanding of multiple documents to answer.
Under this circumstance, multi-hop question gen-
eration (MQG), which aims to generate multi-hop
questions where answering the questions requires
reasoning over multiple documents, has attracted
increasing interest from both the academia and in-
dustry community (Pan et al., 2020; Sachan et al.,
2020; Ji et al., 2021; Su et al., 2022a; Fei et al.,
2022; Yu et al., 2023; Xia et al., 2023).

Existing studies (Pan et al., 2020; Fei et al., 2022;
Xia et al., 2023) on MQG usually regard semantic
phrases as nodes and build graphs over them. They
utilize graph neural networks (GNN) or node clas-
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Figure 2: The figure shows the overall pipeline of the TASE-CoT approach. It consists of two steps, namely,
type-aware semantics extraction and question generation with type-aware CoT, which are presented on the left- and
right-hand sides of the figure, respectively. Example input and prompt templates are presented for better illustration.

sification to extract reasoning chains or keywords
from multiple documents. Then, they use the rea-
soning chains and keywords to help MQG mod-
els generate relevant multi-hop questions. These
approaches generally require a large amount of
labeled training data to learn a well-performing
MQG model and are hard to apply to low-resource
situations. Owing to the recent success of large lan-
guage models (LLMs) on few-shot learning (Brown
et al., 2020; Wei et al., 2022), it is intuitive to per-
form MQG with LLMs under the few-shot setting
when the training resources are limited. However,
prompting LLMs with straightforward instructions
to generate multi-hop questions is not trivial to ob-
tain satisfying performance. LLMs are inefficient
at extracting and utilizing key semantic phrases
that are essential to produce a multi-hop question.
Consider prompting LLMs with relevant informa-
tion is demonstrated to be effective for many NLP
tasks (Wei et al., 2022; Su et al., 2022b; Liang et al.,
2023; Fei et al., 2023), a carefully designed prompt-
ing strategy with semantic information is expected
to be helpful for better MQG. Meanwhile, we no-
tice that the question type provides hints in extract-
ing key semantic phrases and producing multi-hop
questions that satisfy human preferences, as illus-
trated in the examples in Figure 1.

In this paper, we propose an approach named

type-aware semantics extraction-based chain-of-
thought (TASE-CoT) for MQG. Our approach uti-
lizes a type-aware semantics extraction (TASE)
model to extract question types and key semantic
phrases, which are utilized in the type-aware chain-
of-thought (CoT) framework to generate questions.
Specifically, TASE firstly predicts the question type
based on the given answer and context documents.
Then, it utilizes the question type to extract the key
semantic phrases. Type-aware CoT constructs a
CoT prompt based on the obtained question type
and semantic phrases. The CoT prompt breaks
the MQG process into multiple steps according to
the general process when humans produce ques-
tions. The proposed module selects training set
samples with similar question types to construct
few-shot demonstration examples, which further
enhances LLMs’ understanding of the CoT prompt
and thus improves model performance. Extensive
experiments illustrate the effectiveness of our ap-
proach and each proposed module, and it achieves
state-of-the-art performance on few-shot MQG and
comparable performance to fine-tuning methods.

2 The Approach

The overall architecture of our approach is illus-
trated in Figure 2. It generates the question q̂
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with the given set of N context documents C =
{d1, ..., dN} and an answer a related to C, where
a is the answer to the generated question q̂ using
information from at least two documents in C. Our
approach consists of two parts, the first TASE mod-
ule f1 (see the left of Figure 2) extracts the question
type t̂ and semantic phrases S that provide essential
information for MQG. The second part f2 leverages
the extracted t and S to construct the type-aware
CoT and use it to instruct LLMs to generate multi-
hop questions. Thus, the overall objective of our
proposed framework is defined as follows:

q̂ = f2(f1(C, a),D, C, a) (1)

where D is the training set that is used to extract
demonstration examples to facilitate few-shot learn-
ing. The details of the two steps are illustrated in
the following texts.

2.1 Type-aware Semantics Extraction
For MQG, existing studies (Fei et al., 2022; Xia
et al., 2023) demonstrate that the semantic phrases
that are relevant to the given answer contribute to
generating high-quality questions. Meanwhile, the
question type provides important hints on locat-
ing these relevant and important semantic phrases.
Therefore, we propose the type-aware semantics
extraction method. This method first predicts the
question type and then uses the question type to
locate important semantic phrases. Finally, the se-
mantic phrases are sorted to guide the model to
generate questions in a specific order. The details
of the question type classifier, the semantic phrase
extractor, and the semantic phrase ordering process
are illustrated in the following text.

Question Type Classifier We use the encoder
of T5 (Raffel et al., 2020) as our question type
classier. It takes the answer a and the context docu-
ments d1 · · · dN as the input and predicts the type
t̂. Specifically, we concatenate a and d1 · · · dN and
feed the resulting text [a; d1 · · · dN ] as the input
to the classifier. The T5 encoder EncoderTC com-
putes the hidden vectors for the input, and we apply
a MeanPooling operation to the hidden vectors to
obtain the question type representation ht. The
process is formulated as

ht = MeanPooling(EncoderTC(a; d1 · · · dN ))
(2)

Afterwards, we employ a linear projection layer
with Softmax function to ht and predict the ques-

Question Types

wh- how, what, when, where, which,
who, whom, whose

be are, is, was

do did, do, does

have had, have, has

will/can can, could, should, will, would

Table 1: The table shows 22 general question types used
in our approach. The question types are grouped into
five categories for better illustration; the five categories
are not used in our approach.

tion types t̂:

t̂ = Softmax(Linear(ht)) (3)

where t̂ is used in the subsequent process to identify
important semantic phrases for MQG.

To train the question type classifier, we define the
question types and collect the training data through
the following process. Motivated by the observa-
tion that the first word in English questions gen-
erally determines the content they are asking, we
collect the first word of all questions in the MQG
training set as the raw type set. Then, we manu-
ally go through the set and filter out the types that
do not make sense. The resulting question type set
contains 22 question types and an additional “other”
type, which the 22 general types are elaborated in
Table 1. Finally, we extract the gold standard ques-
tion type corresponding to the first word in the gold
standard question in the MQG training set and use
it to train the question type classifier.

Semantic Phrase Extractor The semantics ex-
tractor aims to locate important semantic phrases
that contribute to MQG based on the predicted
question type t̂. Following Xia et al. (2023), we
regard the important semantics phrase extraction
as a sequence labeling task, where each semantic
phrase is annotated by a binary label indicating
whether it is an important semantics phrase. We
use a Transformer-based approach as the semantics
extractor. The Transformer encoder EncoderSE
takes the concatenation of the answer a and the doc-
uments d1 · · · dN , and computes the hidden vector
for each semantic phrase. The l-th hidden vector
for the l-th semantic phrase is denoted as ul. The
process is formulated as

u1 · · ·uL = EncoderSE(a; d1 · · · dN ) (4)
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where L is the total number of semantic phrases
in the documents. Next, for each ul, we add it
to the question type representation ht and feed the
resulting vector ol = ht+ul into a fully connected
projection layer with Softmax classifier. Thus, the
important phrase label ẑl is obtained by

ẑl = Softmax(Linear(ol)) (5)

We compute ẑ1 · · · ẑL for all semantic phrases and
extract the important ones accordingly. We denote
these semantic phrases as s1 · · · sM , where M is
their total number and the representation of the
m-th semantics phrase sm is om.

To train the semantics extractor, it requires gold
standard important semantic phrases. We regard the
ones shared by the gold standard question and the
documents as the gold standard important phrases.

Semantic Phrase Ordering We observe that the
order of the extracted important semantic phrases
provides essential hints for generating high-quality
multi-hop questions. This motivates us to perform
semantics ordering to find the appropriate order
of the semantic phrase. We refer to the approach
proposed by Li et al. (2022) to predict the order of
semantic phrases, whose effectiveness is demon-
strated in leveraging the order of different semantic
phrases to improve text generation. Overall, our
approach contains two steps. The first step com-
putes the position representation of each semantic
phrase using an attention mechanism; the second
step uses a Transformer decoder to generate the
original semantic phrases one by one. The order
of the generated semantic phrases indicates their
satisfactory order in the multi-hop questions.

Specifically, in the first step, we use the stan-
dard positional embedding matrix EPOS for Trans-
former (Vaswani et al., 2017) and use it as the keys
and values in the attention mechanism, where the
representation om of the semantics phrase sm is
used as the query. Therefore, the position represen-
tation pm of sm is computed by

pm = Softmax(om ·E⊤
POS) ·EPOS (6)

where E⊤
POS means the transpose of EPOS . Af-

terwards, we add pm to om and feed the resulting
vector into the Transformer decoder in the second
step. The decoder predicts the semantic phrase
s′1 · · · s′M following the standard process, where
s′1 · · · s′M are the reordering of s1 · · · sM and its or-
der is used to help the following MQG. To train the

semantics ordering model, we use the order of the
semantic phrase in the gold standard question as the
gold standard and optimize the model accordingly.

2.2 Question Generation with Type-aware
CoT

Existing studies have shown that the quality of
demonstration examples is essential for achieving
good performance under few-shot settings (Zhang
et al., 2022). To obtain high-quality demonstration
examples, we propose a few-shot CoT prompt con-
struction approach that consists of two steps. The
first is type-aware sample selection and the second
is question generation with CoT. The details of the
two steps are illustrated as follows.

Type-aware Sample Selection The goal of sam-
ple selection is to extract demonstration examples
that are similar to the test instance, so that the LLM
is able to learn relevant information to process the
test instances from the given examples. Intuitively,
the more similar the demonstration examples are
to the test instances, the better the examples are.
Given the question type is an essential feature that
could help generate high-quality question, we pro-
pose to select demonstration examples that share
the same question type with the test instance. Thus,
for a test instance, we select demonstration exam-
ples using the following process.

Consider the quality of text representation plays
an essential role in text understanding (Conneau
et al., 2017; Song et al., 2017; Song and Shi,
2018; Han et al., 2018; Sileo et al., 2019; Song
et al., 2021; Gan et al., 2023), we first use the
Sentence-BERT model (Reimers and Gurevych,
2019), which is demonstrated to be effective in
extracting sentence-level representations, to en-
code the test instance and all training instances.
Sentence-BERT encodes the combination of the
answer a, the question type t̂, and the semantic
phrase s′1 · · · s′M of the test instance and obtain its
representation x. We perform the same process
to compute the representation of the i-th training
instances xi whose question type is identical to t̂,
where their semantic phrases are obtained from the
type-aware semantics extraction process illustrated
in Section 2.1. For each training instance, we com-
pute the cosine similarity between x and xi and
select K training instances with the top K highest
similarity scores as the demonstration examples.

Question Generation with CoT To perform
CoT, it is required to have a step-by-step process

3733



Dataset Name Train Dev Test

HotpotQA 89,947 500 7,405
2WikiMultiHopQA 167,454 12,576 12,576

Table 2: The table shows the number of instances in the
two benchmark datasets for MQG.

to generate the question for the demonstration ex-
amples. Given that it is expensive to ask human an-
notators to annotate the process, we propose using
a CoT template that presents the general process
of generating questions with the given answers and
documents. Generally, when humans propose a
multi-hop question based on multiple documents
and predefined answers, they first determine the
questioning type based on the answer, then select
appropriate key semantic phrases from multiple
documents, and finally formulate the question with
the semantic phrases appearing in a particular order.
Motivated by the process of producing questions by
humans, we design a three-step template that lever-
ages the question type and the semantic phrases.
The template is illustrated on the right of Figure
2. The first step analyzes the question type with
the given answer. The second step extracts im-
portant semantic phrases. The third step reorders
the semantic phrase and instructs the LLM to pre-
dict the multi-hop question. We use the answer,
the question type, and the semantic phrase in the
demonstration examples to fill in the template and
use them to instruct LLM to generate the question
q̂ for the test instance.

3 Experiment Settings

3.1 Datasets

Following existing studies (Pan et al., 2020; Fei
et al., 2022; Xia et al., 2023), we run experiments
on two widely used English benchmark datasets
named HotpotQA (Yang et al., 2018) and 2Wiki-
MultiHopQA (Ho et al., 2020). We follow existing
studies (Fei et al., 2022; Ho et al., 2020) to split
the datasets into train/dev/test sets. We report the
number of instances in the datasets in Table 2.

3.2 Baselines

As there are limited studies for few-shot MQG with
LLMs, we adopt the following general prompting
approaches in the few-shot setting as our baselines.

Vanilla Prompt (Brown et al., 2020) is the stan-
dard prompting method of in-context learning. In

our implementation, we randomly select K exam-
ples from the training set to construct the demon-
stration examples for few-shot settings.

Random-CoT (Wei et al., 2022) is a naïve base-
line where the K demonstration examples are ran-
domly selected from the training set. We follow the
design criteria of CoT in their study to construct
the task description and demonstration.

Manual-CoT (Wei et al., 2022) is a CoT ap-
proach where the K demonstration examples are
manually created. We construct the prompt for
Manual-CoT based on the CoT template used in
our approach. We try different variants with minor
modifications of our CoT template and use the one
with the best performance in experiments.

Auto-CoT (Zhang et al., 2022) is an approach
that automatically generates CoT of demonstration
examples. We apply this approach to the MQG
task through the following process. We first encode
all training instances using Sentence-BERT and
obtain their representations. Then, we perform the
clustering approach in Auto-CoT and choose the
examples of different cluster centers to generate the
reasoning chains in the demonstration examples.

Least-to-Most (Zhou et al., 2023) is an approach
that prompts LLMs to solve problems step by step
from easy to difficult. We apply this approach
to the MQG task through the following process.
We first decompose the MQG task into three steps
corresponding to our CoT template, and then se-
quentially prompt LLMs to complete these steps,
whereby the generation of the previous step is used
to facilitate the generation of the current step.

CoT-SC (Wang et al., 2023) is a CoT approach
that samples diverse reasoning paths generated by
LLMs and chooses the most consistent answer by
marginalizing these paths. We use the same prompt
of Manual-CoT in CoT-SC.

3.3 Implementation Details

In Type-aware semantics extraction, we utilize the
T5-base2 (Raffel et al., 2020) as the encoder of
the question type classifier and semantic extrac-
tor in our approach. We use the decoder of T5-
base as the model for semantics ordering. For the
Sentence-BERT used in our approach and base-
lines, we utilize the all-MiniLM-L6-v23 model. We

2https://huggingface.co/t5-base
3https://huggingface.co/Sentence-BERT/

all-MiniLM-L6-v2
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Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L

Vanilla Prompt (fixed) 29.27 16.73 11.33 7.92 13.94 22.03
Vanilla Prompt (variable) 22.48 14.50 10.86 8.10 11.68 21.06
Random-CoT (fixed) 33.99 20.97 14.15 10.21 16.78 24.62
Random-CoT (variable) 33.28 21.31 15.62 12.06 15.80 22.30
Manual-CoT 36.28 23.97 17.61 13.82 16.88 28.17
Least-to-Most 39.33 27.23 20.06 15.06 20.96 32.51
CoT-SC 35.69 24.09 18.51 14.88 18.36 30.31
Auto-CoT 27.96 19.58 14.68 11.35 14.99 31.65

TASE-CoT 45.89 34.06 27.11 22.37 23.39 39.68

Table 3: The table shows the experimental results of different models on HotpotQA with the few-shot setting. The
best and second-best results are boldfaced and underlined, respectively.

utilize gpt-3.5-turbo-11064 from OpenAI API
as the LLM to generate questions.

In the experiment, we set the number of demon-
strations K = 3, where most methods achieve
their best performance. In addition, we try two
settings to select the demonstration examples for
Vanilla Prompt and Random-CoT baselines. The
first “fixed” configuration sets all K examples to be
fixed for all test instances, while the second “vari-
able” configuration sets them to be different for
every test instance.

For evaluation metrics, we follow previous stud-
ies to employ the commonly used BLEU (Papineni
et al., 2002), ROUGE-L (Lin, 2004), and METEOR
(Lavie and Agarwal, 2007) as our automated eval-
uation metrics. Herein, BLEU and ROUGE-L are
considered as precision and recall of n-gram match-
ing to evaluate text generation tasks, respectively.
METEOR is a comprehensive metric beyond ex-
act matches, accounting for partial matches and
variations in word order.

4 Results and Analysis

4.1 Main Results

We run our approach and baselines with the “fixed”
and “variable” settings on the benchmark dataset.
Table 3 shows the experimental results of different
models. There are the following observations.

First, compared with baseline methods, our
approach achieves better performance on Hot-
potQA datasets, which indicates the effectiveness
of our approach. Second, we observe that all
CoT-based prompting approaches outperform the
Vanilla Prompting approach. This indicates the

4https://platform.openai.com/docs/models/
gpt-3-5

effectiveness of dividing the entire question gener-
ation process into subtasks in a CoT-style prompt,
which is coherent with the conclusion shown in
the previous work. Third, compared with Auto-
CoT, Manual-CoT, which utilizes the question type
information, achieves better performance, which
shows the effectiveness of type-aware CoT. Fourth,
comparing settings with the “fixed” or “variable”
demonstration examples, we find that overall, the
performance under the two settings is similar,
which presents the robustness of our approach.

We further compare our approach with existing
studies. The results on HotpotQA and 2WikiMulti-
HopQA are shown in Table 4 and 5, respectively.
Herein, all existing studies on HotpotQA utilize
supervised approaches, which are trained on the
entire training data. We find that, with three demon-
strations, our approach outperforms the majority
of pre-trained models on the HotpotQA dataset. In
addition, in the cross-domain setting of Table 5,
our method outperforms all methods. Since our
method first proposed the few-shot setting in the
MQG task, to our best knowledge, there are no
other few-shot MQG methods compared with our
method. Therefore, we can view the TASE-CoT as
a baseline for future work on the MQG task in the
low-resource scenario.

4.2 Human Evaluation

We conducted the human evaluation by randomly
sampling 300 examples from the test set of the
HotpotQA dataset. Three annotators were asked
to rate the questions generated by the prompting
methods and the gold questions. The scale score is
1 to 5, where 1 denotes poor, and 5 denotes perfect.
the rating mainly considers three aspects of fluency,
relevance, and complexity, and follows the criteria
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Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L

Full Training

CGC-QG (Liu et al., 2019) 31.18 - - 14.36 25.20 40.94
UniLM (Dong et al., 2019) 42.37 29.95 22.61 17.61 25.48 40.34
MuLQG (Su et al., 2020) 40.15 26.71 19.73 15.20 20.51 35.30
BART (Lewis et al., 2020) 41.41 30.90 24.39 19.75 25.20 36.13
SG-DQG (Pan et al., 2020) 40.55 27.21 20.13 15.53 20.15 36.94
IGND (Fei et al., 2021) 41.22 24.71 18.99 16.36 24.19 38.34
CQG (Fei et al., 2022) 49.71 37.04 29.93 25.09 27.45 41.83
MultiFactor (Xia et al., 2023) 54.17 41.50 33.74 28.22 28.60 44.17

Few-shot Evaluation

TASE-CoT 45.89 34.06 27.11 22.37 23.39 39.68

Table 4: The table shows the comparison between the TASE-CoT approach and full-trained models on HotpotQA.

Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L

CQG 39.08 27.15 20.85 16.43 19.14 36.50

Auto-CoT 35.22 23.25 15.66 10.30 21.26 34.03
Least-to-Most 31.95 21.58 15.29 10.56 18.96 34.81
CoT-SC 26.97 16.39 11.12 8.02 16.36 22.79

TASE-CoT 45.38 31.35 23.15 17.65 27.00 37.42

Table 5: The table shows the comparison among different models on 2WikiMultiHopQA. The CQG model is trained
on HotpotQA and tested on 2WikiMultiHopQA. Other few-shot methods are tested directly on 2WikiMultiHopQA.

Method Fluence Relevance Complexity

Vanilla Prompt 3.19 2.74 2.26
Random-CoT 3.88 3.52 3.24
Manual-CoT 3.71 3.57 3.45
Auto-CoT 3.62 3.79 3.42
TASE-CoT 4.20 4.17 4.10

Ground Truth 4.93 4.89 4.95

Table 6: The table shows the human evaluation for dif-
ferent prompting methods on HotpotQA.

of Fei et al. (2022). The score of each question
is averaged over all annotators. We reported the
results in Table 6, our approach outperforms all
main baseline methods and obtains scores that are
closer to the ground truth than other baselines.

4.3 Ablation Study
We conducted ablation studies to assess the effec-
tiveness of components of our framework and re-
ported the results in Table 7. The following are
some observations. First, we exclude the CoT rea-
soning chain to test the necessity of CoT prompting.
We observe a performance drop in the evaluated
metrics, particularly a drop of 4.35 points in BLEU-
4. This indicates that human question approach-

Method BLEU-4 METEOR ROUGE-L

TASE-CoT (Ours) 22.37 23.39 39.68
TASE-CoT (template 2) 20.49 24.25 38.84
TASE-CoT (template 3) 20.59 23.03 40.78

(a) w/o CoT 18.02 22.22 37.19
(b) type-aware→random 16.63 21.48 34.76
(c) w/o question type 15.76 20.87 37.17
(d) w/o semantics 15.39 18.12 33.12

Table 7: The table presents the experiment results of
ablation study of our approach on HotpotQA, where
different components are ablated.

based CoT prompting plays an important role in
our framework. Second, we remove the type-aware
demonstration selection method and randomly se-
lect training samples as the demonstration. The
large decrease in the results indicates that our type-
aware selection method can ensure our demonstra-
tions have higher quality. We further remove the
question type and semantics in the demonstrations
respectively. The decreasing performance indicates
that the question type and semantics information
significantly affect the few-shot MQG. For analysis
of sensitivity to templates, we also conducted ex-
tra experiments on different templates. The results
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QT (Acc) SPE (Acc) QG (BLEU-4)

59.15 81.28 18.92
60.25 83.67 20.36
62.50 85.94 22.37

Table 8: The table shows the effect of the performance
of question type classification (QT) and semantic phrase
extraction (SPE) on the question generation (QG) task.

Figure 3: The figure shows the BLEU-4 and ROUGE-L
scores of TASE-CoT and Random-CoT on HotpotQA
with different numbers of demonstration examples in
few-shot settings.

on different templates further demonstrate that our
method is strongly robust to different templates.

4.4 Effect of Question Type and Semantics
Phrase Extraction

We explore the effect of extraction tasks (i.e., ques-
tion type extraction and semantics phrase extrac-
tion) on the few-shot MQG task. Particularly, we
measure the accuracy of the question type clas-
sification and semantic phrase extraction on the
testing set and report the results in Table 8. We ob-
serve that the performance of MQG increases with
higher performance on question type classification
and semantic phrase extraction. This confirms the
motivation of our approach to leverage question
types and semantic phrases to improve MQG.

4.5 Effect of Demonstrations Number

We investigate the influence of the number of
demonstration examples (i.e., K) on the MQG. We
try different numbers of K and report the corre-
sponding model performance in Figure 3. From the
curves, we observe that K = 3 is the number of
demonstrations that achieve the best performance
in both Random-CoT and TASE-CoT. However, the
performance of Random-CoT drops significantly
on both sides of K = 3. Compared with Random-

Figure 4: The figure shows the case study of one repre-
sentative example from HotpotQA test set. We indicate
the important and unimportant semantic phrases in red
and blue colors, respectively. The appropriate and inap-
propriate question words are highlighted in light blue
and green, respectively.

CoT, the performance of our approach does not
fluctuate much around K = 3, which shows that
our few-shot approach is robust on the MQG task
while only requiring a few demonstration examples
to achieve good results.

4.6 Case Study
In Figure 4, we present a case study to demonstrate
the effectiveness of TASE-CoT on MQG, where
the question generated by TASE-CoT and baselines
are presented. The question generated by TASE-
CoT shows more complexity compared with the
baselines, in that our approach accurately selects
the most appropriate question type and extracts the
related semantic phrases accordingly. Both ques-
tion type and essential semantic phrase contribute
to improving task performance. In contrast, base-
lines easily extract less important semantic phrases
owning to selecting the inappropriate question type,
which hurts the performance of MQG.

5 Related Work

This paper is relevant to multi-hop question gen-
eration and CoT. The following text presents the
details of the related work in the two fields.

Muti-hop Question Generation Early research
on QG predominantly concentrated on generating
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shallow factual questions based on a single docu-
ment. Recently, researchers have shown an increas-
ing interest in addressing the challenges of com-
plex multi-hop question generation (MQG) tasks.
However, the difficulty in generating multi-hop
questions lies in selecting questioning information
relevant to a given answer for questioning from
multiple documents and using it as a foundation
to generate questions in a manner consistent with
human style. For this, many studies (Pan et al.,
2020; Su et al., 2020; Fei et al., 2021) propose se-
mantic graph-based methods, which aim to solve
MQG by extracting semantics related to the answer
from the context. To further enhance performance,
some research Fei et al. (2022); Xia et al. (2023)
explore the decoder-enhanced method based on the
semantic graph-based method and achieve great
performance. Our research is different from the ex-
isting ones as we mainly focus on solving few-shot
MQG challenges with LLMs.

Chain-of-Thought CoT is an emerging prompt-
ing technique, which improves the performance
of LLMs by instructing LLMs to produce inter-
mediate reasoning steps in tasks. Consequently,
with the rise of LLMs, diverse CoT prompting
methods have been explored in current research.
Kojima et al. (2023) initially introduce zero-shot-
CoT using the prompt “Let’s think step by step.”.
The Manual-CoT method, proposed by Wei et al.
(2022), involves crafting human-written few-shot
CoT demonstrations. Least-to-most prompting
(Zhou et al., 2023) utilize problem decomposition
to create a CoT prompt. A self-consistency decod-
ing strategy is introduced by Wang et al. (2023)
to sample diverse reasoning paths and choose the
most consistent answer by marginalizing these
paths. The Auto-CoT method (Zhang et al., 2022),
automatically generates CoT demonstrations by
leveraging LLMs. To the best of our knowledge,
there are no existing studies that apply few-shot
CoT to MQG and we are the first to do so.

6 Conclusion

In this paper, we propose TASE-CoT for the few-
shot MQG. TASE-CoT extracts the question type
and type-aware semantic phrases from the given
documents and the answer, then utilizes them to
conduct the question generation with type-aware
CoT. We run experiments on benchmark datasets,
and the results on benchmark datasets show that
our approach achieves state-of-the-art performance.
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