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Abstract

Knowledge base question generation (KBQG) aims to generate natural language questions from a set of triplet facts extracted from KB. Existing methods have significantly boosted the performance of KBQG via pre-trained language models (PLMs) thanks to the richly endowed semantic knowledge. With the advance of pre-training techniques, large language models (LLMs) (e.g., GPT-3.5) undoubtedly possess much more semantic knowledge. Therefore, how to effectively organize and exploit the abundant knowledge for KBQG becomes the focus of our study. In this work, we propose \textit{SGSH} — a simple and effective framework to \textbf{S}timulate GPT-3.5 with \textbf{S}keleton \textbf{H}euristics to enhance KBQG. The framework incorporates “skeleton heuristics”, which provides more fine-grained guidance associated with each input to stimulate LLMs to generate optimal questions, encompassing essential elements like the question phrase and the auxiliary verb. More specifically, we devise an automatic data construction strategy leveraging ChatGPT to construct a skeleton training dataset, based on which we employ a soft prompting approach to train a BART model dedicated to generating the skeleton associated with each input. Subsequently, skeleton heuristics are encoded into the prompt to incentivize GPT-3.5 to generate desired questions. Extensive experiments demonstrate that SGSH derives the new state-of-the-art performance on the KBQG tasks. The code is now available on Github\textsuperscript{1}.

1 Introduction

Knowledge Base Question Generation (KBQG) has attracted a lot of attention owing to its wide range of applications in academia and industry (Guo et al., 2024). On the one hand, KBQG can augment training data for question answering (QA) to improve the performance of QA models (Chen et al., 2023; Guo et al., 2022). On the other hand, KBQG empowers machines to actively ask questions in conversations with humans (Saeidi et al., 2018; Wang et al., 2021).

The quality of KBQG has been significantly improved, largely attributable to the success of pre-trained language models (PLMs) like BART (Lewis et al., 2020) and T5 (Raffel et al., 2020). A noteworthy example is DSM (Guo et al., 2022), which introduces a meta-learner based on the BART for KBQG, effectively capturing diverse semantic information within a KB. Moreover, Auto-QGS (Xiong et al., 2022) designs an auto-prompt approach upon the BART for KBQG, effectively capturing diverse semantic information within a KB. Moreover, Auto-QGS (Xiong et al., 2022) designs an auto-prompt approach upon the BART, achieving the low-resource KBQG. Current PLMs, pre-trained on comprehensive corpora, come equipped with rich semantic knowledge, facilitating significant performance improvements in the downstream KBQG task upon fine-tuning.

Recently, large language models (LLMs) such as InstructGPT (Ouyang et al., 2022) and ChatGPT\textsuperscript{2}, have exhibited impressve capabilities in a variety

\textsuperscript{1}https://github.com/RUCKBReasoning/SGSH
\textsuperscript{2}https://openai.com/blog/chatgpt
of tasks (Liu et al., 2023; Nan et al., 2023). However, the vast amount of generalized knowledge poses a challenge in extracting pertinent information for the KBQG task, making LLMs fall short of the expected performance on KBQG. As demonstrated in Figure 1, the PLM-based cutting-edge approach DSM outperforms the direct application of the LLM, Davinci003. In view of this, our focus is on how to trigger LLMs to effectively utilize their knowledge to improve the quality of KBQG, which is an under-explored problem in the community of natural language processing.

Inspired by the way humans learn a language, which typically involves acquiring grammatical knowledge before progressing to reading and writing, we summarize the grammatical elements to guide the desired question generation, instead of directly applying an LLM. In this work, the grammatical elements include the question word phrase and the auxiliary verb, which we call “skeleton”. Through a pilot study, we observe that prompts coupled with skeleton heuristics can boost the performance of Davinci003 on the KBQG task (Cf. the comparison between Davinci003 and Davinci003+SH in Figure 1). In effect, the skeleton heuristics can be viewed as the fine-grained guidance to excavate task-specific knowledge from the LLMs, thereby stimulating the LLMs to generate more accurate questions.

Motivated by the above insights, we propose SGS — a simple and effective framework to stimulate GPT-3.5 with skeleton heuristics for KBQG, which contains two modules, i.e., a skeleton generator and a black-box LLM (e.g., GPT-3.5). Figure 2 illustrates the overview of SGS. Specifically, a skeleton generator implemented by a small PLM (e.g., BART) generates the skeleton for each input, where the skeleton is a series of discrete tokens that act as a particular signal to guide the LLM toward the ground-truth question. To train the skeleton generator, we propose an automatic strategy to construct a high-quality training dataset, which leverages a rule-based method to initially extract skeletons and then utilizes the power of ChatGPT to refine these skeletons. Based on the training set, we learn the skeleton generator with a soft prompting strategy to generate the skeleton for each input. Subsequently, the black-box LLM utilizes the skeleton heuristics via skeleton injection and skeleton-aware in-context learning.

Concretely, given a test input consisting of triples along with the corresponding answer, the skeleton injection step integrates the generated skeleton into the test input. Afterward, the skeleton-aware in-context learning step incorporates in-context examples with skeletons to effectively enhance the in-context learning capability for the test input, where each example shares a similar target question with the test input.

**Key Contributions.** 1) The development of an automatic data-building approach with a soft prompting strategy for effective skeleton heuristic generation. 2) The creation of an enhanced prompting mechanism, with skeleton injection and skeleton-aware in-context learning, steers GPT-3.5 towards generating more precise questions. 3) Demonstrated superiority of our approach over existing methods in both automatic and human evaluations, also proving beneficial for data augmentation in question answering tasks.

2 Pilot Study

To evaluate the effectiveness of the skeleton heuristics in enhancing the performance of KBQG, we undertake a preliminary investigation to analyze.

**KBQG.** Given a set of triples extracted from a KB and a particular answer, the objective of KBQG is to generate a question associated with the answer. $D = \{(G_i, a_i, q_i)\}_{i=1}^N$ denotes the dataset for training a KBQG model, where $G_i$ represents a subgraph comprising a set of triples, $a_i$ signifies a given answer, and $q_i$ denotes the target question. This research explores the use of black-box LLMs like GPT-3.5 for KBQG, which can only be accessed through APIs.

**Modeling.** We perform a pilot study on the commonly used KBQG benchmark, WQ (Yih et al., 2016; Talmor and Berant, 2018). To reduce the cost of API usage, we randomly sample 50 test examples $\{(G_j, a_j)\}_{j=1}^{50}$ from the WQ test set for evaluation. The existing state-of-the-art PLM-based KBQG method DSM (Guo et al., 2022) is our baseline. Another baseline is directly using Davinci003 for KBQG, which takes the test example $(G_j, a_j)$ as input and predicts the corresponding question. To investigate the potential benefits of skeleton heuristics, we use a skeleton generator to derive skeletons for the sampled 50 test examples. To train the skeleton generator, we first construct a skeleton training dataset based on $D = \{(G_i, a_i, q_i)\}_{i=1}^N$ by a rule-based method, which extracts the skele-
ton elements (i.e., the question word phrase and the auxiliary verb) from $q_i$ by searching a pre-defined vocabulary of skeleton elements. Based on the skeleton training dataset, we proceed to train a skeleton generator that produces the specific skeleton heuristics for each test example $(G_j, a_j)$. Subsequently, these elicited skeleton heuristics are seamlessly incorporated into the test input to stimulate Davinci003 to generate the desired question. The skeleton heuristics-based approach is denoted as Davinci003+SH.

Observation — skeleton heuristics can unlock the potential of LLMs for the KBQG task. Figure 1 illustrates that directly applying the LLM (i.e., Davinci003) falls short in performance compared to the PLM-based method (i.e., DSM) in terms of BLEU-1 metric. However, Davinci003+SH, which considers the skeleton heuristics, outperforms both DSM and Davinci003. This implies that directly employing LLMs might not fully exploit useful knowledge to generate the intended questions. The incorporation of skeleton heuristics can enhance the performance of LLMs, serving as an accurate guiding signal that aids LLMs in aligning their output with the gold question. Inspired by these findings, we propose our novel approach SGSH.

3 Methodology

3.1 Model Overview

Our proposed SGSH framework comprises two pivotal modules, a PLM-based skeleton generator (e.g., BART) and a frozen GPT-3.5 model (e.g., Davinci003). Figure 2 illustrates the overall framework. The skeleton generator produces skeletons of test inputs as a precise signal to steer GPT-3.5 at a fine-grained level. More specifically, we first construct a skeleton training dataset $D_S = \{(G_i, a_i, s_i)\}_{i=1}^N$ based on $D = \{(G_i, a_i, q_i)\}_{i=1}^N$ leveraging an automatic data construction strategy and then use a small tunable PLM to learn from the obtained training dataset $D_S$. Subsequently, GPT-3.5 employs skeleton heuristics through skeleton injection and skeleton-aware in-context learning. These strategies steer GPT-3.5 to skillfully leverage its internal knowledge, thus enhancing its effectiveness in advancing the KBQG task.

3.2 Skeleton Generator

We explain how to (1) perform an automatic training data construction strategy to acquire supervised data and (2) fine-tune the skeleton generator with learnable prompting to produce skeletons.

**Automatic Training Data Construction.** In order to effectively train a skeleton generator through supervised fine-tuning, we need to collect labeled data. To avoid costly and time-consuming human annotation, we devise an automatic approach to construct the required data. Drawing inspiration from human cognitive processes, the essential elements of a question are the question word phrase and the auxiliary verb, which are defined as the “skeleton”. Specifically, we first derive skeletons from $D = \{(G_i, a_i, q_i)\}_{i=1}^N$ using a rule-based method, which extracts the skeleton elements from $q_i$ by searching a pre-defined vocabulary of skeleton elements. Considering the limitation of the rule-based method, such as difficulty in solving complex questions with nested clauses (Cf. Figure 3), and the powerful capabilities of ChatGPT, we utilize ChatGPT to generate skeletons with a well-designed prompt. Subsequently, we employ ChatGPT as an automatic grader to score the skeletons obtained through the aforementioned methods. We then select the skeleton with the comparatively higher score as the definitive one. By doing this, we obtain the supervised data $D_S = \{(G_i, a_i, s_i)\}_{i=1}^N$ consisting of input-skeleton pairs, which are used to train the skeleton generator to infer skeletons for test inputs without requiring any additional manual labeling. Figure 3 shows the overall pipeline.

**Fine-tuning a PLM-based Skeleton Generator.** To train the skeleton generator, one straightforward method is to perform vanilla fine-tuning on a tunable PLM $f_{PLM}$ (i.e., BART\(^4\)). Motivated by the Prompt Tuning work (Lester et al., 2021), we enhance the vanilla fine-tuning by utilizing a learnable prompting training strategy to effectively train $f_{PLM}$ for precise alignment with the target skeleton (Liang and Liao, 2023). Specifically, we linearize $G_i$ into a triple-based sequence, with each triple separated by commas. Then we append the representations of the prompt tokens $P = \{p_1, p_2, ..., p_n\}$ to the end of the input $(G_i, a_i)$, which will be updated during the training process. Formally, the objection function is defined as:

$$L(\theta, \theta_p) = \max_{\theta, \theta_p} \sum_{i=1}^N \log P_{\theta|\theta_p}(s_i|G_i, a_i, P),$$

where $f_{PLM}$ contains two types of parameters, $\theta$ and $\theta_p$. The former is the backbone BART parameters

\(^4\)https://huggingface.co/facebook/bart-base
Generated question: What university did Anna’s classmate graduate from?

Figure 2: Overview of our SGSH framework, which consists of a PLM-based skeleton generator and a frozen GPT-3.5 model. The skeleton generator, optimized by the learnable prompting strategy, generates the skeleton for each test input. Subsequently, GPT-3.5 leverages skeleton heuristics through skeleton injection and skeleton-aware in-context learning to generate the desired question.

and the latter is the prompt specialized parameters.

Notably, training \( t \) groups\(^4 \) of learnable prompts, each with different hyperparameters, and subsequently ensembling them during the inference phase can significantly boost the performance of the model. In addition, we find an intriguing phenomenon — few supervised data (i.e., 10%) can achieve comparable performance to full supervised data. We validate the performance across different numbers of learnable prompt groups and supervised data in our experiments.

3.3 Skeleton Heuristics-Enhanced Prompting

Inspired by the observation that skeleton heuristics can stimulate GPT-3.5 for the KBQG task, we introduce skeleton heuristics into the prompt, called skeleton heuristics-enhanced prompt, which provides more fine-grained guidance for GPT-3.5.

We elaborate on how to utilize skeleton heuristics through two distinct approaches: skeleton injection and skeleton-aware in-context learning.

Skeleton Injection. The one approach represents injecting the skeleton generated by a skeleton generator into the test input \((G_j, a_j)\). In specific, given a test input \((G_j, a_j)\) and the corresponding skeleton \(s_j = f_{PLM}(G_j, a_j, \mathcal{P})\), we can obtain the skeleton injection \((G_j, a_j, s_j)\).

Skeleton-aware In-Context Learning. The alternative approach incorporates in-context examples with corresponding skeletons (Cf. Automatic Training Data Construction) to facilitate in-context learning for test inputs. In this method, each in-context

\(^4\)In our experiments, we set the value of \( t \) as 8.
example shares a similar target question with the test input, thereby enhancing the quality of the question generated by the test input. Previous studies have revealed that different in-context examples may affect the performance of LLMs (Min et al., 2022a; Liu et al., 2022). Motivated by this, we devise a skeleton-aware example selection strategy called input+skeleton emb. Concretely, given a test input skeleton injection \((G_j, a_j, s_j)\) and a training example skeleton injection \((G_i, a_i, s_i)\), we apply a small PLM (i.e., BART) trained on \(\mathcal{D}\) to obtain their corresponding embeddings \(e_j\) and \(e_i\). Since the embedding is used to decode the target question, it contains rich semantic information about the question for the given input-skeleton pairs. Therefore, if \(e_j\) and \(e_i\) are close in the embedding space, they probably correspond to similar target questions. Then, we calculate the cosine similarity between the test input embedding \(e_j\) and each training example embedding \(e_i\) in \(\mathcal{D}\) and select the Top-\(k\) most similar training examples as the skeleton-aware examples, i.e.,

\[
SE(e_j) = \frac{\sum_{i\in\{1,2,\ldots,N\}} e_j \cdot e_i}{\|e_j\|_2 \|e_i\|_2}.
\]

The embeddings of the training examples can be calculated and stored in advance so that skeleton-aware examples can be efficiently selected.

Figure 4 illustrates the skeleton heuristics-enhanced prompt consisting of a prompt head, a set of skeleton-aware examples, and a test input with a skeleton. Specifically, the prompt head serves as an explanation of the KBQG task, necessitating clarity and specificity to elicit responses that meet our intended requirements. Skeleton-aware examples are derived from the Top-\(k\) skeleton-aware examples \(SE(e_j)\), each containing a corresponding question similar to the target question of the test input \((G_j, a_j)\). Notably, the number of skeleton-aware examples \(k\) affects the performance of the generated question, which will be validated in the experiments (Cf. Ablation Studies 4.3). The test input skeleton injection \((G_j, a_j, s_j)\) follows a similar format to skeleton-aware examples. The only difference lies in that the question slot will be generated by the GPT-3.5 model.

---

4 Experiments

4.1 Experimental Settings

Datasets. We evaluate the proposed method on two widely used datasets WebQuestions (WQ) and PathQuestions (PQ) (Zhou et al., 2018). Concretely, WQ includes 22,989 instances from WebQuestionsSP (Yih et al., 2016) and ComplexWebQuestions (Talmor and Berant, 2018), which are divided into training set/dev set/test set with 18,989/2,000/2,000 instances. PQ consists of train/dev/test set with 9,793/1,000/1,000 instances.

Evaluation Metrics. For evaluation, we employ automatic evaluation metrics, human evaluation, and the downstream QA task. For automatic evaluation metrics, we use two classic metrics, namely BLEU-\(n\) \((n=1-4)\) (Papineni et al., 2002) and ROUGE-L (Lin and Och, 2004), which calculate the proportion of identical n-grams between the generated question and the gold question. The former can be seen as precision, while the latter focuses on recall. For downstream QA tasks, we report the F1 score as some questions have multiple answers. To measure the accuracy of the top-1 predicted answer, we use the Hits@1 metric.

Baselines. We compare with Non-PLMs models, in which MHQG+AE (Kumar et al., 2019) directly feeds the subgraph into Transformer (Vaswani et al., 2017) to generate the question. G2S+AE and G2S+AE+RL (Chen et al., 2023) employ a bidirec-
<table>
<thead>
<tr>
<th>Model</th>
<th>WQ</th>
<th>PQ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU-1</td>
<td>BLEU-2</td>
</tr>
<tr>
<td><strong>Non-PLMs models</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHQG+AE</td>
<td>42.35</td>
<td>29.32</td>
</tr>
<tr>
<td>G2S+AE</td>
<td>53.48</td>
<td>38.67</td>
</tr>
<tr>
<td>G2S+AE+RL</td>
<td>54.69</td>
<td>39.77</td>
</tr>
<tr>
<td><strong>PLMs-based models</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T5</td>
<td>50.14</td>
<td>37.01</td>
</tr>
<tr>
<td>BART</td>
<td>56.39</td>
<td>41.05</td>
</tr>
<tr>
<td>JointGT(T5)</td>
<td>55.55</td>
<td>39.71</td>
</tr>
<tr>
<td>JointGT(BART)</td>
<td>56.80</td>
<td>41.27</td>
</tr>
<tr>
<td>DSM</td>
<td>62.94</td>
<td>48.20</td>
</tr>
<tr>
<td>B+S</td>
<td>64.44</td>
<td>52.83</td>
</tr>
<tr>
<td><strong>GPT-3.5-based models</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ChatGPT</td>
<td>56.46</td>
<td>41.76</td>
</tr>
<tr>
<td>Davinci003</td>
<td>61.68</td>
<td>47.85</td>
</tr>
<tr>
<td><strong>Our proposed approach</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGSH(ChatGPT)</td>
<td>63.30</td>
<td>50.34</td>
</tr>
<tr>
<td>SGSH(Davinci003)</td>
<td>68.16</td>
<td>56.32</td>
</tr>
</tbody>
</table>

Table 1: Overall evaluation on WQ and PQ (%).

- **Non-gated GNN** to encode the subgraph and use the LSTM model to decode the question, whereas the latter adds the reinforcement loss to reward the model for generating better questions. In addition, we also compare with **PLMs-based models**, where BART (Lewis et al., 2020) and T5 (Raffel et al., 2020) are directly fine-tuned to solve the KBQG task. JointGT(BART) and JointGT(T5) (Ke et al., 2021) inject the structure-aware semantic aggregation module into the vanilla PLMs to preserve the graph structure and devises three pre-training tasks to learn graph-text alignment. DSM (Guo et al., 2022) focuses on the diversity of subgraphs and models the diverse subgraph via meta-learner (Finn et al., 2017). BART+Skeleton (abbreviated as B+S) represents our developed baseline, trained on the raw input and its corresponding skeleton. Finally, we compare with **GPT-3.5-based models**, where Davinci003 and ChatGPT (i.e., gpt-3.5-turbo) are directly used for the task.

### 4.2 Overall Evaluation

In Table 1, we present the comprehensive assessment findings for WQ and PQ. Based on these findings, the following conclusions can be made: (1) **Directly applying GPT-3.5 to KBQG fails to achieve good performance.** Compared to existing state-of-the-art (SOTA) PLMs-based method (i.e., DSM), we notice that ChatGPT reduces 6.48% BLEU-1 and 6.02% ROUGE-L on WQ. This aforementioned performance does not match the remarkable capabilities of GPT-3.5, which can be explained that employing GPT-3.5 directly with a vanilla prompt only provides coarse-grained guidance but cannot offer specific and accurate guidance direction, resulting in poor quality of the generated questions. (2) Our proposed framework SGSH can motivate GPT-3.5 to produce high-quality questions, which demonstrates the effectiveness of introducing skeleton heuristics. We observe that our approaches (i.e., SGSH(ChatGPT) and SGSH(Davinci003)) significantly outperform ChatGPT and Davinci003, because our method incorporates a novel part, i.e., skeleton heuristics, into the vanilla prompt to form a skeleton heuristics-enhanced prompt. This prompt provides more fine-grained guidance for GPT-3.5, which can effectively guide GPT-3.5 to generate questions that are closely related to the ground-truth question. Furthermore, our approach (i.e., SGSH(Davinci003)) surpasses the existing baselines (i.e., Non-PLMs models and PLMs-based models), which indicates the strong capabilities of GPT-3.5 on KBQG. (3) **Injecting skeletons into PLMs can also enhance the performance of KBQG.** B+S derives 8.05% BLEU-1 gain and 10.9% ROUGE-L gain over its corresponding vanilla model BART on WQ and obtains 6.98% BLEU-1 gain and 4.91% ROUGE-L gain on PQ. This indicates the skeleton combined with the raw input can play a very significant role in guiding the question generation.

---

7https://huggingface.co/t5-base
4.3 Ablation Studies

Example Selection Strategy. To investigate the effectiveness of our proposed skeleton-aware example selection strategy, namely “input+skeleton emb”, we compare it with other example selection strategies, namely “random” and “input emb”. Specifically, the random signifies the random selection of examples; the input emb denotes the selection of examples based on cosine similarity using the input embedding, which is derived from the last hidden state of the BART encoder; the input+skeleton emb introduces our innovative selection strategy that identifies examples based on the combined similarity of both the input and its corresponding skeleton. Table 2 shows the evaluation results. Compared with other strategies, our proposed strategy (i.e., input+skeleton emb) achieves the best performance as our strategy takes into account the proximity of the input as well as the consistency of the skeleton in the latent space, which significantly contributes to retrieving examples that are similar to the test input. For instance, input+skeleton emb achieves 10.15% gain over random and 1.09% gain over input emb regarding BLEU-4.

Number of In-Context Examples. To explore the effect of different numbers of in-context examples (k), we set k ∈ {8, 16} for each test input. As shown in Table 2, the performance of SGSH(Davinci003) improves with the increase of k. For example, SGSH(Davinci003) with k = 16 demonstrates better performance compared to k = 8 in terms of BLEU-4 (74.13% vs. 72.96%) and ROUGE-L (92.47% vs. 91.99%). This suggests that providing GPT-3.5 with few-shot in-context examples is key for enabling its capability on KBQG.

Number of Learnable Prompt Groups. We study the effect of different numbers of learnable prompt groups (t) and set t ∈ {1, 8}. As t increases, the performance can be significantly boosted in Table 2. For instance, when t is set to 8, the performance in BLEU-4 obtains 2.83% gain and the performance in ROUGE-L gets 1.63% gain compared to t = 1. It is worth noting that various groups of learnable prompts possess distinct hyperparameters, which are assembled during the inference stage. This can be explained by the fact that various prompts focus on distinct aspects, thus integrating them together facilitates the KBQG.

Proportion of Training Data for Skeleton Generator. As indicated in Table 2 and Table 1, we find an interesting phenomenon that our SGSH can significantly outperform the existing SOTA model DSM using only 10% of the training data to optimize the skeleton generator (72.72% vs. 61.03% in BLEU-4 and 91.66% vs. 86.06% in ROUGE-L). This shows the effectiveness of the skeleton generator we developed for steering GPT-3.5 toward the target question for the KBQG task with only a small amount of training data.

4.4 Effect on QA Performance

We explore whether our SGSH can contribute to QA tasks. GRAFT-Net (Sun et al., 2018) and NSM (He et al., 2021) are two popular KBQA models utilized for experiments on WebQSP (Yih et al., 2016), a widely adopted KBQA dataset with 2,848 (question, answer) training instances. There are 1,409 (question, answer) pairs in WebQSP overlapping with WQ. Then we can quickly obtain their corresponding subgraphs from WQ, so we conduct experiments by replacing some of the (question, answer) pairs in WebQSP with questions generated by KBQG models on WQ. Specifically, we train GRAFT-Net and NSM on the datasets partially replaced by the pseudo questions generated by DSM, B+S, and SGSH(Davinci003), denoting them as
“+DSM”, “+B+S”, and “+SGSH(Davinci003)” respectively. We also train GRAFT-Net and NSM on the original WebQSP, denoted as “Real”, and a modified version where overlapping instances are eliminated, indicated as “-o”. Finally, we compare their performances with Real.

Table 3 reports F1 and Hits@1 of GRAFT-Net and NSM on various datasets. From the results, we can draw the following conclusions. (1) The generated questions and the corresponding answers form (question, answer) pairs which can be seen as a data augmentation method for KBQA, because GRAFT-Net and NSM perform better than -o on +DSM, +B+S, and +SGSH(Davinci003). (2) SGSH(Davinci003) generates better questions than other baselines (i.e., DSM, B+S), because +SGSH(Davinci003) outperforms all other baselines. (3) The questions generated by SGSH(Davinci003) closely resemble the actual questions, because +SGSH(Davinci003) and Real have comparable results.

### 4.5 Human Evaluation

To further explore the effectiveness of SGSH, we randomly select 50 test examples \(S_{50} = \{(G_j, a_j, q_j)\}_{j=1}^{50}\) from WQ. Then we assess the generated questions from three perspectives: fluency, relevance, and diversity. Fluency aims to evaluate whether the generated questions are human-readable. Relevance measures how relevant the generated question is to the input. Meanwhile, diversity focuses on assessing the extent to which the generated questions differ from the ground truth.

We use the five-point Likert scale to score fluency, relevance, and diversity, where 1 is a poor score and 5 is a perfect score. We invite three persons to score all questions generated by our SGSH(Davinci003) and two baselines (i.e., DSM and B+S), and then average their scores as the final result. As shown in Table 4, our proposed SGSH consistently outperforms other baselines in fluency, relevance, and diversity. Besides, our method is comparable to the ground-truth question in fluency and relevance.

<table>
<thead>
<tr>
<th></th>
<th>Fluency</th>
<th>Relevance</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSM</td>
<td>4.17</td>
<td>4.16</td>
<td>3.62</td>
</tr>
<tr>
<td>B+S</td>
<td>4.21</td>
<td>4.18</td>
<td>3.56</td>
</tr>
<tr>
<td>SGSH(Davinci003)</td>
<td>4.25</td>
<td>4.21</td>
<td>3.81</td>
</tr>
<tr>
<td>Ground-truth</td>
<td>4.39</td>
<td>4.25</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Human evaluation results on WQ.

### 5 Related Work

#### Knowledge Base Question Generation (KBQG)

KBQG has evolved significantly over recent years, primarily driven by advancements in sequence-to-sequence (Seq2Seq) modeling approaches (Bi et al., 2020; Chen et al., 2023; Kumar et al., 2019; Liu et al., 2019). Early models focused on encoding serialized subgraphs and specific answers into intermediate representations, which were then decoded into questions. These initial methods, while effective, were limited by the scope of their training data. This limitation paved the way for pre-trained language models like BART (Lewis et al., 2020) and T5 (Raffel et al., 2020), which brought a paradigm shift in KBQG (Guo et al., 2023, 2022; Ke et al., 2021). Additionally, LLMs exhibit considerable potential as they possess a substantial quantity of parameters and demonstrate impressive performance on a wide range of downstream tasks such as KBQA (Baek et al., 2023) and fact-checking (Li et al., 2023). However, despite these advancements, a gap remained in harnessing the full potential of LLMs like InstructGPT (Ouyang et al., 2022) and ChatGPT for KBQG tasks. These LLMs, with their extensive parameterization, encode a wealth of generalized knowledge but have been underutilized in the specific domain of KBQG.

Concurrently to our work, KQG-COT (Liang et al., 2023) uses unlabeled data to craft prompts to generate questions.

#### In-Context Learning

The emergence of LLMs introduced a novel capability—In-Context Learning (ICL). ICL enables models like GPT-3.5 to adapt to new tasks through carefully designed prompts, incorporating task descriptions and relevant examples, without necessitating further parameter tuning (Brown et al., 2020). Research in ICL has unraveled intriguing insights, such as its dependency on example selection strategies and prompt templates Zhao et al. (2021), its insensitivity to ground-truth labels Min et al. (2022b), and its unique modalities of Task Recognition and Task Learning Pan et al. (2023). Yet, the application of ICL in KBQG, especially in the context of utilizing large language models for nuanced and accurate question generation from knowledge bases, remains an underexplored area.

### 6 Conclusion

We explore how to steer GPT-3.5 toward the gold question on KBQG. In this paper, we pro-
pose a simple but effective framework SGSH to Stimulate GPT-3.5 with Skeleton Heuristics for KBQG, which provides fine-grained guidance for GPT-3.5 to generate high-quality questions. Specifically, we employ a BART-based skeleton generator that is trained on our constructed training dataset using a learnable prompting strategy to obtain skeleton heuristics. Toward these skeleton heuristics, we then devise a skeleton heuristics-enhanced prompt to trigger GPT-3.5 to align with the ground-truth question. Extensive experiments on widely used datasets demonstrate the advanced performance of our proposed SGSH. In addition, optimizing the skeleton generator with only a small amount of training data (i.e., 10%) can outperform existing SOTA (i.e., DSM). This fine-grained guiding framework could be inspiring for other NLP tasks.
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Limitations

In this section, we discuss the limitations of this work from two aspects. Firstly, the effectiveness of our method is influenced by the accuracy of the skeleton heuristics. The scarcity of labeled data for training the skeleton generator has motivated us to explore automatic training data construction, utilizing both rule-based and ChatGPT-based approaches. However, the quality of this synthetically produced training data is inherently constrained by the capabilities of ChatGPT. Secondly, a more diverse range of datasets for evaluating the generalizability of KBQG models is under-explored. In future work, we plan to establish a comprehensive benchmark dataset encompassing a broad spectrum of domains. This benchmark will enable a more detailed evaluation of our approach and contribute significantly to the ongoing development within the KBQG community.
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A Appendix

A.1 Skeleton Generator

Training Process. For our proposed SGSH, the skeleton generator \( f_{PLM} \) is a crucial module to obtain skeleton heuristics. Algorithm 1 details the training process of our devised skeleton generator. We present the automatic training data construction strategy to construct labeled data \( D_S = \{(G_i, a_i, s_i)\}_{i=1}^N \) for training skeleton generator \( f_{PLM} \) in Lines 1-9. More specifically, we utilize a rule-based approach to extract the skeleton \( s_i' \) from the target question \( q_i \) on \( D \) by searching a pre-defined vocabulary of skeleton elements (Line 3). We employ the powerful potential of ChatGPT to generate the skeleton \( s_i'' \) for the target question \( q_i \) on \( D \) (Line 4). Subsequently, we use ChatGPT as an automatic grader to score \( s_i' \) and \( s_i'' \) (Lines 5-6). We choose the higher score one as the refined skeleton \( s_i \) to put into the skeleton set \( S \) (Line 7). Based on obtained labeled data \( D_S = \{(G_i, a_i, s_i)\}_{i=1}^N \), we apply a learnable prompting strategy to train skeleton generator \( f_{PLM} \) (Lines 10-13).

Prompt of ChatGPT-based Skeleton Generator. The rule-based method retrieves the skeleton (i.e., the question word phrase and the auxiliary verb) from the target question through a search within a pre-defined vocabulary of skeleton elements. Obviously, its challenge is in addressing complex ques-
Figure 5: A ChatGPT prompt for generating skeletons.

Figure 6: A ChatGPT prompt for scoring and selecting high-quality skeletons.

A.2 Experimental Implementation Details

Code Implementation. We implement our method in Pytorch, and run all experiments on a server with a single Nvidia RTX A6000 (48G) GPU card, an Intel(R) Xeon(R) Gold 5218R CPU, 256GB memory, and the Ubuntu 20.04.2 LTS operating system.

Skeleton Generator \( f_{PLM} \). We employ BART-base\(^8\) as the backbone of the skeleton generator and fine-tune it with the AdamW optimizer. We set

\(^8\)https://huggingface.co/facebook/bart-base
the learning rate as $5 \times 10^{-5}$, batch size as 16, training epochs as 20. We initialize the learnable prompts from word embeddings in the vocabulary. We compare different lengths of the prompt such as $[2, 4, 8, 16, 32]$, and set it to 16. We train 8 groups of learnable prompts using different learning rates (abbreviated as lr) and batch sizes (abbreviated as bs) including $f_{\text{PLM}}$ (lr = $2 \times 10^{-5}$, bs = 8), $f_{\text{PLM}}$ (lr = $2 \times 10^{-5}$, bs = 16), $f_{\text{PLM}}$ (lr = $3 \times 10^{-5}$, bs = 8), $f_{\text{PLM}}$ (lr = $3 \times 10^{-5}$, bs = 16), $f_{\text{PLM}}$ (lr = $4 \times 10^{-5}$, bs = 8), $f_{\text{PLM}}$ (lr = $4 \times 10^{-5}$, bs = 16), $f_{\text{PLM}}$ (lr = $5 \times 10^{-5}$, bs = 8), and $f_{\text{PLM}}$ (lr = $5 \times 10^{-5}$, bs = 16).

Frozen GPT-3.5 Model. We utilize two versions of the GPT-3.5 series models including \texttt{text-davinci-003} (i.e., Davinci003) and \texttt{gpt-3.5-turbo} (i.e., ChatGPT) in our experiments. We use our proposed skeleton-aware example selection strategy (i.e., “input+skeleton emb”) to choose in-context examples and set the number of these examples as 16. We set n as 10 and employ a majority voting approach across the n questions to determine the final question. We set temperature as 0.7, top_p as 1, frequency_penalty as 0, and presence_penalty as 0.

A.3 Running Examples

We provide two illustrative examples for the WQ and PQ datasets in Figure 7 and Figure 8, respectively. For each example, we present the generated questions by Davinci003 and our approach SGSHP(Davinci003). we observe that: (1) The questions generated by SGSHP(Davinci003) are more closely related to the ground-truth questions compared to Davinci003, which shows the superiority of our devised framework. (2) The skeletons produced by the skeleton generator are similar to the actual skeletons of the ground-truth question, which demonstrates the effectiveness of our devised skeleton generator. (3) The questions generated by Davinci003 express similar semantics to ground-truth questions but differ in surface form, which verifies that Davinci003 contains rich semantic knowledge, but requires more fine-grained guidance to stimulate it toward the ground-truth question. Nevertheless, our proposed SGSHP framework effectively addresses this challenge.